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In augmented reality (AR), virtual objects and information are overlaid onto the user’s 
view of the physical world and can appear to become part of the real-world. Accurate 
registration of virtual objects is a key requirement for an effective and natural AR system, 
but misregistration can break the illusion of virtual objects being part of the real-world 
and disrupt immersion. End-to-end system latency severely impacts the quality of AR 
registration. In this research, we present a controlled study that aims at a deeper under-
standing of the effects of latency on virtual and real-world imagery and its influences on 
task performance in an AR training task. We utilize an AR simulation approach, in which 
an outdoor AR training task is simulated in a high-fidelity virtual reality (VR) system. The 
real and augmented portions of the AR training scenarios are simulated in VR, affording 
us detailed control over a variety of immersion parameters and the ability to explore the 
effects of different types of simulated latency. We utilized a representative task inspired 
by outdoor AR military training systems to compare various AR system configurations, 
including optical see-through and video see-through setups with both matched and 
unmatched levels of real and virtual objects latency. Our findings indicate that users are 
able to perform significantly better when virtual and real-world latencies are matched (as 
in the case of simulated video see-through AR with perfect augmentation-to-real-world 
registration). Unequal levels of latency led to reduction in performance, even when overall 
latency levels were lower compared to the matched case. The relative results hold up 
with increased overall latency.

Keywords: augmented reality, latency, ar simulation, optical see-through, video see-through

inTrODUcTiOn

Augmented reality (AR) systems, including those used for training applications, offer a natural, 
first-person view of real-world imagery, enhanced by virtual objects and annotations that are, ideally, 
registered or fixed with respect to the real-world (Azuma, 1997). Accurate registration is one of 
the features that determines the quality and effectiveness of AR, since misregistration breaks the 
illusion that virtual objects are part of the physical world and hinders perception of spatial relation-
ships between real and virtual objects. These effects might have a significant negative impact on 
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the effectiveness of AR training, since trainees need to perceive 
both the real-world and the virtual objects as part of one coherent 
environment.

Although there are various factors that influence the quality 
of AR registration, latency is perhaps the most prominent (Lee, 
2012). Delays in updating the virtual scene after the user’s head/
camera movements can cause the position of virtual objects on 
the display to lag behind their real-world counterparts, resulting 
in “swimming” and misregistration. There are many potential 
sources of virtual-world latency, including tracking delays, ren-
dering delays, and display update delays (Mine, 1993), but in this 
work, we are concerned only with end-to-end latency, sometimes 
called “motion to photon” latency because it represents the total 
delay from the time a motion occurs to the time the display is 
updated to reflect the results of that motion.

In optical see-through (OST) AR, users view the real-world 
directly through the optics of the display, which often is a head-
mounted display (HMD). In this case, latency only affects virtual 
objects. In video see-through (VST) AR, however, the user’s 
view of the real-world is mediated by a camera–display system. 
Capture of the real-world imagery by the camera, processing of 
that imagery, and display of the imagery all take time, and so such 
systems have some level of real-world latency, independent of, 
and possibly overlapping with, the virtual-world latency.

Thus, the goal with respect to latency in OST AR is to reduce 
virtual-world latency to the absolute minimum, in order to 
improve registration and reduce swimming. Recent work has 
succeeded in reducing end-to-end latency in a special-purpose 
OST AR system to less than 1 ms (Lincoln et al., 2016), but this 
level is nowhere near achievable in today’s off-the-shelf systems. 
In VST AR, on the other hand, a more modest goal would be 
to reduce virtual-world latency to the same level as real-world 
latency, since this would result in perfect registration [although 
the entire mixed reality (MR) scene would still lag behind the 
users’ head movements].

This observation leads to our research question: for AR 
tasks in which registration is important, such as those in some 
AR training systems, is it more useful to reduce all latencies to 
minimal levels, or to match virtual- and real-world latencies? An 
answer to this question would have implications for the design of 
AR systems in critical application areas, such as military training 
(Livingston et al., 2004), maintenance training (Boud et al., 1999), 
and emergency response (Ebersole et al., 2002).

Unfortunately, studying this question experimentally is 
challenging. Comparing actual OST and VST AR systems with 
different levels of latency would result in a loss of experimental 
control, since the systems being compared would differ in many 
ways. In addition, current AR systems have many limitations in 
terms of tracking quality, field of view (FOV), and display quality, 
so the results of such experiments might not be generalizable to 
high-performance AR systems of the future. For these reasons, 
we chose to run our experiments in virtual reality (VR), using the 
concept of AR simulation (Lee et al., 2010, 2013; Bowman et al., 
2012). We used a high-end VR display and tracking system to 
simulate various AR system configurations, maintaining experi-
mental control, and reducing the dependence of the results on 
system limitations.

In this paper, we report on an AR simulation experiment 
exploring the effects of real-world and virtual-world latency on 
task performance in a representative task inspired by AR military 
training systems. We compared various configurations simulat-
ing both OST and VST AR with both matched and unmatched 
levels of real- and virtual-world latency. Our results indicate that 
for a time-sensitive task relying on accurate registration, matched 
latency levels are superior to unmatched levels, even when the 
unmatched levels have a lower total latency.

relaTeD WOrK

In this section, we briefly summarize some background concepts 
and related research. Our AR simulation experiment on the 
effects of real-world and virtual-world latency on outdoor AR 
task performance is related to existing work on the concept of MR 
simulation, to research on task training using AR and VR training 
simulators, and to basic research on controlled experimentation 
regarding the influence of immersion factors, particularly latency, 
on AR and VR task performance.

Training applications of Vr and ar
Military training is one of the early applications of VR (Mavor 
and Durlach, 1994) and AR (Julier et al., 2001). The early 1990s 
in particular saw a plethora of research activities on novel tech-
nologies and interfaces for combat simulation (Congress, 1994), 
and today we are witnessing a new wave of exciting possibilities. 
VR training can be a compromise between real-world training 
drills and traditional classroom tutoring sessions (Bowman 
and McMahan, 2007). The level of realism provided by VR/AR 
training cannot be achieved in classroom-based training, and 
it has lower cost and higher flexibility than real-world training 
exercises. VR military training success has led to adopting this 
technology for other training applications, such as training for 
pilots (Brooks, 1999), medical personnel (Seymour et al., 2002), 
general education (Psotka, 1995), and firefighters (Ebersole et al., 
2002), for manufacturing (Schwald and De Laval, 2003), and for 
maintenance and assembly tasks (Neumann and Majoros, 1998; 
Boud et al., 1999).

Brooks (1999) reported success stories of using a 747 simulator 
at British Airways as well a merchant ship simulation at Warsash. 
Seymour et al. (2002) showed a positive effect of VR-based train-
ing on operating room performance. They observed that the use 
of VR surgical training significantly improved operating room 
performance of the surgical residents during a laparoscopic 
cholecystectomy. Psotka (1995) analyzed the cognitive variables 
of immersion in VR and compared use of tracked immersive 
displays to non-immersive simulation for educational and train-
ing purposes. Ebersole et al. (2002) patented an AR-based system 
for firefighter training. They designed hardware for motion 
tracking, display, and vari-nozzle instruments, as well as software 
for realistic fire models and layered smoke obstruction models. 
Schwald and De Laval (2003) employed an OST AR system and 
an infrared tracking system for training and maintaining equip-
ment in industrial contexts.

Benefits of specific immersion factors have commonly been 
addressed as side observations in specific VR/MR implementation 
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efforts for military training, but there have also been some 
notable efforts to go beyond mere technological solutions and 
to emphasize human-centric design and the interconnections 
between technological capabilities, interface design, and human 
performance evaluations [e.g., Cohn et al. (2004)]. Several exist-
ing studies are concerned with users’ cognitive abilities when 
working with novel simulation and training tools (Thomas and 
Wickens, 1999; Pair and Rizzo, 2006). In our work, the focus is to 
evaluate users’ performance. Goldberg et al. (2003) studied train-
ing tasks for dismounted warfighters using a virtual dismounted 
soldier simulation system and observed significant improvements 
in the user ratings of usability and training effectiveness. Goldiez 
et al. (2006) have studied the benefits of AR for navigation in a 
search and rescue task. They observed a positive effect of using 
AR on accuracy performance. Julier et al. (2001) designed and 
developed a mobile interactive AR system, the battlefield AR, to 
demonstrate specific military information to dismounted sol-
diers. A methodology for system evaluation and measuring users’ 
performance has been developed by Livingston et al. (2004) to 
evaluate the battlefield AR. Such mobile AR systems can be used 
to simulate battlefield scenarios for systematic training exercises, 
as well as for augmenting a mobile squad leader’s view of actual 
battlefield scenes (Tappert et al., 2001).

how latency influences effectiveness of 
Training systems
Various studies demonstrate the benefits of immersive training 
systems. However, the use of high-end AR and VR systems is still 
challenging and costly, and state-of-the-art technologies are not 
widely employed in the practical training systems. Decision mak-
ers need to know how various specifications [e.g., display type 
(Bowman et al., 2012) and latency (Jacobs and Livingston, 1997)] 
of such training systems influence its effectiveness. Simulation 
of AR in VR will enable us to study various characteristics of 
the high-end or even future AR systems and speculate how such 
characteristics influence the effectiveness and user experience.

Latency affects both OST and VST AR, as the virtual overlays 
can be outdated in either case. One potential advantage of VST 
over OST is the option of delaying the video of the real scene so 
that it matches the virtual elements. The resulting AR display will 
be free from spatial misalignments, but at the cost of higher lag 
in the presentation of the real-world backdrop. Our work seeks 
to illuminate the trade-offs in these choices.

Virtual objects’ registration is crucial for the effectiveness of 
AR systems (Hirota et  al., 1996; Jacobs and Livingston, 1997; 
Azuma et al., 2001), and latency significantly affects the registra-
tion of the virtual imagery (Azuma et al., 2001). Moreover, latency 
can disturb the user performance and cause simulator sickness 
(Steed, 2008). Predictive compensation can be utilized to reduce 
apparent latency, resulting in a lower magnitude of simulator 
sickness (Buker et al., 2012).

Researchers have developed methods to measure or estimate 
the amount of latency in the AR and VR systems (Jacobs and 
Livingston, 1997; Di Luca, 2010), to help better understand the 
effects of latency and how to reduce it. Friston and Steed (2014) 
have characterized these techniques and developed a controllable 

mechanical simulator to simulate virtual environments (VEs) 
with various amounts of delay. They developed an Automated 
Frame Counting method to assess the amount of latency. Steed 
(2008) proposed a sensitive and easily configurable method 
using a standard camera. They attached a tracker to a pendulum 
and mapped the tracker’s movement to a simulated image. By 
video recording, both pendulum and the simulated image, they 
could calculate the time difference based on the phase difference 
between the two movement patterns. In general, measuring the 
latency can help to reveal and understand its disruptive effects.

Frank et al. (1988) studied the effect of visual–motion coupling 
delays in a driving simulator. They found that visual delay can be 
more disruptive to the users’ control performance and experi-
ence as compared to motion delay. Latencies above 100 ms have 
been shown to be disruptive to applications, such as first-person 
shooters (FPS) (Beigbeder et al., 2004) or racing games (Pantel 
and Wolf, 2002). Ivkovic et al. (2015) studied the effects of local 
latency on the user performance. They have focused on targeting 
and tracking tasks in FPS games and studied the latencies in the 
range of 23–243 ms. Their results show that latency can cause sig-
nificant degradation in performance even for latencies as low as 
41 ms. Teather et al. (2009) investigated how input device latency 
and spatial jitter influence 3D object movement and 2D pointing 
tasks. They observed that latency has a significantly stronger effect 
on user performance than low amounts of spatial jitter. Azuma 
(1997) stated that the temporal mismatch between virtual and 
real-world objects can cause problems. A better understanding of 
this effect requires a thorough study of these latency types.

simulation of ar systems
Researchers employed AR simulation to study various system 
components, controlled interactions, environments with 
various levels of perceptual fidelity, and hardware configura-
tions (Gabbard et al., 2006; Ragan et al., 2009). Lee et al. (2010) 
simulated multiple AR systems using VR for a 3D tracing task. To 
validate this system, they replicated a study by Ellis et al. (1997) 
and obtained similar results. They designed a second experiment 
to study the effects of simulator latency on the results. They found 
simulator latency to be slightly less impactful on task performance 
than simulated latency (which they termed artificial latency) 
and found no interaction effect between simulator latency and 
artificial latency. There were indications for an overall additive 
effect of the two types of latency.

Bowman et al. (2012), systematically studied display fidelity 
using a display simulator. They discussed the concept of MR 
simulation as a novel evaluation methodology for evaluating 
individual components of display fidelity. They validated this 
methodology by developing a simulator using high-end VR 
systems, which can be used to study displays spanning the MR 
spectrum including AR and VR. Ren et al. (2016) explored the 
influence of FOV and AR registration accuracy on a wide-field-
of-regard AR task in the tourism domain through AR simulation. 
A constrained FOV significantly increased task completion time. 
Mild tracking artifacts did not have a significant overall task 
effect, but older participants appeared to cope worse with them. 
Moreover, Lee et  al. (2013) investigated the validity of the MR 
simulation concept for various search tasks. They conducted an 
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experiment to study the effects of multiple levels of visual realism 
in AR for simulated environments. They employed a high-fidelity 
VR display to simulate various levels of display fidelity along 
the MR continuum. Their work demonstrated the usefulness of 
simulating AR in immersive VR for various search tasks. Based 
on the aforementioned literature, we presume AR simulation in 
VR to be a valid method for studying various components of AR 
systems, and we base our experiments on such a system.

MaTerials anD MeThODs

Despite a massive recent growth in capability and popularity, VR 
and AR technologies are not yet widely employed in ambulant 
military and emergency response training systems. Deploying 
state-of-the-art AR systems for such training is still costly and 
difficult. Researchers and investors require empirical data to 
better understand the specifications of various AR systems and 
be able to decide which technology is the most beneficial for the 
to-be-deployed AR training systems. Therefore, we designed and 
implemented an AR simulation platform inside VR to study dif-
ferent aspects of AR systems.

In the work presented in this paper, we used this AR simulation 
platform to study the effects of different types of latency on a task 
we designed as a simulated representative for an AR training task, 
in which trainees in a real outdoor environment would observe 
and interact with various training scenarios that are too costly or 
complicated to realize in real life. For example, our task involves 
the observation of crates being dropped from aircraft near differ-
ent target zones and the assessment of targeting accuracy. Using 
real aircraft and dropped objects would be prohibitive in terms of 
cost, safety, and overall logistics. Hence, the aircraft and dropped 
crates are simulated as AR augmentations, while the drop zones 
and target indicators would be deployed in the real environment, 
to make training in the actual outdoor locations possible. In our 
AR simulation setup, we simulate both the real environment 
and all AR augmentations in a high-fidelity VR environment in 
order to isolate the effects of different latency parameters on task 
performance.

goals and hypothesis
A simulation of AR inside VR allows us to manipulate different 
characteristics of the AR system and better understand the effects 
of various characteristics on performance and the user experi-
ence. In particular, we were interested in how the different relative 
levels of latency in both VST and OST AR systems affect the user 
experience. This leads us to our research question:

What are the effects of different combinations of 
real-world latency and virtual object latency on an AR 
observation task?

We designed an experiment in which we varied the amounts 
of latency for the virtual and real-world to study this question. 
To understand the relation between the virtual and real-world 
latencies and the effect on users’ performance, we studied the 
combination of different levels of latency. Different combinations 
simulate the qualities of various VST and OST AR systems. We 

hypothesized that AR systems in which the virtual and real-world 
had perfect registration, even in the presence of higher overall 
latencies, would produce the best performance.

apparatus
The experiment took place in the VisCube at Virginia Tech. The 
VisCube is a four-sided CAVE-like facility with a 120″ ×  120″ 
(10 ft2) floor area. A wireless Intersense IS-900 motion tracking 
system tracks the 3D position and orientation of the user’s head. 
The tracking data were streamed via a wireless connection to the 
rendering machines. A server machine controlled the study and 
rendered the researcher’s view, while four client machines each 
rendered one wall of the VisCube with 1,920 × 1,920 resolution. 
The VisCube employs 16 projectors in total for the four walls. We 
tried to minimize the overall system latency as much as possible. 
The Intersense tracking system has a typical 4  ms latency. We 
attached the Intersense head tracker to a hard hat to track the 
user’s head (Figure 1B). We attached a wireless mouse to the hat 
and developed a HatMouse (Figure 1B) to activate a binoculars 
view (Figure 1C; see The Binoculars View). Users carried a wire-
less transmitter connected to the head tracker (Figure 1A). We 
used the Unity3D game engine (version 4.6.1) to render the VE, 
interface with the hardware, manage the flow of the experiment, 
and log the data. Imagery was rendered monoscopically, so stereo 
depth cues were not present; however, we argue that these cues 
are not critical for the forward observer task we designed (see The 
Training Task).

ar simulation Design
The goal in this project is to study the combined effects of two 
types of latency in AR, real-world latency, and virtual object 
latency. The fundamental difference between the latency in OST 
and VST AR systems is that OST AR adds latency only to the 
virtual objects, since the user can observe the real-world directly 
through the display, while VST AR adds latency to both virtual 
and real-world imagery. A VST AR system receives real-world 
imagery through cameras, adds virtual objects, and renders the 
whole scene on the display(s), thus the real-world imagery will 
have a certain amount of latency, and the amount of latency for 
virtual and real-world imagery can be equal or different.

An AR simulation system can be used to simulate state-of-the-
art or future AR systems and provide design guidelines for further 
improvements. In this experiment, AR simulation can also allow 
us to carefully control the levels of the two types of latency.

Since we target an AR training system, we will simulate a 
scout-observer training task. This task involves a user observing 
the environment from a specific point, both with the naked eye 
and through binoculars and making judgments about the accu-
racy with which projectiles hit targets. The task does not require 
significant movement around the environment, which makes a 
CAVE an appropriate VR system to implement this idea.

The Binoculars View
The binoculars view simulates using an actual pair of binoculars 
in the field. Our binoculars simulation, is based on the exist-
ing Augmented Immersion Team Training (AITT) system 
(Squire,  2013). The AITT uses an unmagnified OST system, 
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FigUre 1 | (a) The user is observing the environment in the VisCube. (B) The HatMouse used in this project. (c) The user is using the binoculars view to observe 
the target.
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which users wear all the time (similar to the normal view in our 
simulation). To see a zoomed-in view, they can flip up the unmag-
nified OST display and replace it with a pair of AR-enhanced 
binoculars.

We implemented our virtual binoculars by attaching a black 
box with a circular opening to the user’s head when the HatMouse 
button is depressed. Just outside the circular opening, we placed a 
rectangle on which we rendered the view from a virtual camera at 
the user’s head position. The virtual camera’s FOV was decreased, 
and the resulting imagery scaled to the size of the rectangle, so 
that the image was magnified by four times compared to the 
unmagnified normal view. Figure 1C shows the result.

The Training Task
Our simulation is an analog for a training system that trains 
forward observers (and similar personnel) in the skills and pro-
cedures needed to find, observe, and track locations, assets, and 
targets of interest and to communicate this information to others 
(e.g., air support or wildfire emergency coordination). The core 

elements of the training task in this training environment analog 
involve:

 – Visual search for small faraway objects in potentially cluttered 
or low visibility conditions

 – Maintaining situation awareness (e.g., for dropping a crate)
 – Communicating information about target location
 – Determining status of targets (e.g., if the crate landed safely)
 – Following proper procedures and protocols.

We focus on visual search, following the object, and commu-
nicating and status determination tasks, because we believe these 
are the tasks most likely to be affected by the characteristics of the 
AR training system.

The task involves finding and following crates dropping from 
the sky, all the way down to the targets on the ground. Beacons of 
various colors indicate targets. The user is allowed and encouraged 
to use the binoculars view (Figure 2 and Figure 1C, respectively) 
to follow the dropping objects to the targets and determine the 
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landing location and condition. Using the unaided view, the user 
will be able to rapidly search and find the dropping crates, and by 
employing the binoculars view, the user can precisely determine 
the drop location. To encourage the use of the binoculars view 
and avoid inaccurate presumptions based on the unaided view, 
we allow the users to observe targets on the ground only in the 
binoculars view. Upon landing, 50% of the crates will explode 
and illuminate with a red halo, and the rest will land safely 
(Figures 2C,D). Crates can land on any of the nine regions on 
the target or might land outside the target (Figures 2C,D). Users 
were asked to report the color of the beacon indicating the target, 
the region the crate landed on, and whether it exploded. This task 
requires timely head movements and accurate alignment between 
the real and virtual worlds, making it an excellent test for the 
effects of latency.

ar simulation implementation
Virtual Environment
We placed the user on a mountain, looking at a valley with natural 
and human-made elements, as shown in Figure 3. This replicates 
a scenario in which the trainees are in an outdoor environment 
using an AR system.

The beacons of various colors (Figure 3) and the crates shown 
in Figure 2 are all treated as virtual objects, generated by the AR 
system. The crates drop from the sky and descend down to the 
targets on the ground (Figure 2). The beacons indicate the posi-
tion of the targets on the ground.

The natural elements, such as mountains, trees, sky, and 
human-made elements, such as buildings and structures, as well 
as the targets on the ground, are pieces of the realistic VE and are 
dealt with as real-world objects.

Control of Different Latency Types
To simulate OST and VST AR systems based on their latency 
effects, we need to add different amounts of artificial latency to 
the imagery users’ receive.

OST Simulation
To simulate an OST AR system, we add artificial latency only 
to the virtual objects. The real-world imagery is rendered with 

the lowest possible latency (the simulation system’s latency). We 
simulated two types of OST systems, a low-latency system with 
25 ms artificial latency and a high-latency system with 75 ms arti-
ficial latency. We chose 25 ms as representative of an “acceptable” 
amount of latency similar to what is found in current VR systems, 
and 75 ms as representative of a more problematic level of latency 
similar to what is found in current AR systems.

VST Simulation
In a VST system, since the real-world imagery comes through the 
camera, processing and rendering system, it will have a certain 
amount of latency. Similarly, the virtual objects will have some 
amount of latency, which might be equal to or different from the 
latency of the real-world imagery.

We have designed four different VST simulations, with either 
low (25 ms) or high (75 ms) amounts of artificial latency, and with 
either matched or unmatched latencies between the real-world 
and virtual imagery. Thus, the four combinations were (real-
world latency/virtual latency) 25/25, 25/50, 75/75, and 75/150.

Real-world Simulation
We needed a baseline condition to simulate the real-world. This 
condition did not add any additional latency for real-world or vir-
tual imagery, in addition to the existing minimal system latency.

limitations of This study
In this study, we accurately controlled the amount of latency 
between the seven aforementioned conditions. However, unfor-
tunately we do not have measurements of the end-to-end latency 
of the system. The baseline system latency is an unavoidable 
characteristic of using AR simulation and the synthetic latency 
we used to simulate AR systems was added to the baseline latency. 
We tried to minimize the system latency as much as possible. In 
this study we consider the delta between the amounts of latency 
for various conditions and use the difference in latency as the con-
trolled variable. Nonetheless, we acknowledge that the amount of 
baseline latency can have an effect on the results.

eXPeriMenTal Design

In order to understand the effects of real-world and virtual object 
latency and the combination of the two, we designed an empirical 
study.

independent Variables
Based on the design described in Section “Materials and Methods,” 
we have manipulated the type and the amount of latency and 
whether or not AR objects have additional latency. We aggregate 
these issues into a single independent variable (“condition”). We 
defined seven AR simulation conditions shown in Table 1. The 
condition I: baseline did not include any additional latency. The 
condition I: baseline is used as the “real-world” condition, and 
other conditions will be compared to this condition to perceive 
their effectiveness.

We defined two OST simulations with low and high amounts 
of latency: condition II: low-latency optical see-through and condi-
tion V: high-latency optical see-through as shown in Table 1.
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For VST simulations, we used high and low amounts of latency 
as well as whether AR objects have the same or more latency 
compared to real-world objects. We defined four different VST 
conditions: condition III: low-latency video see-through with the 
same AR latency, condition VI: high-latency video see-through 
with the same AR latency, condition IV: low-latency VST with 
additional AR latency, and condition VII: high-latency VST with 
additional AR latency, as shown in Table 1.

Thus, in terms of registration, conditions I, III, and VI had 
perfect registration; conditions II and IV had some misregistra-
tion; and conditions V and VII had significant misregistration.

In the study, participants experienced all seven conditions 
(within-subject design). We randomized the order of the condi-
tions based on a Latin square design. In each condition, six crates 
were dropped from the sky onto the targets, one by one in order 
from left to right (Figure 3).

A secondary independent variable was target. Targets were set 
at distances of 400, 450, 500, 550, 600, and 650 ft. Each target was 
indicated with a beacon of color green, purple, red, yellow, blue, 
and cyan accordingly. The order of the targets was fixed as shown 
in Figure  3. We included target as a variable in our analyses 
because we speculated that target distance and/or order might 
have an effect on the user’s accuracy.

Measures
To measure accuracy, we designed a penalty function to calculate 
the score for each user. The penalty function was based on the 
distance between the region where the crate actually landed and 
the region that the user reported (Figure 2A). As an example, if 
the crate landed in region 0 and the user reported that it landed in 
region 2, since these two regions are adjacent, there would be one 
penalty point. In another scenario, if the crate landed in region 1 
and the user reported that it landed in region 7, there would be 
three penalty points since regions 1 and 7 are three regions apart.

A mistaken report about whether the target exploded would 
result in one penalty point. Moreover, there would be one penalty 
point for each unreported target. Participants’ background was 
captured using a background questionnaire asking for their 

gender, age, eyesight, dominant hand, occupation, tiredness 
level, and their prior experience with different types of video 
games and VR and AR systems. After trying each AR simulation 
condition, the users completed an interface questionnaire. The 
interface questionnaire used a 7-point Likert scale to measure 
the participants’ experience and opinions about each condition 
regarding difficulty, naturalness, fatigue, ease of learning and 
ease of use, being fun, being irritating, precision, and similarity 
to real-world. An exit survey asked the participants to choose the 
most comfortable, most natural, most preferable, most precise, 
most fun, and easiest to learn conditions.

Participants
We recruited 30 participants including 12 females and 18 males 
from 18 to 33 years old. The recruitment was on a voluntary basis 
from the undergraduate and graduate students. Seven people had 
prior experience with HMDs, such as Oculus Rift and Google 
Cardboard, and two had prior experience with AR systems such 
as Google Glass.

Procedure
The Institutional Review Board (IRB) of Virginia Tech approved 
this study. Upon arrival, participants were asked to read and sign 
an informed consent form. Next, they filled in the background 
questionnaire. Participants were then provided with a summary 
document about the facility to be used, the experiment, and the 
different AR simulation conditions, followed by a training ses-
sion, which let them acclimate with the CAVE, the binoculars 
view, and the task.

For each condition, participants were asked to observe and 
report on five sets of drops. Each set of drops consisted of six 
crates dropped consecutively with a 6-s difference between sub-
sequent crates, dropping from the sky onto the six targets. Users 
were asked to report orally about which target they were report-
ing (color of the beacon), where the crate landed, and whether it 
exploded. Their results were collected in a form by the researchers 
and were compared to the correct data.

After completing the five sets of drops for each interface, the 
participant was given a rest break and was asked to complete the 
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interface questionnaire. After completing all seven conditions, 
participants were asked to fill out the exit survey.

resUlTs

 To understand the significant interaction effects and main effects 
of the independent variables, we ran a two-way ANOVA with 
condition and target as independent variables. When we found 
significant effects, we performed post hoc pairwise comparisons 
using Tukey–Kramer HSD tests.

accuracy
We found a significant interaction between condition and target 
(F41,6259 = 278.73; p < 0.0001) on the amount of error. For AR 
simulation conditions with perfect registration (i.e., conditions 
I, III, and VI), target did not influence accuracy (Figure 4). For 
conditions with some misregistration (i.e., conditions II and 
IV) and conditions with significant misregistration (i.e., condi-
tions V and VII), in general, participants were significantly 
more accurate with the targets that were closer and earlier in 
the order. Although target order and target distance were var-
ied together in our experiment, our observations suggest that 
target order was the more important factor. As the participant 
completed a set of trials in conditions with misregistration, 
it was possible for them to fall behind (i.e., since it was dif-
ficult to determine the location one crate hit the ground, they 
might miss the drop or impact of the next crate). This meant 

that errors tended to increase with later targets as compared to 
earlier ones.

We observed a significant main effect of target on the amount 
of error (F5,30 = 51.56; p < 0.0001). Moreover, we observed a sig-
nificant effect of condition on the amount of error (F6,30 = 167.56; 
p < 0.0001).

After we found the main effect of condition, we performed a 
post  hoc pairwise comparison using Tukey–Kramer HSD tests. 
The groups A–C shown in Figure 5 came from our post hoc analy-
sis. Conditions not connected by the same letter are significantly 
different. Participants had significantly less error using each of 
the conditions in group A, including condition I (mean = 0.40), 
condition III (mean = 0.87), and condition VI (mean = 1.2), as 
compared to each condition in group B, including condition II 
(mean = 3.63) and condition IV (mean = 3.47) (p < 0.0001 for 
all pairs). Similarly, each condition in group B had significantly 
less error as compared to each condition in group C, including 
condition V (mean = 9.93) and condition VII (mean = 10.67) 
(p < 0.0001 for all pairs).

interface Questionnaire results
To analyze the results of the questionnaire participants com-
pleted for each condition, we took a slightly different approach. 
We wanted to understand how user experience was affected 
by real-world latency and virtual-world latency separately and 
in combination, so we ran a series of two-way ANOVAs (one 
for each question) with the levels of latency as the independent 
variables.
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We found a significant interaction effect of real-world latency 
and virtual-world latency on perceived difficulty (F3,206 = 27.87; 
p = 0.0052), irritation (F3,206 = 18.37; p = 0.0005), ease of learning 
(F3,206 = 9.17; p = 0.0375), naturalness (F3,206 = 23.31; p = 0.0151), 
and precision (F3,206 = 22.43; p = 0.0011). Figure 6 shows the data 
for the four extreme conditions (conditions I, V, VI, and VII, 
where real-world latency is either 0 or 75 ms and virtual-world 
latency is either 0 or 75 additional milliseconds). As shown in 

Figure 6, with no additional virtual-world latency, the user per-
ceived less irritation and difficulty with no additional real-world 
latency than with high real-world latency. On the other hand, with 
a high amount of virtual-world latency, high real-world latency 
was significantly better in terms of irritation and difficulty than 
with low real-world latency.

For ease of learning, naturalness, and perceived precision, 
with no additional virtual-world latency, no additional real-world 
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latency was significantly better than high real-world latency. 
However, with a high amount of virtual-world latency, high 
real-world latency was significantly better than no additional 
real-world latency (Figure 6).

Both of these results again point to registration as a key fac-
tor driving user experience. With a fixed level of virtual-world 
latency, the matching real-world latency condition provided a sig-
nificantly better user experience than the unmatched condition, 
even when the unmatched condition had lower absolute latency.

As shown in Figure  7, most users felt that condition I was 
not difficult at all. In conditions with increasingly higher levels 
of latency, the difficulty rating increases (Figure 7). The groups 
A–E shown in Figure 7 are generated by our post hoc analysis. 
Significantly different conditions are not connected by the same 
letter.

DiscUssiOn

As we expected, conditions with high levels of absolute latency, 
such as conditions V and VII, had low accuracy. However, 
condition VI, which also had a high amount of latency, had 
significantly better results than conditions V and VII. Similarly, 
for low-latency conditions, condition III had significantly better 
results than conditions II and IV. This indicates that it was not 
the absolute level of latency that determined performance in our 
study.

Even when both virtual and real-world imagery had high 
levels of latency (condition VI, with 75 ms of latency for both 

types of imagery), participants were more accurate than they 
were in the condition with no added latency for real-world 
imagery and a small amount of added latency for virtual objects 
(condition II). Thus, the difference between the levels of virtual 
and real-world imagery latency appears to be the best predic-
tor of accuracy for this task. As we have noted, this difference 
will prevent the virtual objects from registering exactly to the 
real-world imagery and will cause a flickering and shaking effect, 
which will affect users’ ability to effectively observe and track 
the targets.

In addition, we found that different levels of misregistration 
can affect accuracy. Larger differences between virtual and real-
world latency made performance on this task worse. However, the 
reader should note that we only observed this fact for a particular 
task (training forward observers), and further investigation is 
required for other type of tasks.

We did not observe any significant differences between the 
real-world condition and the conditions with matched virtual and 
real-world latency (conditions I, III, and VI). However, results 
were not the same for the user experience parameters. Higher 
latency, in general, impacted negatively on the user experience 
for all parameters we examined (Figure 8).

The interaction between the real-world and virtual-world 
latencies for the interface questionnaire signifies that, if we 
have low virtual latency, then low real-world imagery latency is 
preferred for the measures of user-perceived difficulty, irritation, 
ease of learning, naturalness, and precision. On the other hand, 
with a high amount of virtual-world latency, users had a better 
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experience with the high amount of real-world latency. This 
might seem surprising, but it strengthens the idea that a robust 
registration for the virtual objects seems more important than the 
effects of latency on the real-world image.

Even though high real-world latency might look “ugly” from 
the user’s perspective, low real-world latency in the presence of 
high virtual latency can be detrimental to both user experience 
and performance. For tasks where registration is critical, systems 
designers might even want to consider adding some latency to the 
real-world imagery.

We acknowledge that this experiment tested a simulation 
of AR systems, and it had differences with actual AR systems. 
The baseline system latency of the VR system is an inherent 
feature of the AR simulation. Unfortunately, we do not have a 
measurement of the amount of baseline latency. However, based 
on our experience in the experiment, the amount of latency 
was considerably low. Moreover, we considered the additional 
AR latency which was added to the baseline system latency for 
simulating various AR systems, and used this delta between 
various conditions as the controlled variable. The delta in laten-
cies of the conditions was accurately applied to the simulation 
conditions, therefore we believe that our results are valid and 
can be applied to similar systems.

In our system, all objects, including virtual and real-world 
imagery, were in focus when users accommodated at the distance 
of the screen. In a real OST AR system, accommodation cues dif-
fer between real-world and virtual imagery. Similarly, in an actual 
OST system, the virtual imagery is semitransparent, while in 
our simulation, the virtual imagery was fully opaque. Moreover, 

in current OST and real VST systems, FOV for virtual objects 
(and sometimes real-world objects) is rather narrow, while our 
system provided an unconstrained FOV. Considering this, we 
cannot be certain that these results will be true for all real-world 
AR systems. However, our system simulates future AR system 
with ideal specifications such as complete FOV, no transparency 
and high brightness, which cannot be reached using current AR 
systems. Furthermore, we argue that the effects we saw in this 
study should generalize to real AR systems because they were 
due to registration errors, which we simulated accurately.

cOnclUsiOn anD FUTUre WOrK

Augmented reality systems for critical tasks such as training have 
a variety of characteristics that may affect their effectiveness. In 
this work, we have studied the impact of registration error due to 
latency in such systems, using an AR simulation approach.

We found that increasing latency affects user experience 
negatively, in general. However, for the sake of task performance, 
it may be worthwhile to maintain registration accuracy at the cost 
of overall higher latency. We found that the best performance on 
a forward observer task came in conditions where levels of real-
world latency and virtual object latency were matched, leading to 
perfect registration. This was true even when the absolute level of 
latency was high.

In the future, using this AR-VR simulation system, we plan 
to study other characteristics of AR systems, such as resolution, 
FOV, contrast, brightness, and mobility, independently, in a 
controlled environment. We can employ other types of displays, 
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