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Physical walking is consistently considered a natural and intuitive way to acquire

viewpoints in a virtual environment. However, research findings also show that walking

requires cognitive resources. To understand how this tradeoff affects the interaction

design for virtual environments; we evaluated the performance of 32 participants, ranging

from 18 to 44 years old, in a demanding visual and spatial task. Participants wearing a

virtual reality (VR) headset counted features in a complex 3D structure while walking

or while using a 3D interaction technique for manipulation. Our results indicate that

the relative performance of the interfaces depends on the spatial ability and game

experience of the participants. Participants with previous game experience but low spatial

ability performed better using the manipulation technique. However, walking enabled

higher performance for participants with low spatial ability and without significant game

experience. These findings suggest that the optimal design choices for demanding visual

tasks in VR should consider both controller experience and the spatial ability of the target

users.

Keywords: physical navigation, virtual reality, spatial cognition, 3D interaction, spatial ability

INTRODUCTION

Physical walking is well established as a simple and natural method for controlling the viewpoint
and exploring data in many technological contexts. With large display walls, the user can walk
closer to see information in more detail or step back to get an overview of the content. In virtual
reality (VR), tracking systems enable users to walk to explore virtual worlds. However, since tracked
space is always limited, designers often complement walking with other travel techniques. Inmobile
augmented reality (AR), physical locomotion is the only mode that will maintain the registration
between AR constructs and the world. In addition, since it requires little to no training, walking is
always welcome and sometimes preferred to controller-based navigation (Ball et al., 2007). Finally,
walking can offer additional benefits, for example, it can improve distance estimation and the spatial
sense of location (Ruddle et al., 2011).

Although it seems effortless, it is known that walking requires attentional resources (Lajoie et al.,
1993; Yogev-Seligmann et al., 2008). Moving in space also interferes with tasks such as multiple-
object tracking in VR and in the real world (Thomas and Seiffert, 2010). Even maintaining body
posture can be costly enough to impact performance in memory tasks (Pellecchia, 2003; Riley et al.,
2012).

In VR, walking is considered the most natural technique for traveling from one point to another
(LaViola et al., 2017). However, in many applications, traveling also supports a different primary
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task, such as finding a correlation between disparate datasets
(Donalek et al., 2014) or building a neurosurgery plan around
interweaving blood vessels (Kersten-Oertel et al., 2014). If
walking demands cognitive load, limiting the resources available
to the user, it may not always be the best interaction choice. A
deeper understanding of the issues involved in walking-based
interactions can guide designers in the selection between possible
alternative techniques.

In this paper, we contribute to a better understanding of the
tradeoffs between walking and using controller-based interfaces
in VR. While previous work exists regarding the benefits of
walking in 3D navigation and also in the use of large 2D
displays, little is known about its effect in visually demanding
3D tasks. This category of tasks requires users to understand
complex spatial structures, and bears high relevance to scientific
visualization and visual analytics in VR. With this in mind, we
conducted a study to compare the accuracy of participants in
two possible scenarios for an immersive visualization application:
walking around the dataset vs. using a 3D interaction technique
to manipulate it. Our results indicate that neither technique
consistently outperforms the other. Instead, relative performance
can be predicted by individual differences in spatial ability and
game experience.

To summarize, the contributions of this paper consist of
(i) our report on a study directly comparing walking and 3D
interaction for a visual analysis task, (ii) a model for user accuracy
including game experience and spatial ability, and (iii) our
discussion of the implications of these findings in VR interface
design.

BACKGROUND AND RELATED WORK

Spatial Ability and Game Experience
Our capacity to perceive, store, and transform spatial data
(spatial ability), is generally understood as composed by different
factors (Carroll, 1974; Velez et al., 2005). Those factors have
been assessed using psychometric tests (Carroll, 1974; Kirby and
Boulter, 1999; Hogan, 2012) and also through real-world tasks
like navigating in a maze (Moffat et al., 1998), remembering the
position of objects in space (Piper et al., 2011), and identifying
objects from projections (Kirby and Boulter, 1999). However,
due to the complex and still ill-understoodmechanisms involved,
spatial ability factors resist a definitive categorization. Carroll
(1974), for example, defines the spatial orientation factor (SO)
as the ability to rotate a representation mentally, and spatial
visualization (Vz) as the ability to perform the same process in
combination with serial operations. On the other hand, evidence
has shown that although apparently symmetrical, the ability to
rotate an object mentally and to imagine oneself looking from a
different perspective, might involve two different spatial abilities
(Kozhevnikov and Hegarty, 2001).

People demonstrate different performance in spatial ability
tasks (Wolbers and Hegarty, 2010; Mazman and Altun, 2013).
This difference can be attributed to any of the mental process
involved in the acquisition of visual cues, forming spatial
representations, or manipulating them (Wolbers and Hegarty,
2010). One question of interest is if differences in spatial abilities

can be attributed to gender. Billen (2001) found no difference on
mental rotation accuracy between males and females. However,
results indicated that females were faster. Piper et al. (2011) found
that males were better in a spatial memory test. Hogan (2012)
results using ETS psychometric tests were inconclusive, while
Mazman and Altun (2013) found that males were more accurate
in a perspective taking test, but found no difference in reaction
times.

In a meta-analysis of 81 studies, Linn and Petersen (1985)
identified that gender differences tend to favor males in both
mental rotation and in spatial perception, but no difference
was found in spatial visualization. Another meta-study focusing
on tasks such as pointing, wayfinding, sketching, and distance
estimations, uncovered mixed results (Coluccia and Louse,
2004). The author’s analysis suggests that gender differences in
orientation only appear when the task creates a high load of
the visuo-spatial working memory (VSWM). Thus, males would
perform better in studies with higher demand due to a larger
VSWM.Wang and Carr (2014) reached a similar conclusion, and
observed that males perform better in tasks that require holistic
strategies, and that this could explain better mental rotation
results reported in the literature (Levine et al., 2016). Since a
more extensive discussion would fall away from the focus of this
text, we refer the interested reader to the meta-studies mentioned
above.

Another way to look into individual differences in spatial
ability is to see whether they are correlated with experience
performing similar tasks. Smith and Du’Mont (2009) examined
the effect of previous game experience on spatial navigation
in virtual environments. Evidence was found that perceived
gaming skill and how far participants progress in a First-Person
Shooter games were consistent with higher performance on the
navigation task. Richardson et al. (2011), also investigated the
effect of game experience in the navigation performance, also
comparing virtual and real environments. Game experience was
positively correlated with performance in desktop and VR, but
not in the virtual world. The authors speculate that the use of
a joystick in the VR condition, instead of real walking, might
have caused that difference. In addition, the lack of correlation
in the real environments might be related to the use of different
perceptual and cognitive abilities. Some evidence points to the
understanding that higher visuo-spatial skills of gamers may be
come from the practice (Basak et al., 2008; Murias et al., 2016).

Walking and Data Visualization
One of the first studies looking to contrast walking and other
interaction modalities was performed by Chance et al. (1998).
They compared three locomotion modes: walking, using a
joystick to rotate and translate, and using a joystick to translate
while rotating in place. The task required participants (n = 22)
to walk through a maze and indicate the direction of objects
found along the way when they reached the end. They found
that participants in the walking condition demonstrated better
direction accuracy than the ones who only used the joystick.
Peck et al. (2011) compared redirected walking with walking-in-
place and a joystick interface. Participants in the real walking
condition traveled shorter distances and were more accurate
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when pointing directions. The benefits of walking in spatial
perception and navigation tasks have also been confirmed by later
studies (Ruddle and Lessels, 2009; Frissen et al., 2011; Ruddle
et al., 2011).

An important question, though, is whether walking can also
produce benefits for tasks that do not directly involve navigation.
Rädle et al. (2013) compared the effect of egocentric body
movements in a task involving visual search. The study asked
24 participants to find corresponding pairs among back facing
cards by moving toward one card at a time to reveal symbols
in them. The authors compared spatial memory and completion
time in two conditions: sitting at a desk andmoving in front of the
display wall with a tablet. They found that walking decreased the
task completion time by 34% and found no difference in spatial
memory right after the experiment. However, when testing recall
after 15min, they did find an improvement in spatial memory for
the walking condition. The results seem to indicate that physical
locomotion helped in the recall of item location.

Liu et al. (2014) studied the effect of physical navigation
on a classification task. The task required participants to sort
labeled disks into different containers on a display. In the first
experiment, 12 participants performed the task by walking along
a large display wall and then using a pan-and-zoom navigation
technique with a mouse and standard monitor. Among other
results, they found that physical walking was faster for both easy
and hard tasks with small labels. The opposite was true for easy
and hard tasks with large labels. However, in the analysis, the
authors point out that task difficulty changed the average distance
between items and containers, which may have confounded the
results. In addition, since two different platforms were used, it is
hard to isolate the effect of walking.

Later, Jakobsen and Hornbæk (2015) repeated the
classification task conducted by Liu et al. but this time using
the same hardware platform for both conditions. Similar to the
original experiment, they labeled the disks and containers on the
display wall and asked participants to sort them by labels. In the
Move condition, participants could move freely in front of the
display. In the NoMove condition, participants were contained
in a predefined area of 40 cm in front of the display and used a
gyroscopic mouse to pan and zoom. The authors did find that
although participants (n = 10) were equally fast in tasks which
did not require navigation, they were 15% slower when virtual
navigation was necessary to read the labels. In both this and the
original study by Liu et al., however, the task was not cognitively
bounded. The completion time reflects a mixture of the time
spent on search, navigation and manipulation. In our case, we
used a reasonably difficult task, so that results do depend on how
fast participants use the interface.

Büschel et al. (2017) evaluated user strategies in 3D data
visualization using a tablet in two conditions: (a) with the
view spatially mapped to the device position and, (b) using
the touch surface to control an orbiting camera. They found
that participants (n = 18) adopted similar strategies in both
conditions by moving the camera to appropriate viewpoints.
Participants deemed spatial interaction better in terms of
subjective feeling of camera control, ability to accomplish the
tasks and mental demand. There were no significant differences

in error rates and the touch interface was faster for navigation
tasks. Unfortunately, the three tasks employed required little
cognitive effort, and were completed in less than 2min.

Motion in Space
Cognition studies in the real world have revealed that vision
has a deep connection to motor control and spatial processing.
Kerr et al. (1985) report an experiment where spatial memory
tasks were disrupted just by asking participants to maintain a
difficult standing posture. Participants were asked to perform a
memory task while sitting or while standing with the heel of
the front foot directly ahead the toes of the back foot. Half of
the participants were assigned to spatial memory tasks, while
the other half performed non-spatial memory tasks. The authors
found that the concurrent balance requirement reduced recall for
spatial tasks but not for the non-spatial tasks.

Thomas and Seiffert (2010) studied the effect of self-motion
in multiple-object tracking. The task required participants to
visually track one or three moving balls in a virtual environment.
The authors found that performance was impaired whenever
participants moved in space. The effect was present even when
participants were moved passively in a wheelchair. Although self-
motion interfered with object tracking, no interference was found
when participants performed a difficult non-spatial tracking task.
They conclude that self-motion uses cognitive resources that
could otherwise be allocated to the visual tracking task.

Overall, the literature indicates that walking can be beneficial
in search and classification tasks on 2D displays. It also seems
to agree that walking can benefit tasks involving spatial abilities
such as 3D spatial perception and navigation. An open question is
whether these effects can also be observed in other types of tasks.
In addition, while some studies have investigated and quantified
the interference caused by physical locomotion on other tasks,
they have not examined the performance tradeoffs involving the
use of walking as an interaction technique. The role of spatial
ability and user experience also needs further study.

We were intrigued by the trade-offs between the benefits of
walking and the cognitive load induced by walking found in prior
studies. An earlier unpublished study run in our lab had also
suggested that the choice of walking vs. manipulating a scientific
dataset during visual analysis may have impacted users’ ability
to spatially analyse the data. Therefore, we decided to study how
the design choice between walking and manipulation affects the
performance in a 3D visualization task. In addition, we decided
to investigate the role of individual differences in the results.

OVERALL EXPERIMENTAL DESIGN

To investigate the possible tradeoffs of walking, we directly
compared the performance of participants in two conditions. In
theWalking condition, walking was the only way to see different
parts of the dataset; in the Non-walking condition, participants
would stand still and obtain different views by using a 3D tracked
controller to manipulate the dataset.
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Dataset and Task
In our experiments, we selected a visualization task that required
participants to analyze complex tridimensional models. We
were inspired by scientists and practitioners that study 3D
datasets derived from Computed Tomography (CT) or Magnetic
Resonance Imaging (MRI) of biological structures. The models
consisted of a central spherical shape surrounded by tubular
branches; a structure similar to one commonly found in the
respiratory system of beetles.

The task consisted of verbally reporting if a given model had
a specific number of branches connected to the central spherical
surface. Instead of using data from a real CT-Scan, we designed
a procedural method to generate different versions of the dataset
given parameters such as total number of branches, number of
connected branches, and number of branch layers. In this way, we
could ensure that: (1) there was no ambiguity in the model that
would require domain expertise; (2) there was no noise resulting
from imperfect segmentation of the original volumetric data; and
(3) that we could easily generate datasets with different levels of
difficulty.

For the experiments, we generated two different groups of
datasets: datasets in the Simple group had 16 branches, of which
4, 5, or 6 could be connected. Datasets in the Complex group had
30 branches, from which 11, 12, or 13 could be connected to the
central sphere. For the Simple datasets, participants were asked
if the model had 5 connected branches or not. For the Complex
datasets, they were asked if the model had 12 connected branches
or not. Each group contained an equal number of datasets whose
correct answers were yes and no.

The extra (non-connected) branches in each model ensured
that participants would need to change the point of view to avoid
occlusion. Branch connections were made in the last step of the
generation process so that that the number of connections did
not change the overall look of the datasets. The synthetic model
structure was evaluated by a domain expert to ensure that the
model presented similar topology and challenges as the real one.
Figure 1 shows an example of each type.

The final parameters of each dataset were found by trial and
error. For the Simple dataset, the goal was to make sure that the
task could not be solved by subtizing1 and yet did not present a
very hard challenge. For the Complex dataset, we ensured that
models were difficult enough to be cognitively bounded (i.e., that
the time needed to answer the question correctly depended on
cognitive limits rather than perceptual or motor performance).
In this way, results would not depend on how fast one could walk
around or rotate the dataset, but only on cognitive load.

Environment and Apparatus
The experiments were conducted in a closed room, free of
distractions. We used a consumer version HTC Vive head-
mounted display (HMD) and the bundled controller. The HMD
has two screens, which were adjusted to a typical interpupillary
distance (IPD) of 67mm (we did not adjust the IPD individually

1The rapid enumeration of a small numbers of objects. When a number of objects

are flashed briefly, their number can be determined very quickly, at a glance, when

the number does not exceed the subitizing limit, which is about four objects.

FIGURE 1 | Examples of datasets from the Complex (Left) and Simple

(Right) groups.

for each participant due to mechanical problems with the
HMD). Each screen has a resolution of 1080 × 1200 pixels.
The horizontal field of view is 110 degrees. The HMD and
controller were tracked with six degrees-of-freedom by the
hybrid inertial-optical Lighthouse system. To provide freedom
to the participants, the HMD was driven in both conditions by
an MSI VR One backpack running Windows 10. The backpack
is an integrated PC with an Intel quad-core processor, 16Gb of
RAM and an nVidia GTX 1060 graphics card. Participants used
the trigger button on the controller to switch between datasets
and the touchpad button to grab the dataset for manipulation
(grabbing was disabled during the walking condition). The
software was written in Unity3D and used the SteamVR plugin.
The experimenter observed the participants and monitored task
execution using a remote desktop access software (TeamViewer).

We wanted to ensure that participants would walk around
the dataset in the Walking condition, but we did not want them
to have an unfair advantage by going inside the dataset. For
this reason, we established maximum and minimum distances
that users could be from the dataset. Participants in the Walking
condition were free to walk or move in any way desired as long
as they stayed within a delimited area. The inner radius of the
walking area was 0.6 meters and the outer radius 1.5m (Figure 2,
in green). If participants moved their heads outside this area,
the dataset disappeared rapidly to prevent them from obtaining
extra information. Participants in the Non-walking condition
were asked to choose their preferred distance inside the same
area. Note that head tracking was still enabled in theNon-walking
condition, but participants were asked to stand in one location.

Besides the limits of the allowed area, the experimental
environment only showed the limits of the tracking area and
a blue/brown skybox. To improve visualization, the model
had diffuse and direct lighting with self-shadows. However, no
shadows were projected on the floor.

Metrics
The time/accuracy tradeoff is common in many experimental
designs. If not controlled, it makes analysis and interpretation
potentially complex. To avoid this tradeoff (so that our results
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FIGURE 2 | View of the Experimental Environment. The models appeared in

the center of the red area. In the Walking condition, participants could move

freely inside the green area. The dataset would disappear if users moved

outside this area.

would not be biased by individual preferences), we adopted the
following procedure. Participants were asked to achieve a pre-
determined number of correct answers (3 in the first experiment
and 4 in the second experiment), and we measured the time they
took to achieve this goal. In this way, a participant that was extra
careful and spent more time per task would not be penalized
when compared to another that was not as careful, but had more
errors. This is similar to the metric used in many psychometric
tests, and it was not necessary to negatively weight the wrong
answers (since we considered the total time spent). Participants
used a button on the handheld controller to control the pace of
the experiment. The first press would make the dataset appear
(and start the timer) and a second press would make it disappear
(consequently stopping the timer).

PILOT STUDY

We ran a pilot study to select a Non-walking technique with
good performance to compare with walking. We evaluated two
techniques: Rotate and Grab (we also had a Walking condition in
this study, but its purpose was only to pilot the procedure for this
condition; we do not consider it further in this section).

Rotate Technique
The Rotate technique followed a manipulation metaphor.
Participants could rotate the dataset by using the tracked
controller as a tangible proxy for the dataset. The controller
orientation was mapped to dataset orientation, allowing
direct and integral control of all 3 rotational degrees of
freedom. The dataset position was fixed in the center of the
environment, so participants were free to hold the controller
in a comfortable position. We expected that this technique
would allow participants to complement the visual information
with motor and kinesthetic information from the controller
orientation. Clutching was not allowed.

Grab Technique
The Grab technique used a direct manipulation metaphor.
Participants could use the controller to directly grab and rotate
the dataset around its center. As before, the dataset position was
fixed in the center of the environment and only rotated around
its center. To rotate, participants could reach to any point in
space (not only the points with branches) and grab the dataset
by pressing the trigger button. The dataset would then follow
the angular rotation of the hand around the center of the model
while the button was pressed. Upon release, the dataset would
stay at the new orientation. As with the previous technique, Grab
allowed an integral control of all 3 rotational degrees of freedom.

Our hypothesis was that Rotate technique would offer
better performance than Grab since it was more intuitive,
did not require clutching and supported precision two-handed
manipulation. An earlier study by Hinckley et al. (1997)
supported this hypothesis; where they found that directly rotating
an object via a tracked proxy was superior to a mouse-based
Virtual Sphere manipulation technique.

Participants
We recruited 12 university students (9 females) from 19 to 32
(M = 24.17, SD = 3.85) years old. All the participants were
screened for stereo blindness using a random dot stereogram
and had corrected or normal vision. Only four participants had
used VR more than twice. The experiment was approved by the
Virginia Tech Institutional Review Board and all participants
gave written informed consent.

Procedure
Prior to the study participants were asked to fill out a
background questionnaire containing questions about age,
occupation, handedness, eye correction, VR experience, and
computer experience. After that, they were instructed about
the experimental procedure, techniques, and experimental
environment (including the physical area where the experiment
took place). The experimenter then helped the participants to
wear the backpack and headset. They were then asked to walk
around the experiment area. After this, the experimenter would
ask participants to look straight ahead and would use the height
of the head, as given by the tracking system, to adjust the
height where the models would appear. This ensured that the
connection points on the top of the models were always visible
and below eye level. Before each condition, the experimenter ran
a few practice trials until participants reported being confident
with the techniques, the two dataset shapes, and demonstrated
to correctly understand the procedure. Between each condition,
participants were given the opportunity to stop and rest for a
few minutes. In both conditions, the participants were asked to
choose a spot within the 0.9m green band around the center
and to stand at that location for the entire set of trials. For
each technique, participants were asked to obtain three correct
responses with Simple datasets and three correct responses
with Complex datasets. The answer was given verbally (yes/no).
We did not use a time limit, but asked participants to be as
accurate and fast as possible. The presentation order of the two
techniques was counterbalanced. In the end, they answered a
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post-experiment questionnaire, asking about their experience
with the techniques and preferences.

Results
Contrary to our expectation, participants using the Rotate

technique took longer to complete the task with Complex
datasets (M = 580s, SD = 289) than those using the controller
with the Grab technique the (M = 360s, SD = 223). Based on
a Wilcoxon Signed Rank Test, the difference was significant for
the Complex dataset (V = 68, p = 0.021), but not for the Simple
dataset (V = 25, p= 0.301) (Wilcoxon Signed Rank Test).

Eleven participants rated the Grab technique as being “easy,”
while eight said the same for the Rotate technique. Most
participants deemed the Grab technique to be more accurate
and the Rotate technique faster. We noticed that most successful
strategies consisted of scanning trajectories that lay on the
surface of a sphere. The Grab technique allows users to
directly “draw” those trajectories. Thus, it provides a better
mapping than controlling a surface point based on rotation. The
trajectory is also more stable, since the one-to-one mapping in
Rotate transforms small angular errors into larger displacements
(proportional to the radius of the dataset). Additionally, Grab
allows “parking” when the biomechanical limits of the hand
are reached, which is not possible with Rotate. Using the
latter required participants to keep their hands steady while
investigating the dataset. Based on completion time, participant
feedback, and the considerations above, we decided to use the
Grab technique in the Non-walking condition of our main
experiment.

MAIN EXPERIMENT

We ran a within-subjects design comparing walking and Non-
walking conditions. We used the same dataset and tasks used in
the pilot study (section Dataset and task).

Walking Condition
In this condition, the dataset was fixed in the center of the
environment, requiring participants to walk around the dataset
to obtain the desired viewpoints. However, the dataset was only
visible within a green area defined on floor (Figure 2), preventing
participants from walking inside the dataset or moving too far
away. The controller was only used to move from one trial to the
next.

Non-walking Condition
In the Non-walking condition, the participant would stand still
at a chosen spot within the green area and use the controller to
rotate the dataset. For this task, we selected the Grab technique,
since it produced higher performance than the Rotate technique
in pilot study. As before, participants could reach any point in
space (not only the points with branches) and grab the dataset
by pressing the trigger button. The dataset would then follow the
angular rotation of the hand around the center of the model.

As before, we measured the performance for both simple
and complex models. We also made sure that both conditions
could be easily completed with the simple models. To complete

successfully the tasks, participants needed to view the dataset
from different sides. However, some viewpoints could only
be obtained in the Non-walking condition (e.g., a view
perpendicular to the top). We attempted to minimize this
disadvantage by adjusting the height of the model based on the
height of each participant, so that all connection points could be
seen.

We hypothesized that participants in the Walking condition
would outperform those in the Non-walking condition. We also
expected that users with high spatial ability and more experience
with games would perform the task more quickly.

Spatial Ability and Game Experience
Measures
We collected data about two other factors that might influence
the performance of the participants: spatial ability and game
experience. Spatial ability can involve different skills, which can
bemeasured by cognitive tests. Velez et al. (2005) found a positive
correlation between accuracy in a visualization task and scores
on the ETS (Ekstrom et al., 1976) Cube Comparison (S-2) and
Paper Folding (VZ-2) Tests. The S-2 is a test where participants
are asked to determine if two cubes are different, based on two
different views. It has two sections with 21 questions. The VZ-
2 test asks participants to select the correct result after a paper
is folded five times and then punched. It consists of two parts
with 10 questions. The total score was computed as the number
of correct answers minus the number of wrong answers. We
administered the first part of S-2 and the full VZ-2 test. The S-
2 test was included as a reference, since mental rotation was used
as a measure of spatial ability in a variety of earlier studies of
interaction in virtual reality (Moffat et al., 1998; Laha et al., 2012;
Parsons et al., 2013; Astur et al., 2016; Jang et al., 2016). According
to Carroll (1974), both tests involve measuring factors related to
the capacity of the visual short term memory (STM). However,
the VZ-2 also captures aspects of the central executive involved
in performing serial operations, which we noticed was required
by our task.

Since one of the conditions required the use of a handheld
input device, prior experience could also be relevant. Previous
research indicates that game players have a variety of skills such
as higher efficiency when switching between tasks (Shawn Green
et al., 2012), enhanced attention (Dye et al., 2009), better memory
(Boot et al., 2008), and better coordination (Griffith et al., 1983).
Prior game experience was self-reported in the background
questionnaire. Participants were asked to rate their experience
on a 7-point scale ranging from 1 (Never) to 7 (Everyday) to the
question: “How often do you play videogames (on computers or
consoles like Xbox, Nintendo, etc.)?”

We expected that together, both the visualization score and
the game experience variable would capture a large part of the
individual differences important for our task. Among them,
possible differences in spatial ability due to gender, handedness,
and also indirect aspects of playing video game like improved
attention and coordination. In addition, to reduce the error
variance associated with individual differences not accounted
by those covariates, we chose a within-subjects design. The
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presentation order was counterbalanced to prevent carry-over
effects.

Participants
We recruited 37 university students. Five participants were not
able to complete the tasks in both conditions in the allotted
time and were excluded. The remaining participants’ ages ranged
from 18 to 44 (M = 26.22, SD = 6.56) years old (6 females).
Two-thirds had limited experience with VR (fewer than three
prior experiences). All the participants were screened for stereo
blindness using a random dot stereogram and had corrected or
normal vision. The experiment was approved by the Virginia
Tech Institutional Review Board and all participants gave written
informed consent.

Procedure
Prior to the experiment, participants were asked to complete
the Paper Folding Test (ETS-VZ2), the Cube Rotation Test
(ETS-S2), and a background questionnaire with demographic
information (age, occupation, handedness, eye correction, VR
experience, computer experience) and a specific question about
gaming experience. After that, they were instructed about
the experimental procedure, techniques, and experimental
environment (including the physical area where the experiment
took place). To minimize effects of learning, we also briefed the
participants on common ways to deal with the complexity of
the dataset, as observed from the first experiment. They were:
looking for useful reference points to start and stop counting,
dividing the dataset into parts, and counting groups of branches
together. For each technique, participants were asked to obtain
4 correct responses with Simple datasets and 4 correct responses
with Complex datasets. The answer was given verbally (yes/no).
Participants were instructed to press the trigger button to stop the
timer before answering. To avoid extending the experiment for
too long, they were told there would be a time limit to complete
the task: 5min for the simple datasets and 15min for the complex
ones. The experimenter then helped the participants to wear the
backpack and the headset. They were asked to walk around the
experiment area to familiarize themselves with the space. After
this, the experimenter would ask participants to look straight
ahead and would use the height of the head, as given by the
tracking system, to adjust the height where the models would
appear. This ensured that the connection points on the top of
the models were always below eye level. Before each condition
the experimenter ran at least two trials with each dataset and
checked if the participants understood the task and techniques.
If they had not demonstrated a correct understanding of the
procedure, one or two examples were used for training. The goal
of the training was to ensure participants understood the task and
were comfortable with the technology. It also helped to level out
the participants prior to the beginning of the measured tasks. In
the Grab condition, the participants were asked to choose a spot
within the 0.9m green band around the center and to stand at
that location for the entire set of trials. Between each condition,
participants were given the opportunity to stop and rest for a
few minutes. The presentation order of the two techniques was
counterbalanced. In the end, they answered a post-experiment

questionnaire, asking about their experience with the techniques
and preferences.

Results
Before fitting a regression model including the measured
covariates, we performed a preliminary analysis of the results.
Table 1 lists the descriptive statistics of task completion
times. The mean completion time for the Simple dataset
was significantly lower than the Complex one, as designed
[F(1,90) = 242, p < 0.0001] and the average completion time
for both conditions was similar. A visual analysis, however,
revealed that the fastest condition was not the same for
every user (Figure 3). This suggested that our sample was
composed of subpopulations for which the relative performance
in each condition varied. A within-subjects ANOVA for the two
conditions, as expected, did not reveal a significant difference
between the overall means of the Walking and Non-walking
conditions for each dataset.

Following our initial hypothesis, we looked into whether prior
experience and spatial ability were confounding the effect of
the experimental conditions. Figure 4 shows four subsets of the
original data for the complex dataset, separated according to
whether participants had values higher or lower than the mean in
game experience and in the spatial visualization test score (VZ-2).

Participants with high game experience and low spatial ability
had better performance using the Grab technique (Figure 4,

TABLE 1 | Mean times and standard deviations for the main experiment.

Walking (s) (SD) Non-walking (s) (SD)

Simple 141 (52) 151 (101)

Complex 623 (265) 714 (254)

Total 382 (308) 433 (342)

There was no significant difference between the two conditions.

FIGURE 3 | Task completion time for each participant in the two conditions for

Simple (Left) and Complex (Right) datasets.

Frontiers in ICT | www.frontiersin.org 7 July 2018 | Volume 5 | Article 15

https://www.frontiersin.org/journals/ICT
https://www.frontiersin.org
https://www.frontiersin.org/journals/ICT#articles


Lages and Bowman Walking vs. Manipulation of Data

bottom left). Participants with low game experience had better
performance with Walking (Figure 4, top). Participants with
high game experience and high spatial ability had no clear trend.
A similar result appeared when considering the S-2 score in place
of VZ-2. In fact, a Spearman’s test indicated a moderate positive
correlation between the two (ρ = 0.51, p < 9−10). Table 2 lists
the distribution of participants according to game experience and
spatial ability.

Analysis
To analyze the data for statistical significance, we fitted two
robust linear regression models: one on the time differences
between Walking and Non-walking conditions and another
one on walking time. We used a robust regression to avoid
arbitrarily removing outliers and to avoid compromising the
validity of the results by departures from the ordinary least
squares assumptions (Wilcox, 2011).We used the lmrob function

FIGURE 4 | Participants grouped according to high (H) and low (L) scores in

game experience (GX) and spatial ability (AB). Dashed lines indicate the mean

tendency in the group.

TABLE 2 | Number of participants distributed according to the mean values of

spatial ability and game experience (number of females in parenthesis).

High Game

Experience

Low Game

Experience

Total

High Ability 11 (1) 7 (1) 18 (2)

Low Ability 5 (1) 8 (3) 13 (4)

Total 16 (2) 15 (4) 31 (6)

from the R Robustbase package (Maechler, 2017), with the default
MM-regression estimate.

Our model included main effects and interactions for model
complexity, game experience, and spatial ability. We checked for
multicollinearity in the model by computing variance inflation
factors (VIF) with the package olsrr (all factors were below 1.2).
We selected the VZ-2 score as a measure of spatial ability, since
it was applied in full and provided slightly higher explanatory
power. The score was centralized in the median (Table 3).

We also checked for outliers between the covariates. One
observation was excluded based on robust Mahalanobis distance.
A Spearman’s rank test failed to reject the assumption of zero
correlation between the covariates at a 0.05 significance level
(p = 0.3179, ρ = 0.09). The full model also had a significantly
better fit than incomplete models with only one of the covariates
(robust Wald test, p < 0.05). The adjusted R2 for the final time
difference model was 0.61, and the residual standard error was
105.6. The adjusted R2 for the walking time model was 0.88, and
the residual standard error was 76.5. The significant terms of
both models are listed in Tables 4, 5, along with the associated
coefficients. Of particular interest are the interactions between
spatial ability and game experience.

On the time difference model, game experience has a
significant positive coefficient (effect 2 inTable 4), indicating that
higher levels of game experience decrease the mean completion
time when using the Grab technique. The combination of
high game experience and the complex dataset also favors
the Grab technique (Table 4, effect 5). However, the intercept
and complexity have large negative coefficients, implying that
Walking is faster overall and faster with the complex dataset
across all participants (Table 4, effects 1 and 3). In addition,
ability and game experience combined have a negative coefficient,
indicating that walking is superior to Grab for participants
with higher levels of both. Figure 5 shows the time differences
predicted by the model for the Complex dataset2. Points above
zero indicate that the Grab technique is faster, while points below
indicate that Walking was faster.

For participants with low game experience, walking is clearly
better. However, the difference gets smaller with the increase in
spatial ability. For participants with high game experience, the
opposite is true: grabbing is advantageous for users with low
spatial ability, but the difference reduces with increase in spatial
ability. Overall, participants with high spatial ability performed
approximately the same with both techniques.

Looking at the absolute time model, we see that time spent
during the walking condition increases with complexity (Table 5,
effects 2 and 3). However, spatial ability decreases the mean time
spent walking by 27 s for each additional point. The total effect
is counterbalanced by game experience which lessens the impact
of spatial ability. The different resulting slopes are shown in
Figure 6.

When asked to choose between the two conditions, 64% of
the participants preferred Walking. We also asked participants

2The plots were done using the R package visreg and includeWald 95% conditional

confidence intervals. Partial residuals were also plotted to aid assessment of

variability and impact of any outliers (Breheny and Burchett, 2017).
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TABLE 3 | Results of the cognitive factors tests: VZ-2 Spatial Visualization Test,

S-2 Spatial Orientation Test (N = 31).

Test Min Median Max

Spatial Visualization (VZ-2) 5 16 20

Spatial Orientation (S-2) 0 11 19

TABLE 4 | Significant effects of the regression model for the time difference

between the two conditions.

Term χ
2 p Coef

1 Intercept 18.5 <0.001 −220.9

2 GameExp 39.0 <0.001 54

3 Complexity 17.9 <0.001 −312.9

4 GameExp:Ability 10.7 0.001 −9.0

5 GameExp:Complexity 36.42 <0.001 76.0

TABLE 5 | Significant effects of the regression model for walking time.

Term χ
2 p Coef

1 Intercept 79.4 <0.001 274.4

2 Complexity 14.0 0.0002 171.8

3 GameExp: Complexity 19.1 <0.001 30.43

4 Complexity: Ability 11.3 0.0007 −27.3

if they thought walking helped or interfered with the task.
Approximately 80% stated that walking was helpful. When
we compared their preference with the performance in both
conditions we found that in only 61% of the cases did the
condition with the highest performance match their preferences.
We also asked participants to rate the two conditions regarding
speed, comfort and on how easy it was to obtain the desired
viewpoints. There was no clear preference among the participants
regarding any of those characteristics.

DISCUSSION

In this experiment, we directly compared the performance of
walking andNon-walking techniques in a complex visual analysis
task. Among the results, we highlight a few key findings:

1- The relative performance of interfaces based on walking

and manipulation depend on individual differences. We
found that the differences betweenWalking and Non-walking
conditions can be very large (up to 40%) and that they can be
explained by specific combinations of spatial ability and game
experience. In some applications, looking at the behavior of
specific groups of users instead of the whole population might
give a more accurate picture of interface usability.

2- Walking provides significant performance advantages for

users with mid/low game experience. Not everyone is
acquainted with input devices or possesses the ability to
easily control multiple degrees of freedom. For users who did

FIGURE 5 | Time Difference Between Walking and Non-walking Conditions.

Participants with low spatial ability and game experience performed better

walking. Participants with low spatial ability and high game experience

performed better with the controller. Users with high spatial ability tend to

perform equally on both.

FIGURE 6 | Time in the Walking Condition. Spatial ability improved the time of

all participants, regardless of game experience.

not report practice with games, interfaces based on walking
provided better performance.

3- Spatial ability is important to achieve high performance

in walking-based interfaces. Spatial ability was positively
correlated with faster times in the Walking condition. With
high spatial ability, participants walking and grabbing had
similar performance. But for users with low spatial ability and
high game experience, manipulation was faster than walking.

These findings seem to indicate that, for cognitively difficult
tasks, the lack of some abilities interferes with both Walking
and Non-walking performance. For the Walking condition, the
most important factor is spatial ability, while in the Non-walking
condition, game experience is more relevant. However, since
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users have different abilities, we see individual tradeoffs for each
technique.

Walking and Manipulation Abilities
The positive effect of spatial ability on the completion time
for the Walking condition (Figure 6) likely reflects a general
characteristic of the task. In our experiment, the ability to
remember the starting location and the parts of the dataset that
had already been counted was clearly important. Although there
was no need to explicitly perform mental rotations (as in the S-2
test), higher spatial ability might help to integrate several partial
viewpoints (Kozhevnikov andHegarty, 2001). As the participant’s
relative position changed, it was critical to correctly differentiate
whether a specific branch was a new one or the same one slightly
rotated. We also noticed during the interviews, that the ability
to unfold the sphere surface, perform serial operations (such as
divide the model into sub-areas), and adapt the strategy to each
model, was beneficial to completion time. These abilities, in turn,
are very similar to the ones measured by the spatial visualization
test (VZ-2).

Interestingly, the impact of spatial ability was not equal, and
had a more pronounced effect in the Walking condition. One
might think that the opposite should be true, since walking
happens with no apparent effort, and since high spatial ability
seems more useful when the user is facing a harder situation.
This apparent incongruence was found in other studies and
could be explained by positing that the act of walking consumes
finite resources shared by whatever mechanism is responsible for
updating a person’s position in space (Thomas and Seiffert, 2010).

On the other hand, the benefit of higher game experience
in the Non-walking condition seems clear: when users need
to spend extra effort to operate the interface, they consume
mental resources that could have been used to perform the
task. For example, in the Rotate technique used in the pilot
study, the tangible representation was spatially disjoint from the
visual representation. Some participants found that this was not
intuitive and that it was harder than manipulating a real object.
Participants with more game experience have been trained to
operate non-trivial combinations of input devices and interaction
techniques, and therefore have more cognitive capacity available
for the spatial task.

We also found that game experience did not significantly affect
the mean time in theWalking condition. The lack of any evident
impact on walking time indicates that the game experience
variable is measuring skills that are distinct from those captured
by the spatial ability tests. Among the skills frequently correlated
with game experience (task switching, Shawn Green et al., 2012,
enhanced attention, Dye et al., 2009, better working and short
term memory, Boot et al., 2008, and better coordination, Griffith
et al., 1983), hand-eye coordination seems to be only the one
not directly related to the central executive and more likely to
be developed in players of fast-paced games (Morris and Jones,
1990). Althoughwe did not discriminate the participants by game
genre and playing history, the question seemed to be enough
to distinguish between players and non-players. In any case,
the participants in the “player” group demonstrated superior
performance in the Non-walking condition.

Our conclusion is that the mechanisms that influence
performance in each condition are distinct, even though they
work in concert due to the individual capacities available for each
type of interaction. That is not to say that they do not interact
with each other, but rather that they are qualitatively distinct.
The manipulation interface is more difficult to learn, resulting in
cognitive resources being divided between the interface and the
task, but users with training can largely avoid this cognitive cost.
Walking is an interface that almost everyone can use easily, but it
still introduces a penalty on spatial resources that results in lower
performance by users with low spatial ability.

Choosing the Appropriate Technique
How should designers approach the tradeoffs between walking-
based and manipulation-based interfaces? An easy alternative
would be to offer both options and let users choose which
technique to use. We found, however, that personal preferences
only matched the highest performing technique in 61% of
the cases. Carefully characterizing the target user base and
considering usage scenarios might be a better option. One way
to identify the type of users would be to ask about gaming
experience and/or apply spatial ability tests. If there is enough
homogeneity, it may be possible to choose the method that offers
higher average performance. If users can be trained, have high
spatial ability, or are going to use the interface for a long time, it
might not be worthwhile to go to the effort of providing a large
tracked space for walking.

The decision also depends on the task difficulty. In our
study, we were careful to separate the problems into light and
heavy cognitive load. Although prior work has shown benefits of
physical navigation, those experiments did not typically have very
high cognitive load. In those cases, the performance is likely to
depend on mobility and dexterity, factors that are less relevant
when solving complex problems. The effect of increasing the
task complexity is similar to reducing spatial ability: the cost of
walking will appear sooner and will be more relevant.

Limitations
The task we studied was relatively straightforward, although
cognitively demanding. In our case, the difficulty was mainly
caused by the need to mentally keep track of the areas already
visited in a complex structure. In real visualization scenarios,
similar requirements are likely to appear with the addition of
other concurrent demands, such as dealing with the software
interface or crafting more sophisticated reasoning about the data.
Most useful applications will require more than counting from
one to thirteen. It would be interesting to see how more complex
tasks and concurrent demands interact with spatial ability and
walking.

In addition, it is also reasonable to imagine that walking
itself can be challenging in some situations. A user performing
a similar task at a construction site would have a much
lower walking performance. Our study used a reasonably safe
environment, with no distractors beyond the dataset. We
expect that in complex tasks like the examples above, walking
performance will be further degraded by the extra overhead on
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spatial cognitive processing. However further studies are needed
to examine this hypothesis.

Finally, we have investigated only two ofmany parameters that
might affect performance in visually demanding tasks. Although
the model including spatial ability and game experience was
able to explain much of the variance, more sophisticated models
might be able to better predict the actual performance. For
example, spatial memory could explain a higher percentage of
the performance variation than VZ-2 test score we employed.
We could also have included other covariates such as gender
and handedness to further reduce variance. However, additional
variables need careful consideration since they would increase the
complexity of themodel and increase the risk ofmulticollinearity.
Similarly, our assessment of game experience could be improved
by applying more practical tests or by using an improved
questionnaire gathering details about the genres of games and
playing history.

CONCLUSION

As walking becomes more common in AR an VR interfaces, it
is increasingly important to understand the tradeoffs involved
in physical locomotion. In particular, it is critical to know when
it makes sense to choose walking over a more sophisticated
interaction technique. In this paper, we have presented the
results of a study evaluating the performance of a complex visual
analysis task in two conditions: walking and manipulating. Our
analysis revealed that the relative performance on this task is not
consistent across individuals and depend on game experience and

spatial ability. Our study further shows that walking can enable
higher relative performance for users with low spatial ability
and low game experience low game experience. However, users
with high game experience can perform better with Non-walking
interfaces, especially if they lack spatial ability. We discussed our
results in the light of previous findings and argued that optimal
design decisions for this tradeoff should consider the role of
training and individual differences.
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