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It is well-known that artificial agents, such as robots, can potentially exert social
influence and alter human behavior in certain situations. However, it is still unclear
what specific psychological factors enhance the social influence of artificial agents
on human decision-making. In this study, we performed an experiment to investigate
what psychological factors predict the degree to which human partners vs. artificial
agents exert social influence on human beings. Participants were instructed to make
a decision after a partner agent (human, computer, or android robot) answered the
same question in a color perception task. Results indicated that the degree to which
participants conformed to the partner agent positively correlated with their perceived
interpersonal closeness toward the partner agent. Moreover, participants’ responses and
accompanying error rates did not differ as a function of agent type. The current findings
contribute to the design of artificial agents with high social influence.

Keywords: agents, robot, social influence, conformity, interpersonal closeness

INTRODUCTION

Artificial agents, such as robots, have become increasingly sophisticated as a result of recent
progress in Artificial Intelligence (AI) and robotics. Such artificial agents will continue to become
even more embedded in human society as technology continues to advance. As the role of
Al, robots, and other such technological advances within human society become increasingly
pronounced, it is valuable to consider the impact that their social influence may have upon human
behavior.

“Social influence,” which refers to implicit or explicit influences from surrounding individuals,
has long been investigated in the field of social psychology (Cialdini and Goldstein, 2004). An
example of social influence that has caused a considerable amount of interest in this field is
the phenomenon of conformity. Many previous experiments have suggested that participants’
responses conform to the behaviors and utterances of other individuals, even during the execution
of extremely easy tasks, which they should be able to answer correctly without much effort in
general (Asch, 1951; Germar et al., 2014). For example, Asch (1951) showed that when a participant
was presented with three geometric lines and asked to answer which line was of equal length to a
reference line, the participant was more likely to err when other participants—who were actually
confederates—all chose the incorrect answer, despite the length of the incorrect line obviously
differing from that of the reference line. Germar et al. (2014) conducted a similar study utilizing
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a color perception task wherein participants were asked to
select the dominant color of a bi-colored picture. Although the
dominant color was easily observable, participants were more
likely to make an error when the confederates all chose the
incorrect answer. In addition to research that has examined the
influence of human agents, several studies have also investigated
whether human beings will conform to suggestions or decisions
of artificial agents (Beckner et al., 2016; Gaudiello et al., 2016;
Shiomi and Hagita, 2016). Interestingly, some of these studies
have suggested that artificial agents can indeed make humans
conform in certain conditions (Gaudiello et al., 2016).

However, it is also known that the degree to which humans
conform to artificial agents is rather weak compared to how
they conform in response to human agents (Beckner et al., 2016;
Shiomi and Hagita, 2016). Therefore, in order to enhance the
social influence of artificial agents, it is necessary to investigate
the psychological factors that are associated with social influence
in human beings. One example of such a previous attempt
is a study by Hertz and Wiese (2016), in which the authors
hypothesized that the level of an agents humanness may have
an effect on conformity. To do so, they conducted an Asch line
judgment task (Asch, 1951) with three types of agents—human,
computer, and humanoid—all of which were presented to the
participants via a screen. However, their results demonstrated
that the humanness of the agent did not affect participants’ level
of conformity. Furthermore, Gaudiello et al. (2016) investigated
whether negative attitudes toward robots and a desire for control
were associated with conformity; again, these two variables were
found to have no relation. With the exception of these studies,
there are currently few promising indices for quantifying the
psychological factors that may predict the social influence of an
artificial agent.

One possible alternative to examining the psychological
factors associated with an artificial agent’s social influence is to
examine the mental closeness between such agents and humans.
It has previously been demonstrated that behavior synchrony
between humans and agents can induce a human being to
conform more with the agent’s suggestions or requests (Paladino
et al., 2010; Wiltermuth, 2012). Furthermore, research by Aron
et al. (1992) has found that the degree of synchrony is closely
linked to the Inclusion of Other in the Self (I0S) Scale, which
is a measurement tool that evaluates perceived interpersonal
closeness. However, their research did not examine a direct
link between the IOS Scale and conformity. Given the link
between behavior synchrony and conformity, we hypothesize
that perceived interpersonal closeness (as measured via the IOS
Scale) is a possible predictor of conformity.

We have also assessed other psychological measures to
explore whether there is any other predictor of conformity, —
namely, the Dyadic Trust Scale (Larzelere and Huston, 1980)
and the Godspeed Questionnaire (Bartneck et al., 2009). The
former scale assesses trust in the context of interpersonal
relationships, whereas the latter questionnaire assesses how
participants perceive the robots anthropomorphism, animacy,
likeability, intelligence, and safety. Although Hertz and Wiese
(2016) maintain that it is unlikely that anthropomorphism has
a connection with social influence, it is possible that social

influence may be related to some other aspects by which robots
are perceived by humans.

In this study, we attempted to reveal the key psychological
factors enhancing social influence from artificial agents. To
do so, we conducted an Asch-like experiment analogous
to that of Germar et al. (2014), wherein participants were
instructed to identify the dominant color of a bi-colored image
together with an agent (a human confederate, a computer,
or an android). The agent occasionally made purposeful
errors (e.g., answering “blue” when the image obviously
contained more orange), which allowed us to examine whether
or not participants’ answers conformed to that of their
partner agents. Following the experiment, participants were
administered the two aforementioned questionnaires in order
to determine what factors predicted their conformity. Utilizing
a stepwise regression, we examined which psychological factors
best predicted the likelihood that participants would exhibit
conformity in such situations.

MATERIALS AND METHODS

Participants

Recruitment of the participants was done by posting a
registration form on a social networking service. A total of 44
participants took part in the experiment (26 males, 18 females;
mean age: 20.5 years, standard deviation: 1.5). Of these, 15
participants interacted with an android (Android Condition), 15
with a computer (Computer Condition), and 14 with a human
(Human Condition). All participants provided written informed
consent prior to the experiment, which was approved by the
Graduate School of Engineering Science of Osaka University.

Measures

We assessed three psychological measurements, Inclusion of
Other in the Self Scale (I0S), Dyadic Trust Scale, and
Godspeed Questionnaire. IOS is a single item measurement. The
interpersonal closeness is expressed by the degree of overlap
across two circles, which represent self and other. Participant
is requested to choose one of the seven figures presented with
different degree of overlaps. The Dyadic Trust Scale was assessed
by seven point Likert scale, and its Cronbach’s alpha was o = 0.81.
The Godspeed Questionnaire consists of five categories and their
Cronbach’s alpha values for this study were, anthropomorphism
a = 0.88, animacy a = 0.81, likeability a = 0.80, intelligence
a = 0.83, and safety o = 0.79. Each item was questioned by a
five point Likert scale.

Stimuli

Bi-colored blue and orange pictures were prepared for the
experiment, which consisted of randomly ordered blue and
orange pixels. The proportion of orange pixels in the pictures was
varied (46, 50, 54%). For each proportion, four different pictures
were generated, thus making a total of 12 different pictures. These
colors and proportions matched the pictures used in the previous
study by Germar et al. (2014). The pictures were displayed on a
large screen using software to control the precise duration and to
randomize their order of appearance.
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We prepared three agents for the experiment: android
(Figure 1), computer (Figure2), and human (Figure 3). For
the Android Condition, we used Geminoid-F, a female-type
android robot with an extremely human-like appearance. For
the Computer Condition, a combination of a Bose Wireless
Speaker and a Logitech Webcam were used. The webcam was
set to act as the eye of the computer, although it actually did
nothing. For the Human Condition, two female confederates,
both with acting experience, were recruited. This condition
was conducted across two separate days. On the first day, six

FIGURE 1 | Android condition.

participants interacted with one of the confederates, and on the
second day, eight participants with the other confederate. The
android and computer were programmed so that for each type
of picture (four of each), they answered, “Orange is dominant”
twice and “Blue is dominant” twice. A text-to-speech system
was utilized for the vocalizations. The human confederates were
instructed to respond to the question according to a secret cue
imbedded on the screen which was given just before they were
requested to answer the dominant color. The cues were given so
that they matched the response programmed to the Android and
Computer Conditions. After completion of the color perception
task, participants were asked whether they noticed the cue or not.
None of the participants detected the presence of the secret cues.

The human confederate and android robot kept their gaze
toward the screen throughout the experiment without making
any eye contact with the participants. Facial and body movements
were limited to eye blinks and slight neck motion only,
maintaining a basic appearance. The utterances of the agents
were uniformed to “Blue/Orange is dominant.”

Experimental Procedure

Following the informed consent, participants completed the
color perception task, which consisted of four sessions per
participant: two sessions with an agent and two sessions alone.
The experiment was conducted with one participant and one
agent at a time.

For the Android Condition and the Computer Condition, a
single participant was invited into the experiment room. The
agents were introduced as having AI with color perception
abilities. For the Human Condition, the participant and
confederate both entered the room together, with the confederate
acting the role of another participant who did not know what was
going to occur. The participant (and the confederate) was then
instructed to view 12 bi-colored pictures for each session and
to state the dominant color for each when requested. When the
task was conducted together with the agent, a fixation cross was
shown, the participant was told to concentrate on the screen and
to closely examine the bi-color picture because it would only be
displayed for 1.5 s. When the program asked, “What do you think
the dominant color is?” the agent answered first. The program
then asked the participant to answer by saying “How about

FIGURE 2 | Computer condition. The speaker is set on a chair, and the camera is attached on the backrest.
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you?” After the participant had responded, the program asked
participants to direct their attention to the screen for the next trial
by stating, “The next picture will now be displayed. Please look
at the screen.” Then, the above sequence was restarted, beginning
with the fixation cross, until the cycle had been repeated 12 times.

When participants conducted the task alone, a similar
program was used with a few modifications. After the picture
had been displayed, two checkboxes—one labeled “orange” and
the other “blue,” and a button labeled “NEXT”—were displayed.
Using a mouse, the participant was first instructed to mark the
checkbox that he or she considered to be the dominant color and
to then press the “NEXT” button to initiate the sequence once
more. This cycle was also repeated 12 times.

To facilitate participants understanding of the task, the
experimenter walked through the above programs with the
participants step-by-step prior to beginning the experimental
trials. Once participants understood the procedure, the
experimental sessions (with the agent and alone) were
executed in alternating order, with the order of sessions
counterbalanced across participants. After all four sessions,
participants were administered the questionnaires (IOS Scale,
Godspeed Questionnaire).

Data Analysis

We evaluated the difference in responses made by the
participants during the task. When the ambiguous picture
(orange proportion 50%) was shown, we counted the number
of times that participants matched their answer with that of the
agent and compared the difference of responses they made across
the two colors. We also compared the number of errors they
made to ascertain whether social influence was present even in
tasks where it was difficult to make an error. Here, we defined
an error as the number of times participants’ responses were
congruent with the agents” incorrect answers when viewing the
unambiguous pictures (orange proportion 46 or 54%). We then

FIGURE 3 | Human condition. The participant is on the left, and the female
confederate is on the right. Written informed consent was obtained from the
depicted individuals for the publication of these images.

calculated the total number of times participants matched the
agents’ answers when observing the ambiguous pictures, as well
as the errors, and examined the relationship of this number to the
two scales: IOS Scale, and Godspeed Questionnaire.

RESULTS

Figure 4 shows participants’ responses when they viewed the
ambiguous pictures. A 2 (Agents Response: Blue vs. Orange)
x 3 (Agent: Android vs. Computer vs. Human) ANOVA
revealed significant difference in participants’ response across
colors the agent mentioned. When the agent responded “orange,”
participants were significantly more likely to respond “orange”
compared to when the agent responded “blue” [F(y 41y = 6.71,
p < 0.05]. No main effect was found for agent type and
interaction between color and agent.

Figure 5 displays the error rate for unambiguous trials. A 2
(Situation: with Agent, Alone) x 3 (Agent: Android, Computer,
Human) mixed ANOVA revealed a main effect of Agent vs. Alone
[F(2, 41y = 9.9, p < 0.01], indicating that participants were more
likely to make errors when conducting the task with an agent
rather than when conducting it alone. There was no main effect
for type of agent or any interactions across factors.

Last, we examined which scale best predicted the number
of congruent responses by conducting a stepwise regression,
in which the IOS Scale, Dyadic Trust Scale, and Godspeed
Questionnaire were included as independent variables, and the
number of congruent responses was included as the dependent
variable. Results revealed that the model using the IOS Scale
[F, 42) = 8.59, B = 0.52, p < 0.01] best predicted the number
of congruent responses (Table 1).

DISCUSSION

The present study found that perceived interpersonal closeness
(as measured by the IOS Scale) was the main psychological factor
predicting the degree to which participants conformed to the

100 T .

Ambiguous Pictures
G L, L L P E EHEL.

Ratio of Orange Response (%)

Android

Computer Human
FIGURE 4 | Participants’ responses to ambiguous pictures. The vertical axis
indicates the ratio of the number of times participants answered “orange.” The
horizontal axis corresponds to the type of agent. The blue bar represents when
the agent responded “blue” and the orange bar when they answered “orange”.
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Error Rate (%)
N w £ (4] D ~

Android

Computer Human

FIGURE 5 | Error rate across conditions (agent type, with/without agent).
Here, error rate is defined by the number of times participants failed to
distinguish the dominant color of the bi-color image, which had either a 46 or a
54% ratio of orange pixels. The horizontal axis shows the type of agent. The
red bar shows the error rate when conducting the session with an agent, and
the black bar the rate when conducted alone.

TABLE 1 | Psychological factors predicting congruence with the agents.

B SE t P
1 Intercept 3.481 0.609 5.719 0.000
2 Perceived interpersonal closeness 0.525 0.179 2.931 0.005

Perceived interpersonal closeness was measured via the I0S Scale. B, coefficients; SE,
standard errors; t, t-statistic; p, probability value.

agents’ answers. This result is consistent with previous research
demonstrating a relationship between perceived closeness toward
others and behavior synchrony, as well as between conformity
and synchrony (Paladino et al., 2010). Importantly, our study
revealed a direct relationship between perceived interpersonal
closeness and conformity, thus adding the final piece to the
puzzle.

Furthermore, our results demonstrated that participants were
equally likely to conform to the agents’ response regardless
of the type of agent. When ambiguous pictures were shown,
participants’ responses were biased accordingly to the agents
response (Figure 4), and when the agent purposely made errors,
participants were more likely to make errors as well during the
unambiguous trials (Figure 5). These results suggest that explicit
humanness has little or no connection with social influence.
These results further confirm Hertz and Wieses (2016) finding
that the humanness of the agents does not affect the level of
conformity. In contrast to the study by Hertz and Wiese, though,
the type of robot used and the manner by which agents were
displayed differed in the current study. In Hertz and Wiese’s
study, a robot with a mechanical appearance was used, and
all agents were displayed on a screen rather than sharing the
same space with the participant. Our results thus extend their
study by revealing that even in close proximity with the agent,
conformity does not depend on humanness. Indeed, it was

surprising that the effect of the computer—an agent with a
minimalistic appearance—did not differ from that of the other
two far more sophisticated agents. Given that speaker-type agents
are becoming more popular in the current era (e.g., Amazon
Echo, Google Home, Apple HomePod), it is worthwhile to
investigate the extent to which these agents can influence users’
behavior.

In the present study, although significant difference was
observed, the error rate when participants were alone being ~2%,
while with an agent it was ~6%, indicating that social influence
did not exert a very powerful effect. Recent study on conformity
and robots by Salomons et al. have shown that when robots make
a mistake in the decision making task, humans are less likely to
conform with the robots’ response (Salomons et al., 2018). In
the present experiment, the agents made obvious errors multiple
times. It may be that these continuous errors lead the participants
to conform less to the agents’ responses.

The present study also provides suggestions for how we may
be able to increase the error rate, that is, by increasing perceived
interpersonal closeness and/or establishing behavior synchrony
prior to the color perception task. Previous studies have already
pointed out that humans display behavior synchrony not only
toward other humans (Nakano and Kitazawa, 2010), but also
toward an android (Tatsukawa et al., 2016). Furthermore, such
studies have shown that adding a modality (e.g., gaze, touch)
that biases humans’ attitudes toward the android can change
the degree of synchrony (Tatsukawa et al., 2016). Thus, if we
introduce other modalities prior to the present experiment,
we may be able to establish stronger behavior synchrony and,
in turn, observe greater congruence with the agents’ answers.
Similarly, we can also try including an interaction that enhances
participants’ feelings of a strong bond with the android, with the
aim of increasing perceived interpersonal closeness. Bickmore
and Picard (2005) have developed a number of strategies for
establishing relationships in the context of human-computer
interactions, and these strategies may also be useful with regard
to human-robot interactions. We will make further endeavors to
confirm these hypotheses in the future.

Inducing errors may take some special treatments. However,
implication gained from one of the recent study suggests that
when it comes to leading someone to a correct answer, the
agent’s utterance may have a strong influence. Ullrich et al.
replicated Asch’s experiment paradigm, replacing one of the four
confederates with a robot (Ullrich et al., 2018). They have shown
that when only the robot responded with the correct answer
(the other three confederates choosing the incorrect answer),
the participants’ correct choice rate was higher compared with
when only one human confederate chose the correct answer. This
implies that robots can be more trustworthy than humans in
certain conditions. It may be worthwhile examining what type of
agent is most influential in leading to correct answers, and what
psychological factor best predicts the strength of such influence.

Finally, the present findings can be beneficial for developing a
robot that is capable of carrying out social tasks more effectively.
One possible application can be seen in a study by Watanabe
et al. (2014), who conducted a field experiment in a department
store to ascertain how people perceived their conversations with
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an android. Interestingly, their findings showed that people felt
the android to be a humanlike entity, even if they interacted in
a limited capacity. Thus, if such androids can be made to exert
a stronger social influence, we may be able to strengthen the
degree to which they are perceived as social entities, consequently
enabling people to accept robots as our social peers.

In conclusion, the present study investigated the relationship
between participants’ degree of conformity and two psychological
scales: the IOS Scale, and Godspeed Questionnaire. We
conducted an Asch-like experiment and found that agents,
regardless of their type, can exert social influence to some degree.
More importantly, perceived interpersonal closeness was found
to positively correlate with the level of congruence between the
participants’ responses and agents’ responses. In future research,
we will seek to expand upon these findings and devise a way to
strengthen the social influence that a robot can exert upon human
beings.
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