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Predicting the trajectories of buoyant objects drifting at the ocean surface is important

for a variety of different applications. To minimize errors in predicted trajectories, the

dominant transport mechanisms have to be considered. In addition to the background

surface currents (i.e., geostrophic, tidal, baroclinic currents), the wind-driven drift current

can have a significant influence on the dynamics of buoyant objects. The drift current

consists of two components: Stokes drift and a wind-induced shear current. The drift

current has a strong vertical profile that can have a large influence on the transport of

buoyant objects. However, few practical methods exist that consider the vertical profile

of the drift current when predicting particle pathways on the ocean surface. The aim of

this paper is to introduce a depth-dependent drift current correction factor (“drift factor”).

We test the usefulness of this drift factor by simulating the transport of two types of

ocean surface drifters, released simultaneously within the coverage of a high-frequency

ocean radar (HFR) system. Our results show velocity differences between the two types of

drifters and the HFRmeasured ocean surface currents.We suggest that these differences

are the result of the drift current vertical profile. Our particle tracking simulations provide

an illustrative example, indicating the importance of accounting for a drift factor that takes

the variation of the drift current with depth into account.

Keywords: particle tracking, surface drift, surface current vertical shear, wind-driven drift current, ocean surface

drifters, high-frequency radar, Stokes drift

1. INTRODUCTION

It is important to predict the trajectories of buoyant objects at the ocean surface for a wide variety of
applications, such as: search and rescue purposes (e.g., Breivik and Allen, 2008); oil spill mitigation
(e.g., Abascal et al., 2009b; le Hénaff et al., 2012); tracking of marine plastic debris (e.g., Lebreton
et al., 2012); and determining larval (e.g., Siegel et al., 2003) or seed dispersal (e.g., Erftemeijer et al.,
2008). Trajectories of buoyant objects are commonly simulated using Lagrangian particle tracking
models (PTMs). However, many uncertainties are involved in particle tracking simulations (PTSs)
(e.g., van Sebille et al., 2018), for example: unresolved processes in the forcing fields used to advect
particles; inaccuracy in numerical solvers of PTMs; and uncertainty about the dynamics of objects
at the ocean surface. Specifically, uncertainty about relevant transport mechanisms (e.g., currents,
wind, waves) can lead to large errors (e.g., le Hénaff et al., 2012; van der Mheen et al., 2019).

In addition to “background surface currents” (section 2) used to force PTMs, wind has a
large impact on the transport of buoyant objects, both directly and indirectly. Directly, an object
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protruding from the ocean surface is influenced by wind forcing
or windage (e.g., Breivik et al., 2011), acting on the surface
area exposed to air. Indirectly, wind generates a surface “drift
current.” Wu (1983) suggested that the drift current consists
of two components: (1) wind-induced shear current, and (2)
wave-induced Lagrangian Stokes drift (e.g., van den Bremer and
Breivik, 2017). Waves are generated by wind both remotely
(“swell”) and locally (“sea”), but sea waves contribute most
to Stokes drift (Clarke and van Gorder, 2018). Both the total
drift current and Stokes drift have been studied extensively,
sometimes leading to contradictory results, as described in the
following paragraphs.

Results are inconsistent regarding the relative contribution
of the wind-induced shear current and Stokes drift on the total
drift current. The drift current at the ocean surface is generally
estimated at roughly 3% of the wind speed (at 10-m height) (e.g.,
Hughes, 1956).Wu (1983) showed that Stokes drift makes up two
thirds (roughly 2% of the wind speed) of the surface drift current.
In contrast, more recent studies estimate lower values for surface
Stokes drift: roughly 1% of the wind speed (e.g., Ardhuin et al.,
2009; Clarke and van Gorder, 2018). Despite this, these studies
focus primarily on Stokes drift rather than the total drift current.

There are also inconsistencies in the angle of the drift current
compared to the wind. Classical Ekman theory (Ekman, 1905)
predicts that the wind-driven surface current is rotated 45◦ to the
right of the wind in the northern hemisphere and to the left in
the southern hemisphere. In contrast, Madsen (1977) predicted
a surface deflection of 10◦ to the wind. Observations show a
wide variety of deflection angles, ranging anywhere between 0◦

(Hughes, 1956) and 90◦ (Ardhuin et al., 2009).
Finally, there is no consensus about the drift current’s vertical

structure. Traditionally, the drift current was suggested to follow
a logarithmic vertical profile (e.g., Richman et al., 1987), much
like the vertical profile of the wind close to a boundary (e.g.,
Tennekes, 1972). However, Stokes drift decays exponentially with
depth (e.g., van den Bremer and Breivik, 2017) and little is known
about the vertical profile of the wind-induced shear current.
Some studies indicate that this profile is relatively uniform with
depth (e.g., Ardhuin et al., 2009), whereas others show evidence
of a strong vertical gradient (Morey et al., 2018), particularly
in the top few centimeters of the water column (Laxague et al.,
2017). Regardless of the precise vertical structure, it is accepted
that the drift current has a strongly decaying vertical profile,
which can have a large impact on the transport of buoyant
objects. However, few studies give practical suggestions how to
account for the vertical profile of the drift current in particle
tracking applications (PTAs).

To simulate oil spills, 3% of the wind speed is commonly
added to background currents to account for the surface drift
current (e.g., le Hénaff et al., 2012). Similar practices are used
to simulate dispersion of seagrass seeds (e.g., Erftemeijer et al.,
2008). However, modern ocean circulation models have higher
vertical resolution than models for which these drift current
corrections were designed. In addition, other sources of surface
currents, such as high-frequency radar (HFR) measurements,
may already contain the wind-induced shear current (Hammond
et al., 1987) and Stokes drift (Chavanne, 2018). It is therefore

unclear if a drift current correction is still needed in PTAs, and, if
so, what the best way is to incorporate it. This question was also
raised by Morey et al. (2018) and Haza et al. (2019).

Morey et al. (2018) found significant differences between
HFR measured current velocities and velocities in the upper few
centimeters of the ocean surface layer, indicating that a drift
current correction is still relevant to simulate surface transport
using HFR currents. Haza et al. (2019) simulated trajectories of
ocean surface drifters based on currents from a state-of-the-art
ocean circulation model and by adding wind and wave data using
different methods. Essentially, they calibrated the drift current
correction to best fit specific current, wind, and wave datasets
to predict drifter trajectories. However, for most applications,
calibrating PTMs with trajectory data is an unavailable luxury.
In these cases, a more general rule of thumb to account for the
drift current is useful.

The aim of this paper is to illustrate the importance of the
vertical profile of the drift current on the transport of buoyant
objects, and to emphasize that this should be accounted for in
PTAs. We introduce a depth-dependent drift current correction
factor (“drift factor,” section 2) that is straightforward to apply to
PTSs. We test the usefulness of the drift factor by applying it to
simulations of the transport of two types of ocean surface drifters
that we released simultaneously in an HFR field.

Our results show that the two types of drifters behave
differently, which we suggest is related to the vertical decay of the
wind-driven drift current. Our PTS results provide an illustrative
example, indicating the importance of accounting for the drift
current and the usefulness of the drift factor.

2. DRIFT FACTOR

The drift current is a wind-induced ocean surface current.
However, the definition of a “surface” current is ambiguous
(Laxague et al., 2017). We follow the distinction of Fernández
et al. (1996), separating surface currents into three regions:
(1) A region immediately below the air-sea interface of several
millimeters thick that is dominated by viscous effects. (2) A
region where the velocity varies logarithmically with depth,
varying from its surface value of roughly 3% of the wind speed, to
an upper Ekman layer value. (3) The Ekman layer.

We are interested only in layer (2). In this layer, the
ocean current consists of: geostrophic currents, tidal currents,
assorted baroclinic currents, Stokes drift, and wind-induced
shear currents (Fernández et al., 1996). Following Laxague et al.
(2017), we refer to geostrophic, tidal, and baroclinic currents
as “background currents.” Stokes drift and the wind-induced
shear current together make up the wind-driven “drift current”
(Wu, 1983).

The drift current responds to instantaneous changes in
the wind field. These changes are generally on much shorter
timescales than the inertial period, so the drift current should
be unaffected by the Coriolis force (Fernández et al., 1996). As
a result, the drift current is directed downwind. In the distinction
of Fernández et al. (1996), the Coriolis force affects currents in
layer (3), where they are deflected according to Ekman theory.
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Stokes drift is a Lagrangian current, mostly due to locally
generated sea waves, even in the presence of large swell waves
(Clarke and van Gorder, 2018). The Coriolis-Stokes force
induces a Eulerian current which can cancel out Stokes drift
(Hasselmann, 1970). However, this is negligible if the Stokes drift
vertical decay scale is smaller than that of the Ekman layer (Clarke
and van Gorder, 2018). Since this is generally the case in the
open ocean, Stokes drift is likely an important component of the
drift current.

Because both Stokes drift and the wind-induced shear current
are wind-driven, they are difficult to separate. We therefore
consider the total effect of the drift current Eudrift and assume it has
a logarithmic vertical profile (e.g., Pugh, 1987; Chavanne, 2018):

Eudrift(z) = Eu0 −
Eu∗

κ
log

(

z

z0

)

. (1)

Here, Eu0 is the surface drift current; Eu∗ =
√

Eτ
ρw

the friction

current, with wind stress Eτ = ρaCDEu
2
10, CD the drag coefficient,

ρa and ρw the density of air and sea water, respectively, Eu10 the
wind field at 10m height; κ = 0.41 von Karman’s constant; z0 the
roughness length on the ocean side (which may differ from that
on the atmosphere side, Wu, 1983); and z the depth.

We can rewrite Equation (1) as a simple function of the
wind field,

Eudrift(z) =

[

α − β log

(

z

z0

)]

· Eu10 = R(z) · Eu10, (2)

with α = 0.03 and β ≈ 0.0027; assuming that Eu0 = 0.03 · Eu10,
ρa = 1.2 kg/m3, ρw = 1025 kg/m3, and CD = 0.00104 (for wind
speeds under 7 m/s, Amorocho and DeVries, 1980). Following
Pugh (1987), we assume a small value of z0 = −0.001 m, which
prevents singularities at z = 0.

The parameter R(z) in Equation (2) is the depth-dependent
drift current correction factor, or “drift factor.” If we assume that
the total current field Eu at depth z is given by

Eu(z) = Eubackground + Eudrift(z), (3)

and that current fields in PTSs represent background currents
Eubackground, it is then straightforward to correct Eubackground for the
drift current:

Eu(z) = Eubackground + R(z) · Eu10. (4)

We apply this correction to two types of ocean surface drifters,
and determine the effect on PTSs.

3. METHODOLOGY

3.1. Drifter Experiment and Datasets
3.1.1. Ocean Surface Drifters
We simultaneously released 4 undrogued and 4 drogued drifters
off the Rottnest Shelf in Western Australia (Figure 1A) on 27-
04-2017 around 05:15 UTC. Both types of drifters consist of
a cylindrical PVC housing containing ballast weight, batteries,

and a SPOT TraceTM device which transmits locations every 5-
min through the GlobalStar R© network (Figure 1B). The drogued
drifters have an Oceansouth sea anchor.

Both drifter designs have a low area exposed to air (blue line in
Figure 1B indicates approximate water level), so we assume that
windage on both drifters is negligible. We further assume that
undrogued drifters represent currents at approximately zud =
−0.15m (roughly half the submerged depth of the drifter) and
drogued drifters at zdd = −0.50m (roughly the depth at which
the sea anchor is centered when it opens and trails behind
the moving drifter). Example logarithmic profiles in Figure 1C

illustrate how the drift current varies with depth for different
wind speeds.

One undrogued and two drogued drifters failed prematurely
or transmitted too sparsely, so we only use locations from
3 undrogued and 2 drogued drifters. We quality control
the drifter locations following Hansen and Poulain (1996)
(Figure S1). We then interpolate locations to regular time
intervals of 10 min, marking gaps between locations of more
than 20 min as missing data. We calculate drifter velocities
using a central differencing scheme. For comparison with HFR
measured currents (section 3.1.2) we calculate hourly averaged
drifter velocities.

Several other studies used SPOT TraceTM devices in drifters
(e.g., Morey et al., 2018; Pawlowicz et al., 2019). Morey et al.
(2018) reported a standard error under calm sea conditions of
approximately 4m in positioning. These errors are negligible for
the purpose of this paper.

3.1.2. High-Frequency Radar (HFR) Measured Current

Field
We deployed drifters on 27-04-2017 in a region where an HFR
system measures surface currents using shore-based Wellen
Radars (WERA) transmitting at 9.33 MHz frequency (Cosoli
et al., 2018). After processing and quality control, hourly averaged
currents with horizontal resolution of 4 km are available. Good
quality HFR coverage of the area was available during the drifter
experiment (Figure 1A).

The HFR system emits radio waves with wavelength λ. These
are backscattered off the ocean surface at λB = λ

2 , with λB
the Bragg wavelength (e.g., Ivonin, 2004). Current velocities
are determined using the Doppler shift of Bragg waves. The
frequency f of the WERA system corresponds to a Bragg
wavelength of λB = c

2f
≈ 16.1m, with c the speed of light.

HFR systems are assumed to measure currents up to a depth of
z = − λB

4π . This corresponds to z ≈ −1.3m for theWERA system,
and measurements can be roughly interpreted as depth-averaged
currents to 1.3m depth.

Although there is still controversy (e.g., Rohrs et al., 2015), it
seems that HFR systems alsomeasure depth-averaged Stokes drift
(Chavanne, 2018). However, to keep application of the drift factor
simple, we correct HFR measured currents following Equation
(4). If HFR indeed measures Stokes drift as well as background
currents, we may be over-correcting for the drift current (which
consists in part of Stokes drift).

We use HFR currents as forcing fields for PTSs
(section 3.3) as well as for direct comparison with
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FIGURE 1 | (A) Overview showing: tracks of three undrogued and two drogued drifters for 5 days after release; HFR coverage of good quality data for 5 days after

drifter release; locations of Bureau of Meteorology Rottnest Island wind station and Department of Transport wave buoy. (B) Photo of undrogued and drogued drifters

with sizes indicated in centimeters (rounded up to whole centimeters). (C) Schematic showing: example vertical profiles of the logarithmic drift current for different

wind speeds (numbers in text boxes for each profile indicate Eu10 speeds in m/s); representative depths of the undrogued and drogued drifters.

drifter velocities. To make this comparison, we
linearly interpolate HFR currents to the mean drifter
track (Figure S2).

3.1.3. Wind Data
An Australian Government Bureau of Meteorology station on
Rottnest Island (Figure 1A) measures wind speed and direction
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at 43.1m height every 30 min. We converted these measurements
to standard 10m reference height (Figure S3), and use hourly
averages for comparisons with drifter and HFR velocities.

We validated an operational WRF-model
(www.coastaloceanography.org) to consider spatial variations in
the wind field during the drifter experiment (Figure S4). The
WRF simulated wind is very similar at Rottnest Island and along
the mean drifter track. It is therefore justified to use measured
wind at Rottnest for comparison with drifter velocities. We also
use hourly averaged wind at Rottnest as forcing for PTSs.

3.1.4. Wave Data
A Western Australian Government Department of Transport
(DoT) Datawell wave buoy to the southwest of Rottnest
Island (Figure 1A) samples vertical displacement of the sea
surface with a frequency of 1.28 Hz (Government of Western
Australia Department for Planning and Infrastructure, 2009).
DoT provides significant wave heights, peak periods, and
directions for swell and sea waves every 20min (Figure S5a).

Using this data, we estimated wavelengths (Figure S5b) and
Stokes drift (Figure S5c). During the drifter experiment, Stokes
drift from both swell and sea waves is mostly negligible. However,
as sea wave peak period drops from roughly 5 to 3 s, Stokes drift
becomes significant. These short periods are very close to the
sampling frequency and barely satisfy the Nyquist criterion, so
we cannot be sure about the accuracy of these measurements. We
therefore do not consider Stokes drift separately in this paper, but
instead focus on the overall effect of the drift current. In this case,
it is reasonable to consider the Stokes drift implicitly as a function
of the wind, because Stokes drift due to swell waves is negligible
during the drifter experiment (Figure S5c), and any Stokes drift
due to locally generated sea waves will be aligned with the wind.

3.2. Velocity Comparisons
To determine if the behavior of the two types of drifters is
different, we compare their velocities. We also compare them to
HFR currents and winds.

After 5 days, undrogued and drogued drifter tracks have
clearly separated (Figure 1A). However, this does not necessarily
mean that the behavior of the two types of drifters is significantly
different. A small change in a drifter’s location can move it
into a different current regime, which can amplify and lead
to exponential separation (LaCasce, 2008). We see this effect
in the daily tracks of undrogued and drogued drifters with
an overlay of HFR current fields (Figures 2A–E): after day 1
undrogued and drogued drifters separate; from day 2 to 4 the
distance slowly increases as undrogued drifters are influenced by
different currents; and after day 5 undrogued drifters are swept
up in an anticyclonic eddy and swiftly move away from the
drogued drifters.

So, we can only compare velocities of undrogued and drogued
drifters while they are transported by the same current field.
The separation distance between the two drifter types increases
over time (Figure 2F). As the separation distance increases, the
vector correlation (e.g., Rohrs et al., 2012) decreases (Figure 2G).
Within the first 24 h the separation distance remains well below
5 km and the vector correlation r is high, approaching r = 1.0.

We are interested in a wind event in the first 15 h after drifter
release (section 4.1). Both undrogued and drogued drifters are
influenced by the same current field during this time, so a direct
velocity comparison is justified.

3.3. Particle Tracking Simulations (PTSs)
We use OceanParcels-v2 (Lange and van Sebille, 2017;
Delandmeter and van Sebille, 2019) to run 5 day PTSs of
drifter transport, with a timestep of dt = 10 min. We choose
5 days because undrogued and drogued drifters are clearly
separated after this time (Figure 2). We release 100 virtual
particles at the drifter release location, adding Brownian particle
diffusion with constant horizontal diffusion coefficientKh = 10.0
m2/s. Simulating an ensemble of diffuse particles both ensures
that particles spread out and sample different parts of the current
field, and accounts for unresolved (turbulent) mixing processes.
This is common practice in many PTAs (e.g., Peliz et al., 2007;
le Hénaff et al., 2012).

We use HFR currents as forcing for PTSs, and use the drift
factor R(z) Equation (2) to correct for the drift current at
undrogued and drogued drifter depths. For undrogued drifters
we find R(zud = −0.15m) ≈ 0.02, and for drogued drifters
R(zdd = −0.50m) ≈ 0.01. We run PTSs forced by HFR currents
with: (1) no correction, as a baseline comparison; (2) a correction
of 0.01· Eu10, at drogued drifter depth; and (3) a correction of 0.02·
Eu10, at undrogued drifter depth. In addition, we run simulations
with R = [0.005, 0.015, 0.025, 0.03] to compare simulation results
for a range of different drift factors.

We use the mean cumulative separation distanceD (e.g., Haza
et al., 2019) as a quantitative measure of the performance of
a PTS,

D =
1

T · N

T
∑

t=0

N
∑

i=1

∣

∣Exi(t)− Exobs(t)
∣

∣ . (5)

Here, Exi(t) is the location vector of a virtual particle i of a total of
N particles, at time t for a total of T timesteps; and Exobs(t) is the
corresponding drifter location.

4. RESULTS

4.1. Velocity Comparisons
In the first 15 h after drifter release, the wind speed increases
from roughly 2 to 7 m/s, and decreases again to 2 m/s. The
downwind components of the HFR, drogued, and undrogued
drifter velocities closely follow the increase and decrease in wind
speed (Figure 3A, lower panel). The undrogued drifters have
consistently larger velocities than drogued drifters, which in turn
have larger velocity than the HFR currents. In contrast, the cross-
wind components of the HFR, drogued, and undrogued drifter
velocities are relatively similar, and drifter velocities are mostly
within one standard deviation of the HFR currents (Figure 3A,
upper panel). This is expected if drifters are transported by a
wind-driven drift current that decays with depth.

For both undrogued and drogued drifters, the downwind
HFR current components corrected with the drift factor
match downwind drifter velocities better than uncorrected HFR
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FIGURE 2 | (A–E) Drifter tracks and daily mean HFR measured current field for the first 5 days after drifters release. (F) Mean separation distance s between

undrogued and drogued drifters over time. Gray shading shows the minimum and maximum separation distance between an undrogued and drogued drifter.

(G) Vector correlation magnitude r between undrogued and drogued drifters as a function of the separation distance. Following Rohrs et al. (2012) a vector correlation

of 1 indicates perfect alignment of vectors, whereas −1 indicates perfect anti-alignment.
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FIGURE 3 | (A) Cross- and downwind components of: HFR measured velocity along the mean drifter track (shading shows HFR velocities plus and minus one

standard deviation); measured wind speed at the Bureau of Meteorology (BoM) Rottnest wind station converted to a reference 10-m height; and velocities of three

undrogued and two drogued drifters. (B) Downwind component comparisons of mean undrogued drifter velocities; uncorrected HFR measured currents; and HFR

corrected currents with a drift factor of R = 0.02. (C) Downwind component comparisons of mean drogued drifter velocities; uncorrected HFR measured currents;

and HFR corrected currents with a drift factor of R = 0.01. Horizontal bars in (B,C) show HFR velocity plus and minus one standard deviation. Vertical bars in (B,C)

show minimum and maximum drifter velocities (where applicable).

currents (Figures 3B,C), although the drift factor slightly over-
corrects current velocities. This indicates that HFR currents only
may be insufficient to predict drifter transport, and that the
vertical profile of the drift current should be taken into account
in PTSs.

4.2. Particle Tracking Simulations (PTSs)
As suspected based on comparisons of drifter and HFR v-
velocities, virtual particles forced only by HFR current fields
do not extend as far north as either undrogued or drogued
drifters (Figure 4A). In contrast, simulated particle trajectories
forced by HFR currents corrected with a drift factor agree
much better with the actual drogued (Figure 4B) and undrogued

(Figure 4C) drifter trajectories. This is confirmed by the lower
mean cumulative separation distances for these simulations
(Figure 4 Table). The cumulative separation distances for PTS
results with other values for the drift factor, also confirm
that our estimates of R(zud) = 0.02 and R(zdd) = 0.01
give the best PTS results, despite slightly over-correcting HFR
currents (Figure 3C).

5. DISCUSSION

The aim of this paper is to emphasize the influence of the
vertical profile of the wind-driven drift current on the transport
of buoyant objects, and to introduce a straightforward drift factor,
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FIGURE 4 | Particle density (percentage of particle locations per 0.01× 0.01◦ grid cells) of 100 simulated virtual particles, until 5 days after release at the drifter

deployment location. Particles are advected by HFR measured current fields with a drift current factor of: (A) R = 0.0; (B) R = 0.01 = 1.0%; (C) R = 0.02 = 2%; and

include Brownian motion with constant horizontal diffusion coefficient Kh = 10.0. The trajectories of the undrogued (gray shades) and drogued (blue shades) drifters

for 5 days after their release are also shown. (Table) Mean cumulative separation distance D between all 100 simulated virtual particles and an undrogued and

drogued drifter for 5 days for simulations with different values for the drift factor.

which is easy to apply to PTSs. Such a drift factor is particularly
useful when no trajectory data is available to calibrate a PTM.

Comparison of velocities of undrogued drifters, drogued
drifters, and HFR currents, shows a decreasing velocity with
increasing depth. Similar results were also obtained by others
(e.g., Morey et al., 2018). To explain this, most recent work
focuses mainly on Stokes drift (e.g., Ardhuin et al., 2009; Clarke
and van Gorder, 2018). However, Laxague et al. (2017) and
Morey et al. (2018) showed that strong vertical decay cannot be
explained by Stokes drift alone. We suggest that the wind-driven
drift current is responsible for strong decay of velocities near the

ocean surface. The drift current consists of both Stokes drift and
a wind-induced shear current (Wu, 1983). This means that we
cannot focus on Stokes drift alone, but need to take the full drift
current into account.

We corrected for the drift current by using a drift
factor R(z),

Eu(z) = Eubackground + Eudrift = Eubackground + R(z) · Eu10, (6)

R(z) = α − β log

(

z

z0

)

. (7)
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We used values of α = 0.03, β = 0.0027, and z0 = −0.001 m
(section 2) to estimate drift factors for undrogued and drogued
drifters. Our PTS results show that the drift factor improves
simulation results. However, the drift factor is a first order
estimate to account for the drift current. In addition, because the
number of drifter locations that we use here is limited, our results
should be interpreted as an illustrative example, highlighting
the importance of the vertical profile of the drift current on
the transport of buoyant objects, and emphasizing its potentially
significant influence on PTS results.

We ignored effects of windage on the drifters. This is
likely valid for drogued drifters, but less so for undrogued
drifters. The windage coefficient Rwindage is usually taken as
(Richardson, 1997)

Rwindage =

√

ρa

ρw

CDa

CDw

Aa

Aw
, (8)

where ρ is the fluid density, CD is the object’s drag coefficient,
A is the effective exposed area, and the subscripts a and w
indicate parameters on the air and ocean side, respectively. For
our undrogued drifters, the area ratio Aa

Aw
≈ 0.25. Although

questionable (Isobe et al., 2011), a drag coefficient ratio CDa
CDw

= 1.0

is often assumed. Assuming ρa
ρw

= 1.17 · 10−3, we get a windage

coefficient for undrogued drifters of roughly 0.02, which is the
same value that we found for the drift factor. It is possible to
argue that it is not the drift current which influences undrogued
drifters, but windage. However, with only about 4 cm protruding
above the ocean surface, wind shear (which drives the drift
current) is likely much more important than windage (which acts
perpendicular to the protruding surface). Importantly, drogued
drifters also have larger velocity than the HFR currents, which is
not explained by windage, but is explained by the drift current.
We therefore argue that the drift current, and not windage, is
important for the transport of these drifters.

Several studies highlight the need for better understanding
of the vertical profile of ocean surface currents (e.g., Morey
et al., 2018). We also highlight the need for a method to
account for the vertical current profile in PTAs, especially when
no data is available to calibrate PTMs. The drift factor we
introduced here is a first step toward this. It is straightforward
in its application and improved PTS results in our case study.
Further confirmation of this method, for example using larger
drifter datasets and using HFR measured currents at different
frequencies (and therefore different depths) as well as different
state-of-the-art ocean models, is needed. In addition, we made
assumptions for several parameter values, such as: the surface
drift current velocity, which we assumed as 3% of the wind
velocity; the drag coefficient; and the roughness length. Although
these assumptions are based on commonly used values in the
literature, they may not be optimal or valid under different
conditions and need further investigation.

The aim of this paper was to determine drift factors
without using trajectory data to calibrate a PTM. However,
it is also possible to determine drift factors for the drogued

and undrogued drifters using a best fit. This can be done by
optimizing wind and current velocities to best match drifter
velocities (e.g., Abascal et al., 2009a); or optimizing PTS results
to best match drifter trajectories (e.g., Haza et al., 2019). These
two methods do not necessarily result in the same values for a
best fit. Using a best fit based on drifter velocities, we find Rud =
0.013 and Rdd = 0.0063 for undrogued and drogued drifters,
respectively (Figures S6a,b). These drift factors are significantly
lower than those we determined using Equation (7) (Rud = 0.02
and Rdd = 0.01). However, they do not improve PTS results
(Figures S6c,d) compared to the drift factors determined using
Equation (7) (Figure 4Table).
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