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The in vivo fluorescence of chlorophyll-a is commonly used as a proxy for phytoplankton
biomass. Measurement of in vivo fluorescence in the field is attractive because it
can be made at high spatial temporal, and vertical resolution relative to discrete
sampling and pigment extraction. Fluorometers installed on ships of opportunity provide
a cost-effective alternative to many of the traditional sampling methods. However,
fluorescence-based estimates of chlorophyll-a can be impacted by sensor calibration
and biofouling, variations in phytoplankton taxonomy and physiology (such as non-
photochemical quenching) and the influence of other fluorescing matters in the water.
Several methods have been proposed to address these issues separately, but few
studies have addressed the interaction of multiple sources of error in the in vivo Chl-
a fluorescence signal. Here, we demonstrate a method to improve the accuracy of
chlorophyll-a concentration retrieved from a coastal ferry system, operating in a dynamic
estuarine system. First, we used HPLC chlorophyll-a measurements acquired in low-
light conditions to correct sensor level bias. Next, we tested three methods to correct
the effect of non-photochemical quenching and evaluated the accuracy of each method
using HPLC. As our study area is in highly dynamic coastal waters, we also evaluated the
accuracy of our correction procedure across a range of irradiance and biogeochemical
conditions. We found that sensor bias accounted for a significant portion of error
in the fluorescence signal. The NPQ correction developed by Davis et al. (2008) best
improved correspondence between in vivo Chl-a fluorescence and HPLC-based
measurement of extracted Chl-a. We suggest the use of this correction for in vivo Chl-a
measurements along with pre-processing steps to correct potential sensor biofouling
and bias.

Keywords: non-photochemical-quenching, ships-of-opportunity, chlorophyll-a, fluorescence, in vivo fluorometry,
phytoplankton biomass
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INTRODUCTION

The biomass and distribution of phytoplankton in the
ocean can vary at fine spatial and temporal scales due
to interactions between physical and biological processes
(Margalef, 1997; McCarthy, 2002; Cloern and Jassby, 2008).
Monitoring phytoplankton at an appr opriate scale is important
given its foundational role within aquatic ecosystems and
biogeochemical cycles (Falkowski et al., 1998). Chlorophyll-a
(Chl-a) is commonly used as a proxy for phytoplankton biomass
(Lorenzen, 1966; Kiefer, 1973; Cullen, 1982), and monitoring
programs typically rely on deriving Chl-a concentration from
discrete water samples (Lorenzen, 1967; Welshmeyer, 1994;
Hooker et al., 2010).

Standard methods to measure Chl-a concentration
include analyzing extracted chlorophyll-a using High
Performance Liquid Chromatography (Hooker et al., 2010)
or spectrophotometry (Lorenzen, 1967), as well as measuring the
fluorescence of extracted chlorophyll-a (Strickland and Parsons,
1968; Welshmeyer, 1994). While these methods are considered
definitive, they can be resource-intensive and spatially or
temporally limited. To address these limitations, in vivo
fluorometers are used to continuously measure the fluorescence
of the chlorophyll-a pigment, following the principles introduced
by Lorenzen (1966). In vivo fluorometers are routinely installed
on floats, gliders, profiling systems (Davis et al., 2008; Thomalla
et al., 2018), moored platforms (Falkowski and Kolber, 1995),
animals (Biermann et al., 2015; Xing et al., 2012), and ships of
opportunity (Holley et al., 2007; Halverson and Pawlowicz, 2013;
Anderson et al., 2017; Wang et al., 2019).

Fluorometers installed on ships of opportunity measure
in vivo fluorescence (fChl-a) at the depth of intake, typically
within the surface mixed layer (or within a few meters of the
surface). These systems have the advantages of operating year
round at high spatial and temporal resolution, and in some cases
surveying the same region multiple times per day (Halverson and
Pawlowicz, 2013; Wang et al., 2019). The temporal resolution
of these datasets is particularly advantageous for capturing short
term events, such as phytoplankton blooms (Holley et al., 2007),
and spatial variability in dynamic environments (Halverson and
Pawlowicz, 2013). In addition, these data can also be used
for validating satellite derived Chl-a products (Petersen et al.,
2008; Lavigne et al., 2012; Jackson et al., 2015). As such, Chl-
a fluorometers have been operational aboard ferries in Europe
(Petersen, 2014; Anderson et al., 2017), Japan (Harashima and
Kunugi, 2000), Canada (Halverson and Pawlowicz, 2013; Wang
et al., 2019) and the United States (Codiga et al., 2012).

Ships of opportunity provide several advantages for
monitoring phytoplankton biomass; however sensor
characteristics, environmental factors and phytoplankton
physiological effects such as non-photochemical quenching
(NPQ) impact the conversion between in vivo fluorescence (fChl-
a) and Chl-a concentration. For example, sensor calibration
can introduce systematic bias in fChl-a measurements. Roesler
et al. (2017) showed that the commonly used Wet Labs ECO-
Triplet fluorometers may produce Chl-a estimates 2–6 times
greater than extracted concentration using the standard factory

sensor calibration. Furthermore, continuous measurements
acquired by autonomous platforms and ships of opportunity
may be impacted by gradual biofouling and require regular
maintenance and calibration (Holley et al., 2007; Halverson and
Pawlowicz, 2013; Anderson et al., 2017). Environmental factors
and the presence of other fluorescing material can also influence
measurement of in vivo Chl-a fluorescence, especially in turbid
coastal waters. High concentrations of Colored Dissolved
Organic Material (CDOM) can absorb excitation energy from
the Chl-a fluorometer and amplify the fluorescence signal
(Proctor and Roesler, 2010; Röttgers and Koch, 2012; Xing
et al., 2017). Phytoplankton physiological processes including
non-photochemical quenching (NPQ) can also decrease in vivo
fluorescence when cells are exposed to high irradiance (Kolber
et al., 1990; Falkowski and Kolber, 1995). Furthermore, different
phytoplankton species, chloroplast packing arrangement, and
growth phases may contribute to variable in vivo fluorescence to
Chl-a ratios (MacIntyre et al., 2010; Proctor and Roesler, 2010).

Non-photochemical quenching (NPQ) impacts fChl-a
measurements made by ships of opportunity sampling within the
surface 5 m where the effect of NPQ is greatest (Serra et al., 2009;
Halverson and Pawlowicz, 2013). NPQ is a photo-protective
response at the cellular level, in which excess energy is dissipated
as heat to prevent damage to the cell’s reaction centers (Müller
et al., 2001). However, this process inhibits photosynthesis and
decreases fluorescence, with depressed in vivo fluorescence
signals typically coinciding with clear skies at solar noon (Kiefer,
1973; Sackman et al., 2008). Consequently, this process produces
diurnal fluctuations in fluorescence that do not reflect real
variations in chlorophyll-a concentration and phytoplankton
biomass (Behrenfeld et al., 2009; Thomalla et al., 2018).

Previous analyses of fChl-a as measured by ferry systems
have avoided the effect of NPQ by using fluorescence data
from night cruises (Anderson et al., 2017), or by averaging
fluorescence values over longer periods (Balch et al., 2004;
Holley et al., 2007), thus reducing the temporal resolution
of the data. Alternatively, for profiling platforms, in vivo
fluorescence measurements acquired at depths where NPQ is
assumed to be minimal are used to correct surface measurements
impacted by NPQ (Sackman et al., 2008; Xing et al., 2012;
Biermann et al., 2015). In some cases, data acquired at night
can be used to correct quenched day-time fluorescence assuming
minimal diurnal changes have occurred (Thomalla et al., 2018).
However, few NPQ corrections have been proposed in the
absence of vertical profiling data that preserves the spatial
and temporal resolution of the data (however, see Halverson
and Pawlowicz, 2013). Furthermore, ferries typically operate
in dynamic coastal waters thus, biomass estimates acquired at
night may not represent day-time conditions due to diurnal
phytoplankton growth and predation cycles (Sosik et al., 2003;
Anderson et al., 2018).

The goal of this study is to provide a framework to improve
measurements of in vivo Chl-a fluorescence from a coastal
passenger ferry operating in the Strait of Georgia, British
Columbia, Canada. We account for the effects of biofouling
and systemic sensor bias and evaluate three different methods
to correct for NPQ. Specifically, the objectives are (i) apply
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sensor level corrections to fChl-a measurements to correct the
effects of systemic biofouling and sensor bias (ii) evaluate NPQ
correction methods adapted from Halverson and Pawlowicz
(2013); Davis et al. (2008) and Todd et al. (2009) using extracted
Chl-a concentration from HPLC (exChl-a) for validation. We
also examine how variable biogeochemical properties in our
study area impact the accuracy of the estimated chlorophyll
concentration according to the optimal correction approach.

MATERIALS AND METHODS

The primary data for this study were obtained from March
to August 2018, on board the Queen of Alberni ferry which
crosses the SoG between the Duke Point and Tsawwassen ferry
terminals (Figure 1), four to six times per day between 5:15
and 23:00 PDT. The dataset is comprised of measurements
acquired with autonomous sensors on board the ferry including
salinity, above-water solar radiation, in vivo Chl-a fluorescence,
and water samples from which Chl-a was extracted using
HPLC methods. The approximate depth of intake for the ferry
instruments was 2 m (Halverson and Pawlowicz, 2013; Wang
et al., 2019). Salinity was used to separate plume dominant plume
and oceanic dominate waters, and, as a proxy to determine the
photosynthetic active radiation (PAR) attenuation coefficient at
2 m depth (kz). Solar radiation was converted into PAR and the
estimated attenuation coefficient was used to calculate PAR at
2 m depth (PAR2m). Extracted Chl-a concentration from HPLC
(exChl-a) was used to validate fluorescence based measurements
acquired by the ferry.

Study Area
The data for this study were acquired using a fluorometer
equipped flow through system operated by Ocean Networks
Canada on board the BC Ferries vessel, Queen of Alberni. The
ferry crosses the Strait of Georgia (SoG), a large semi-enclosed
sea located on the west coast of Canada between Vancouver
Island and mainland British Columbia (Figure 1). This region
is characterized by an estuarine circulation largely driven by
freshwater input from the Fraser River and saline waters from the
Pacific Ocean (Pawloicz et al., 2007). Biogeochemical properties
vary across the SoG and are influenced by the dynamics of
the Fraser river plume. Waters influenced by the plume are
generally highly turbid with a higher concentration of Total
Suspended Matter (TSM) and Colored Dissolved Organic Matter
(CDOM), whereas waters outside of the plume have relatively
higher Chl-a concentration (Johannessen et al., 2006; Loos and
Costa, 2010). Given these distinct biogeochemical properties,
we define two general water masses in our study area with
distinct biogeochemical properties: saline oceanic waters with
lower relative turbidity, and less saline plume waters with
higher turbidity (hereafter referred to as oceanic and plume
waters, respectively).

Discharge from the Fraser River varies over the spring and
summer. Peak discharge typically occurs in mid-June following
snowpack melt (Masson, 2006). During the spring and summer,
increased light availability and wind dynamics also promote

conditions favorable to seasonal phytoplankton blooms (Masson
and Pena, 2009; Allen and Wolfe, 2013; Phillips and Costa,
2017; Suchy et al., 2019). For example, Masson and Pena (2009)
reported average spring and summer Chl-a concentrations were
about 4.5 and 1.5 µgL−1, respectively. However, concentrations
over 15.0 mg m−3 have been observed during spring bloom
events (Harrison et al., 1983; Li et al., 2000; Allen and Wolfe, 2013;
Phillips and Costa, 2017). As expected, the presence of the river
plume in the Strait promotes a high degree of spatial-temporal
variation in salinity. Halverson and Pawlowicz (2008) reported
annual averages of 26 PSU outside of the plume, and average
salinity within the plume ranging from 10 PSU during the spring
freshet to 25 PSU during periods of low river flow.

Ferry-Sensor Measurements
Among the different measurements collected by the ferry system,
this research used a “FerryBox” system measuring salinity (PSU)
acquired by a SeaBird SBE45 thermosalinograph, and Chl-a
concentration (ugL−1) acquired by a WET Labs ECO Triplet
fluorometer. Surface solar radiance (Wm−2) was recorded by
a Kipp and Zonen Pyranometer CMP-21100540 located on
the upper deck of the ferry, measuring irradiance from 285
to 2800 nm on a plane surface, and navigation data recorded
from a dual antenna GPS. Ocean Networks Canada (ONC)
installed and maintained all sensors, including the “FerryBox,”
located below the main deck, 10 m from the bow, drawing water
through the hull along a 1.5 m long pipe. Residence time in the
system was ∼30 s and the sampling depth was approximately
2 m (Halverson and Pawlowicz, 2011; Wang et al., 2019). The
sensor measurement frequency was 1 Hz, and values were binned
into 1-min intervals to align with the timing of concurrent
water sampling. The ferry traveled at approximately 20 knots;
therefore a 1-min sampling interval yielded a spatial resolution
of roughly 620 m.

Fluorometer Characteristics and
Biofouling Correction
The WET Labs fluorometer excited Chl-a at 470 nm and detected
emitted fluorescence at 695 nm with a Chl-a detection range
of 0.015 to 30.0 µgL−1 (Wet Labs Inc., 2017). Maintenance
and cleaning procedures on the Chl-a sensor were carried out
by ONC technical staff on a bi-monthly basis during the study
period. Protocols developed by ONC for this procedure consist
of measuring the fluorescence signal of a standard fluorescent
solution (Diet CokeTM) before and after sensor cleaning. The
percent difference between these measurements was used to
correct the effects of biofouling across the 2-week period between
cleaning dates (Cetinić et al., 2009; Earp et al., 2011; Wang
et al., 2019). A daily offset was back-calculated for the interval
between each cleaning, assuming a linear change in the effect
of biofouling, following the method used for the same system
in Wang et al. (2019) (Table 1). To calculate the daily change
in fChl-a due to biofouling we divided the percent change in
measured fluorescence before and after the sensor was cleaned by
the total number of days between sensor cleaning dates. The fChl-
a measurements were adjusted based on the number of days since
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FIGURE 1 | Study area in the Strait of Georgia, British Columbia, Canada. The solid circles indicate the approximate sampling locations of the HPLC measurements
along the ferry route between Nanaimo and Vancouver and the solid triangles show the locations of the Duke Point and Tsawwassen ferry terminals in Nanaimo and
Vancouver, respectively. The red box indicates the region used to define a salinity threshold to separate oceanic waters and the waters influenced by the Fraser
Plume.

TABLE 1 | Estimated maximum biofouling effect (%change/day) across the study
period calculated as the difference in measured fluorescence of a standard
solution before and after the WET Labs ECO Triplet fluorometer was cleaned.

Cleaning intervals (mm-dd) Biofouling effect (%change/day−1)

03/16 – 03/28 −0.07%

03/28 – 04/13 +0.40%

04/13 – 04/26 +0.07%

04/26 – 05/10 +0.42%

05/10 – 06/22 +0.11%

06/22 – 07/06 −0.02%

07/06 – 07/23 +0.04%

the previous cleaning. For example, the sensor was cleaned on
April 26th, 2018 and again on May 10th, 2018, yielding an interval
of 14 days. The change in fChl-a between before and after sensor
cleaning on May 10 was 5.9%, thus the daily percent change
within this cleaning interval was 0.42%. The daily correction
increased linearly starting from 0.42% on April 27 and increasing
to 5.9% by the end of the cleaning interval. This is considered
a first level of correction required for any autonomous Chl-a
fluorescence sensor (Cetinić et al., 2009; Roesler, 2014).

Measured surface solar radiation (Wm−2) was converted into
above water PAR (PAR(0)) by multiplying by a factor of 0.47
(Papaioannou et al., 1993). For consistency with the literature,
PAR in units of Wm−2 were converted into photon irradiance in
molar units (µE m−2 s−1) using a factor of 4.57 (McCree, 1972).
Although some variability in this conversion factor is expected,
this factor was similar to the range of those observed by Ge et al.
(2011) for a similar area and PAR values were in the same range
as those observed by Halverson and Pawlowicz (2013) in the SoG.

Extracted Chlorophyll-a Samples
Seawater pumped to the “FerryBox” sensors was split through
a manifold with a tapped output for water sampling. This
allowed for alignment between sensor measurements and
concurrent water sampling. Water samples were drawn from
the FerryBox system and extracted Chl-a concentration was
derived using HPLC. Samples were collected during 17 transects
between March 16, 2018 and August 28, 2018 (n = 62). These
discrete samples were aligned with the 1-min average of fChl-
a concentration obtained by the WETLabs Chl-a fluorometer
based on the time of sampling. Three to five stations were
sampled between Duke Point and Tsawwassen (Figure 1) from
13:00 and 14:30 PDT. Triplicate samples taken from the tap were
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FIGURE 2 | Flowchart showing primary steps in the data analysis, including data inputs, data processing and evaluation.

immediately filtered through 0.7 µm Whatman GF/F 25 mm
filters, except for 24 samples which were filtered through 47 mm
filters due to logistic issues. For these samples, the volume
filtered was adapted to allow for Chl-a detection. Filters were
immediately frozen on dry ice and stored in dark conditions at
−80◦C in the lab until pigment extraction (Claustre et al., 2004;
Hooker et al., 2010). Pigments were extracted and analyzed by
the Baruch Institute of Marine and Coastal Sciences, University
of South Carolina using the HPLC method described by Hooker
et al. (2010).

Data Processing
Data processing and analysis consisted of several steps to correct
data for biofouling (previous section) and systemic sensor bias.
We also estimated PAR at 2 m depth to assess the degree of NPQ

and evaluate the performance of three NPQ correction methods.
Finally, we examined how uncertainty in our calculation of kz
is propagated throughout the entire procedure. These steps are
detailed below and outlined in Figure 2.

Defining Underwater PAR
We calculate the PAR2m extinction coefficient kz, using a dataset
of in situ down-welling irradiance and salinity from the study
area (Loos et al., 2017). From this data, we derive a relationship
between salinity and kz, which was then used to estimate kz based
on salinity measurements from the ferry. PAR2m was calculated
according to Kirk (2011):

PAR2m = PAR (0) exp
[
−PAR kz

]
(1)
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FIGURE 3 | Salinity and modeled kz values based on 19 CTD profiles
acquired by Loos et al. (2017). The solid line shows the regression fit, dashed
red lines show the 95% confidence interval for the regression, and the dotted
black lines show the 95% prediction interval for the data.

In this region, light attenuation within the relatively clearer and
more saline oceanic waters is primarily driven by phytoplankton,
and it is generally lower than in the more turbid less saline
plume waters, where attenuation is driven by CDOM and TSM
(Johannessen et al., 2006; Loos and Costa, 2010; Loos et al., 2017).
As such, a relationship between salinity and kz was defined using
in situ data measured by Loos et al. (2017) in the SoG during the
summer, matching oceanographic and irradiance conditions in
this study. The authors measured PAR down-welling irradiance
and salinity at different depths, allowing the calculation of kz
according to Kirk (2011):

kz (z1 ↔ z2) =
1

z2 − z1
ln
(

Ed(z1)

Ed (z2)

)
(2)

where Ed(z1) is the measured PAR down-welling irradiance
in µE m−2 s−1 at depth z1 and Ed(z2) is the PAR down-
welling irradiance at depth z2, approximately 2m. The calculated,
kz values were then regressed against the average salinity
within the upper 2m, resulting in the following relationship:
kz=−1.08ln(Salinity)+ 3.93 (Figure 3; n = 19, r =−0.72, df = 17,
p < 0.01).

Using this equation we estimated kz for the ferry dataset using
salinity measurements acquired by the FerryBox. The mean kz
values for plume and oceanic waters were 1.26 m−1 (sd = 0.76)
and 0.58 m−1 (sd = 0.13), respectively, similar to the Halverson
and Pawlowicz (2013) values of 1.1 and 0.27 m−1, respectively.
Overall, the turbid plume waters have low salinity, higher values
of kz and thus very low irradiance (Figure 4).

Finally, we calculated PAR2m using Equation 1, resulting
in an average of 531 µE m−2 s−1 (sd = 277) and 863 µE
m−2 s−1 (sd = 274) in plume and oceanic waters, respectively.
Uncertainty in the estimate of kz, may impact values of PAR2m,
and consequently the performance of the NPQ correction step.
However, as each of the evaluated correction methods use the
same PAR2m input, the relative performance of these methods
should be comparable. Uncertainty in the relationship between
kz and salinity is greatest when salinity is between 8 and 16
PSU as we only had two samples in this range. To capture this
uncertainty, we calculated upper and lower 95% confidence limits
for each value of kz (Figure 3) and used these intervals to calculate
corresponding upper and lower limits of PAR2m (Figure 4).

Correcting Sensor Bias
The second level of data correction addresses systematic bias
between fChl-a and HPLC. To correct systemic sensor bias we
first subset the ferry dataset into high (n = 56) and low-light
(n = 6) samples using a PAR2m threshold of 200 µE m−2 s−1,
representing minimal impact of NPQ. This threshold is used
by Morrison (2003) and Roesler et al. (2017) and is similar
to the threshold for NPQ in the SoG reported by Halverson
and Pawlowicz (2013). We used samples acquired in low-light
conditions to quantify sensor bias as the ratio between fChl-
a and exChl-a. The low-light samples represent conditions in
which the effect of NPQ is minimal, thus better isolating the
effect of sensor bias. The median ratio of fChl-a and exChl-a for
the high-light samples (n = 55) was 0.48 with an Interquartile
Range (IQR) of 0.36–0.64, and the median ration for low-light
samples (n = 6) was 0.57 with an IQR of 0.41–0.72. The median
ration of low-light samples is slightly higher than the ratio for
high-light samples. This is consistent with the effect of NPQ,
which would be expected to depress fChl-a and decrease the ratio
between fChl-a and exChl-a (Kolber et al., 1990; Falkowski and
Kolber, 1995). We corrected the fChl-a data (previously corrected
for biofouling) by dividing fChl-a by 0.57. Hereafter, we refer to
biofouling and sensor corrected as f ’Chl-a.

Methods for NPQ Corrections
The third level of correction after biofouling and sensor
bias addresses the NPQ effect for f ’Chl-a data acquired
under high irradiance conditions. The following three methods
were considered.

Halverson and Pawlowicz (2013) Model
Halverson and Pawlowicz (2013) corrected fluorescence derived
Chl-a concentration obtained by a similar ferry system in the
Strait of Georgia for the effect of NPQ using a function originally
derived by Cullen and Lewis (1995). The function uses PAR2m
and a threshold value for PAR to estimate unquenched Chl-a
concentration. The form of the function is

f′Chl-a
qfChl-a

= A+ (1− A) exp
[
− (PAR2m − PARt)

C

]
(3)

where qfChla is the corrected unquenched Chl-a concentration.
PARt represents the threshold irradiance for NPQ, defined as
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FIGURE 4 | PAR2m for the entire ferry dataset as a function of salinity (solid circles). Error bars for PAR2m were calculated using the upper and lower limits of the
95% confidence interval of kz. The estimated kz is shown on the secondary x-axis (top). Note that points exhibiting low PAR2m and low kz represent samples from
cloudy conditions.

the irradiance at which NPQ affects the relationship between
fChla and qfChla. Correction for NPQ was applied when PAR2m
exceeded this threshold. The terms A and C are regionally specific
constants, defined in Halverson and Pawlowicz (2013). The fitted
coefficients for A, C and PARt were 0.56 µE m−2 s−1, 304 µE
m−2 s−1, and 182 µE m−2 s−1, respectively (Halverson and
Pawlowicz, 2013). For this study, Equation-3 was used to correct
fChl-a obtained by the ferry system using the coefficients for
A, C and PARt calculated in Halverson and Pawlowicz (2013)
and PAR2m depth estimated from Equation 1. We hereafter refer
to this method as HP2013.

Todd et al. (2009) Model
Todd et al. (2009) used the covariance between PAR2m and
fluorescence to isolate the portion of the fluorescence signal
uncorrelated with irradiance. To correct NPQ, the method
assumed that f ’Chl-a can be modeled as following:

f′Chl-a = B(PAR2m)+ qfChl-a (4)

Where B is an unknown constant, and qfChl-a is the portion of
the f ’Chl-a signal uncorrelated with surface light, representing
the corrected unquenched fluorescence. It can be shown that the
term B can be re-written as

B =
Cov( f′Chl-a, PAR2m)

Var(PAR2m)
. (5)

The value for B was −0.0004. Therefore, by re-arranging
Equation (4) substituting B from Equation (5), the unquenched
fluorescence signal qfChl-a can be calculated as

qfChl-a = f′Chl-a+ (0.0004) PAR2m (6)

where fluorescence measurements from the ferry were corrected
using Equation-6 and concurrent estimates of PAR2m. Similar to

the Halverson and Pawlowicz (2013) method, no correction for
NPQ was performed when PAR2m was lower than the threshold
of 182 µE m−2 s−1. We hereafter refer to this method as T2009.

Davis et al. (2008) Model
Davis et al. (2008) uses measured f ’Chl-a and PAR2m to estimate
unquenched Chl-a concentration, qfChl-a. The model assumes
the relationship between f ’Chl-a and qfChl-a is as follows:

qfChl-a =
f′Chl-a
qPAR2m

(7)

where qPAR2m is the quenching function which depends on
PAR2m. The quenching function qPAR2m is assumed to have the
form

qPAR2m =
x

x+ PAR2m
(8)

where x is a constant. Equation (8) has the following properties,
when PAR2m = 0 then q = 1 and subsequently f ’Chl-a = qfChl-
a. However, as irradiance increases, qPAR2m approaches 0,
and qfChl-a becomes increasingly greater than f ’Chl-a. The
parameter x was fitted such that the correlation between f ’Chl-
a and PAR2m is equal to 0. This optimization isolates the portion
of the fluorescence signal that is uncorrelated with irradiance, i.e.,
unquenched fluorescence. Using the entire dataset we fit a value
for x of 5169 that minimized the covariance between qfChl-a and
f ’Chl-a. By substituting qPAR2m in Equation 7, the final form of
the correction equation is:

qfChl-a = f′Chl-a
(

x+ PAR2m

x

)
(9)

Again, no correction for NPQ was performed when PAR2m
was lower than 182 µE m−2 s−1. We hereafter refer to this
method as D2008.
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Evaluation Statistics
NPQ corrected Chl-a concentrations were evaluated against
coincident extracted chlorophyll concentration from the HPLC
analysis acquired under high irradiance conditions (n = 61). We
evaluate method performance using Mean Absolute Error (MAE)
representing absolute model accuracy, and Bias representing
model overestimation or underestimation. MAE and Bias are
defined as follows:

MAE =
1
n

n∑
i=1

∣∣qfChla− exChla
∣∣ (10)

Bias =
1
n

n∑
i=1

qfChla− exChla (11)

To analyze potential sources of error as a function of different
environmental conditions, MAE and Bias were calculated
separately for oceanic and plume waters. The optimal NPQ
correction was chosen based on the best overall MAE and
Bias across both water types. Once the optimal quenching
correction was determined we defined a regression equation
to calibrate qfChl-a to exChl-a concentrations and analyze the
model residuals.

Classifying Plume and Oceanic Waters
Plume and oceanic waters are distinguished based on a variable
salinity threshold described in Halverson and Pawlowicz (2011)
developed for the SoG. These two classes reflect differences in
turbidity (Loos et al., 2017) that may in turn affect the magnitude
of NPQ (Halverson and Pawlowicz, 2013). Salinity thresholds
(Sthreshold) were calculated for each ferry transect, and plume
waters were defined where salinity was less than Sthreshold and
oceanic waters were defined where salinity was greater than
Sthreshold. To calculate this threshold, we first defined a reference
salinity (Sref) representing waters known to be under the least
influence of the plume. For each ferry transect this value was the
average of salinity measurements acquired in a fixed area outside
of plume waters (Figure 1). For this dataset, the mean value of
Sref was 24.41 and Sthreshold was calculated as:

Sthreshold = 4.8− 0.14(Sref) (12)

The values for the constants 4.8 and 0.14 are from Halverson and
Pawlowicz (2011) and are specific to this region.

RESULTS

Characterizing Diurnal fChl-a
Measurements
Before presenting the results associated with different levels of
correction, we characterize diurnal fChl-a patterns and the effect
of NPQ in oceanic and plume waters. For this characterization,
we sampled fChl-a 1-min averaged measurements from the ferry
system across 21 days during the study period (n = 10,610).
In total, 11 sunny days (5840 observations) and 10 completely
overcast days (4769 observations) were sampled. Each day was

subset into three time periods, 5am–8am, 11am–3pm, and 7pm–
11pm to capture diurnal changes in fChl-a between the morning,
midday and nightime periods, respectively. Average fChl-a
were calculated across time-periods, water type and weather
conditions (sunny or overcast).

Mean fChl-a concentrations were generally greater in the
plume, with concentrations of 1.9 and 1.3 µgL−1 for plume and
oceanic water, respectively. Overall, both water types showed
similar diurnal changes in fChl-a concentration, with a general
increase in fChl-a over the course of the day (Figure 5). In
both plume and the oceanic waters, average fChl-a at night
was greater than fChl-a in the morning and at midday. These
observations are consistent with the day-time growth cycles
of coastal phytoplankton populations reported in other studies
(Takahashi et al., 1978; Sosik et al., 2003). We also observed lower
midday mean fChl-a on sunny days compared to overcast days in
both water types, consistent with the effect of NPQ.

Assessment of Different Levels of
Correction and Methods
All subsequent analysis is conducted using 61 samples of exChl-
a concentration from HPLC analysis matched to 1-min average
fChl-a sampled at midday when PAR2m is greatest and fChl-a
is lowest likely due NPQ (Figure 5). Within a 1-min interval,
the fluorometer records 56 measurements. These were typically
homogenous as the average coefficient of variation was < 5%.
Three samples had a coefficient of variation greater than 20%,
likely due to rapid changes in fChl-a concentration as the ferry
crossed the Fraser River plume front. In these cases, the 1-min
median of fChl-a concentration was used instead of the average.
The range of 1-min averaged fChl-a was 0.37 to 9.15 µg L−1,
with an overall mean of 1.68 µg L−1 (n = 62). In plume waters
mean fChl-a was 1.53 µg L−1 (n = 32), and in oceanic waters
mean fChl-a was 1.84 µg L−1 (n = 29). The maximum effect of
biofouling was a daily 0.42% increase in fChl-a over a period of
14 days (Table 1). After correcting for biofouling and sensor bias,
global average f ’Chl-a was 2.93 µg L−1, with average values of
2.68 and 3.21 µg L−1 in plume and oceanic waters, respectively.
By comparison global average exChl-a concentration was 3.82 µg
L−1, with average values for plume and oceanic samples were 3.57
and 4.11 µg L−1, respectively.

We assess the accuracy of the biofouling, sensor bias, and
NPQ correction steps, using Bias to represent over and under-
estimation of exChl-a and MAE to represent the absolute
deviation from exChl-a (Table 2). A detailed assessment of
each approach considering different levels of correction and
water classes is presented in Table 2. The basic level of
correction, with only biofouling, exhibited as expected the
poorest performance, with the highest MAE (2.22) and Bias
(−2.14) independent of water type. MAE and Bias were also
greater in oceanic waters compared to plume waters (Table 2).
The second level of correction including sensor bias (f ’Chl-a)
substantially improved overall MAE (1.37) and Bias (−0.89),
however concentrations were still underestimated in both plume
and oceanic waters (Table 2).
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FIGURE 5 | Average chlorophyll-a concentration obtained by the FerryBox across three time periods and in sunny and overcast conditions. Error bars represent
95% confidence intervals for mean Chl-a concentration. The top row shows average conditions in oceanic water (n = 4927) and the bottom row shows average
conditions in the plume (n = 5679). Median PAR2m is shown on the secondary y-axis and is represented by black diamonds.

TABLE 2 | Comparison of error statistics for each step of the correction procedure: (1) biofouling correction (fChl-a), (2) adjusted for sensor bias (f’Chl-a), and (3) the
three NPQ correction methods.

MAE Bias MAEPlume BiasPlume MAEocean Biasocean

fChl-a 2.22 −2.14 2.08 −2.02 2.38 −2.26

f’Chl-a 1.37 −0.89 1.30 −0.88 1.45 −0.89

T2009 1.37 1.36, 1.38 −0.58 −0.62, −0.52 1.31 1.30, 1.31 −0.65 −0.69, −0.61 1.45 1.43, 1.46 −0.49 −0.55, −0.43

HP2013 1.44 1.41, 1.46 0.46 0.31, 0.58 1.17 1.19, 1.18 0.04 −0.14, 0.24 1.72 1.65, 1.77 1.01 0.82, 1.64

D2008 1.21 1.19, 1.27 −0.05 −0.17, 0.09 1.18 1.19, 1.16 −0.33 −0.41, −0.22 1.24 1.18, 1.38 0.25 0.07, 0.44

Overall error separated into plume and oceanic waters. Statistics are represented in units of µg L−1. We also show the range of MAE and Bias when considering the
upper and lower 95% confidence interval around PAR2m for the NPQ evaluated methods.

The following NPQ corrections resulted in a general
improvement in error statistics, especially in Bias. To account
for the uncertainty in kz, we calculated error statistics using the
high and low PAR2m estimates derived from the upper and lower
95% confidence limits on kz. As none of the intervals in MAE

and Bias overlap (Table 2) between the three NPQ corrections,
we conclude that the methods are statistically distinct (i.e., not
interchangeable). Overall, the T2009 method underestimated
Chl-a concentrations in both water types, with Bias of−0.65 and
−0.49 in plume and oceanic waters, respectively. Furthermore,
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overall MAE (1.37) did not improve compared to overall MAE
for f ’Chl-a. In terms of Bias, the HP2013 method was the best
in low-light plume conditions (0.04), but was the worst in high
irradiance oceanic waters (1.01). Overall MAE (1.44) for HP2013
was was also greater than MAE for f ’Chl-a (1.37). Comparatively,
the D2008 method showed the best overall Bias (−0.05) which
was a result of underestimation in plume waters (−0.33) and
overestimation in oceanic waters (0.25) by a similar margin.
Overall MAE was also the lowest across all levels of correction.
For these reasons, we consider the D2008 method to be the
“optimal” NPQ correction. A more robust residual error analysis
was conducted on this dataset, where qfChl-aDavis hereafter refers
to chlorophyll-a concentration corrected for biofouling, sensor
bias and NPQ using the D2008 method.

We calculated a linear regression between the qfChl-aDavis
and exChl-a and assessed patterns in standardized residuals of
this model. Data were log transformed to account for the non-
normal distribution of Chl-a (Seegers et al., 2018). The resulting
regression equation was:

log10 (exChl-a) = −0.06 + 1.01∗ log10 (qfChl-aDavis), with
r = 0.81 (Figure 6). No obvious patterns were apparent in the
standardized residuals as a function of qfChl-aDavis, salinity,
CDOM concentration and PAR2m (Figure 6). However, positive
residuals are generally associated with higher qfChl-aDavis,
suggesting that this correction tends to underestimate exChl-
a at higher concentrations (Figure 6). The regression between
log10(exChl-a) and f ’Chl-a corrected with the HP2013 and T2009
methods appear similar to the D2008 method and are shown in
Figure 7.

DISCUSSION

Instrumented ferries have the potential to provide continuous
measurements of surface Chl-a concentration at high spatial
and temporal resolution and at relatively low cost compared
to other autonomous platforms (Petersen, 2014). However, care
should be taken because surface in vivo Chl-a fluorescence
measurements may be impacted by many interacting factors,
including sensor biofouling and bias (Roesler, 2014; Roesler et al.,
2017), NPQ (Serra et al., 2009), and CDOM contamination
(Proctor and Roesler, 2010; Xing et al., 2017). Here, we propose
a method to improve estimates of Chl-a concentration acquired
from an instrumented ferry. We quantify the impact of these
sources of error and evaluate three potential NPQ correction
methods proposed in the literature. In particular, we highlight the
importance of assessing error in the measured Chl-a signal across
oceanic and freshwater influenced waters.

We addressed two sources of error at the sensor level:
biofouling and systemic bias. Fluorometer biofouling can be
broadly categorized into biofilm and frondular biofouling
(Roesler, 2014). Biofilm can accumulate on the optical windows
of the sensor resulting in an increased fluorescence signal while
frondular biofouling results from the growth of larger organisms
on the sensor that can have a variable effect on the fluorescence
signal (Roesler, 2014). Our data showed slight sensor drift over
time with an average increase of 0.13% per day, typical of other

fluorescence sensors (Delauney et al., 2009). This drift resulted in
relatively little impact on fChl-a measurements, with a maximum
increase of 6.4% within the approximately 2 weeks intervals
between cleaning (Table 1). For our oceanographic conditions,
2 weeks cleaning intervals are crucial to retrieve high quality
data and avoid degradation due to biofouling. Delauney et al.
(2009) have shown that the effects of biofouling induced sensor
drift starting 13 days after deployment, reaching values about 10
times higher after 2 months. These results will vary depending on
the oceanographic conditions of the sampled area (Roesler, 2014;
Zeng and Li, 2015).

With respect to potential sensor bias, Roesler et al. (2017)
used a global dataset of in vivo fluorescence measurements and
identified a global overestimation factor of 2 for commonly used
WET Labs fluorometers, the same manufacture of the sensor
used in this research. The authors associate this systemic bias
to a combination of factors including, differences between the
experimental conditions of factory calibrations and variability
of phytoplankton species, cell size, growth state, and pigment
composition in natural populations. Using a small number of
samples under low-irradiance, we found sensor underestimation
by a factor of 0.57. The discrepancy between our factor and
the global bias observed by Roesler et al. (2017) may be due
to differences in water type, as the authors primarily sampled
open ocean regions. Our slope factor is most similar to the
factor of 0.67 recorded in the inland Black Sea by the same
authors. By using this ratio to correct our dataset, we accounted
for a substantial portion of the difference between fChl-a and
exChl-a. However, to increase confidence in this correction
we recommend collecting more low-irradiance samples across
different water types for a broader representation considering the
fluorescence signal to sensor bias ratio.

Biofouling and sensor bias should first be addressed for all
Chl-a fluorescence data as a baseline correction. However, as
has been extensively reported in the literature (Kiefer, 1973;
Falkowski and Kolber, 1995; Serra et al., 2009; Xing et al.,
2012), and further demonstrated with our dataset (Figure 2),
in vivo Chl-a fluorescence measurements can be impacted
by NPQ at high irradiance. Our data showed that correcting
for NPQ further improved estimates of Chl-a concentration
beyond the initial biofouling and sensor bias steps. The three
corrections that we applied varied in performance and underlying
methodology. The HP2013 correction differed the most in the
underlying method. This method relied on regionally specific
coefficients and an empirical function, while the T2009 and
D2008 methods use the covariance between measured fChl-a
and irradiance, and therefore are not regionally specific. This
study used the same fitted constants as calculated in Halverson
and Pawlowicz (2013) given that both works represent similar
waters and used data from an instrumented ferry operating
in the Strait of Georgia. However, Halverson and Pawlowicz
(2013) defined the fitted constants using the relationship between
CTD Chl-a fluorescence and extracted chlorophyll-a derived
from spectrofluorometric analysis, while we use HPLC as our
validation source. As fluorometric and HPLC measurements
generally provide slightly different Chl-a concentrations (Mueller
et al., 2003), the performance of HP2013 may improve by
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FIGURE 6 | Regression between log10 transformed qfChl-aDavis and HPLC (left) and standardized residual plots as a function of qfChl-aDavis, PAR2m, CDOM
absorption and salinity (right). The red circles are sampled from the plume and the blue triangles are sampled in oceanic waters. Note that data were log10

transformed to account for the non-normal distribution of Chl-a (Seegers et al., 2018).

FIGURE 7 | Regression between log10 transformed qfChl-aTodd and HPLC (left) and qfChl-aHalverson (right). The red circles are sampled from the plume and the blue
triangles are sampled in oceanic waters. Note that data were log10 transformed to account for the non-normal distribution of Chl-a (Seegers et al., 2018).

matching the techniques used to fit the coefficients and
validate the correction.

The D2008 and T2009 methods as presented in this paper
are broadly applicable to other data sets due to the lack of
region-specific constants. While we applied the D2008 and
T2009 methods to data spanning March to August, 2018 over
longer time series it may be preferable to aggregate data
seasonally and perform separate corrections on each dataset.

Davis et al. (2008) used Spray underwater gliders to measure
physical and biological properties and computed separate NPQ
corrections for each glider deployment, while Todd et al. (2009)
used similar glider systems and binned into data groups of 32
dives. The primary assumption of these methods is that the
covariance between fChl-a and irradiance is negative. This may
be a problem in small or noisy datasets, or where fChl-a and PAR
do not vary much.
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For any of the evaluated methods, uncertainty in the estimate
of kz impacts PAR2m and the magnitude of NPQ. While we
used an independent dataset of salinity and PAR profiles to
derive kz, if profiling data is unavailable, empirical models have
been proposed to estimate the diffuse attenuation coefficient
using satellite derived ocean color for open ocean and coastal
environments (Wang et al., 2009). Beyond uncertainties in light
availability, other sources of error associated with in vivo Chl-a
fluorescence include the effect of other fluorescing matter such
as Colored Dissolved Organic Material (Proctor and Roesler,
2010; Röttgers and Koch, 2012). The WET Labs ECO Triplet
fluorometer installed on the ferry simultaneously records Chl-
a and CDOM fluorescence in separate channels, with the
Chl-a channel exciting samples at 470 nm and recording
emissions at 695 nm and the CDOM channel exciting at
370 nm and recording emissions at 460 nm (WET Labs Inc.,
2017). However, high CDOM concentration may impact the
fluorescence signal recorded in the Chl-a channel by absorbing
the fluorometer excitation energy, absorbing Chl-a emission
energy or contributing to the fluorescence recorded in the Chl-
a channel (Proctor and Roesler, 2010). For example, Proctor
and Roesler (2010) observed a strong linear relationship between
recorded Chl-a fluorescence and CDOM concentration, and Xing
et al. (2017) suggested that up to 4% of CDOM fluorescence in
oceanic waters may contribute to fluorescence recorded in the
Chl-a channel.

Within the SoG, CDOM concentration tends to be relatively
high, especially within the turbid plume waters (Loos and
Costa, 2010). However, as illustrated in Figure 6 regression
residuals do not show any apparent pattern in association with
CDOM concentration, suggesting that potential error due to
CDOM contamination is likely consistent across the dynamic
range of observed CDOM. We did not explicitly correct for
CDOM contamination in this procedure because our data did
not allow us to separate errors due to sensor bias and CDOM
contamination. The low irradiance samples used to correct sensor
bias generally came from highly turbid plume waters, where we
would also expect to see the greatest CDOM contamination.
Thus, potential CDOM contamination in these samples may have
resulted in overestimation of sensor bias in water with relatively
low CDOM concentration. Thus, additional work measuring
fluorometer response to controlled dilutions of CDOM is likely
needed to separate sensor bias and CDOM contamination effects
(Proctor and Roesler, 2010).

As previously mentioned, different phytoplankton groups also
impact the systematic bias between in vivo fluorescence and
chlorophyll-a concentrations (Proctor and Roesler, 2010). In
the SoG, phytoplankton abundance is greatest in the spring
and summer and typically very low through the winter months
(Masson and Pena, 2009; Suchy et al., 2019). Concurrent
HPLC analysis showed that diatoms dominate from March
to June 2018 and small flagellates become dominate toward
the end of the summer (Suseelan et al., 2021). This seasonal
transition of phytoplankton groups is typical for the Strait
of Georgia (Harrison et al., 1983; Taylor and Haigh, 1993).
Although it is challenging to untangle the impact of different
environmental and biological factors on the fluorescence yield

in natural samples (Suggett et al., 2009), it is known that
phytoplankton groups and community size influence on those
physiological responses, depending on the light history and
nutritional stress (Giannini and Ciotti, 2016; Schuback and
Tortell, 2019). Therefore, the shift in phytoplankton taxonomical
groups reported in the SoG is expected to add a seasonal effect
on the relationship between fluorescence signal and chlorophyll-
a concentration, as this relationship has been shown to vary
among species of diatoms, dinoflagellates and cyanobacteria in
monospecific cultures (Proctor and Roesler, 2010). Future work
should consider the effects of variable phytoplankton community
composition during long-term monitoring studies.

Our results highlight the importance of correcting and
validating in vivo fluorescence-based measurements of
Chl-a obtained by instrumented ferries, as there may be
substantial differences between in vivo fluorescence and
extracted concentration. By correcting for potential biofouling
effects, sensor bias and performing a correction for NPQ, we can
obtain measurements of Chl-a concentration based on in vivo
fluorescence from ships of opportunity with a greater degree
of confidence. This source of autonomous, continuous data
acquisition is an important tool in monitoring phytoplankton
dynamics in coastal waters and can be used to complement
satellite retrieved observations. In coastal regions such as the
Strait of Georgia, where cloud cover prevents continuous
satellite-based retrieval of Chl-a concentrations (Carswell et al.,
2017; Hillborn and Costa, 2018; Suchy et al., 2019), ferry based
estimates could be combined with satellite data to fill data
gaps (Lavigne et al., 2012). As such, correcting ferry based
fChl-a estimates for NPQ is an important step in merging these
two data sources.

CONCLUSION

We outline a systematic approach to correct ferry based estimates
of Chl-a for the effect of biofouling, sensor bias and NPQ. Briefly,
the method is as follows:

(1) Apply a daily correction for sensor biofouling using the
difference between measured fluorescence of a standard
solution before and after sensor cleaning, assuming a linear
increase or decrease in biofouling between cleaning dates.

(2) Calculate PAR at the depth of ferry sampling using an
estimated attenuation coefficient kz. In this analysis a
regression equation between salinity and kz was used to
calculate kz for the entire ferry dataset.

(3) Correct potential sensor bias by comparing HPLC
to fluorescence based estimates of Chl-a acquired
in low-irradiance conditions (assuming minimal to
no effect of NPQ).

(4) Correct NPQ using concurrent estimates of PAR2m with
the D2008 method, which removes the portion of the fChl-
a signal that is correlated with PAR2m.

Estimates of Chl-a concentration obtained by instrumented
ferries are often impacted by environmental and sensor specific
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factors that introduce uncertainty in the relationship between
measured in vivo fluorescence and Chl-a concentration. If these
inaccuracies can be resolved, ships of opportunity can be used
to increase the spatial and temporal resolution of data at low
cost, and to validate and complement other sources of Chl-a
concentration such as satellite retrievals. To accomplish this, we
demonstrate that the method proposed by Davis et al. (2008)
can be used to correct near-surface fluorescence based Chl-a
concentration in our region or similar water types. As one of
several ferry monitoring programs operating in complex coastal
waters (e.g., Codiga et al., 2012; Petersen, 2014), our work
reinforces the importance of accurate validation measurements
and error quantification in highly dynamic waters.
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