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Two-dimensional materials (e.g. graphene, and transition metal

dichalcogenides) have become ubiquitous in electrochemical contexts

including energy storage, electrocatalyst, and ion-selective membranes. This

is due to its superior electrochemical properties, specifically “capacitance”,

which can be referred to the storage ions at the electrolyte/materials interfaces.

Experimental work and computational chemistry were carried out in the past

decade for solving and improving the understanding of two-dimensional

materials; however, these techniques are relatively expensive, complex, and

time-consuming. Therefore, we accentuate the future trend of two-

dimensional material study with machine learning as the modest alternative.

In this perspective, the intrinsic capacitance properties of the two dimension

materials were described from an atomic level, explaining the heteroatom

doping to a nanoscopic level, showing (basal vs edge capacitance). The

studies also extended to the macroscopic level i.e., the flake size of the

two-dimensional materials. We then shed more light on the applicability of

machine learning coupled with the “fundamental measurement” for solving

electrochemistry of two-dimensional materials. The shallow artificial neural

network was demonstrated for the prediction of CV curves using the data from

size-dependent graphene. In addition, the application of deep neural networks

with complicated architecture has also been explored through the prediction of

capacitance for heteroatom-doped graphene. This perspective provides a clear

background and creates the connection between fundamental measurement

and machine learning for understanding the capacitance properties of two-

dimensional materials.
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Introduction

The two-dimensional (2D) materials have arisen from the

discovery of graphene by exfoliating “bulk” graphite in 2004, it

was soon recognized as a promisingmaterial due to its high electrical

conductivity (~2 × 103 S cm−1), high charge carrier density

(Novoselov et al., 2004), high theoretical surface area

(2,630 m2 g−1) (Stoller et al., 2008). Hence, there is a progressive

trend of exploring novel 2D materials, in which the structure of

those materials is similar to graphene. Due to the superior properties

of those two-dimensional materials, it is obvious that the search for

2D materials was then expanded to the transition metal

dichalcogenides (TMDs) family (Bissett et al., 2016), hexagonal

boron nitride (also known as “white graphene”) (Gautam and

Chelliah, 2021), Mxene (Gogotsi and Anasori, 2019), and some

heterostructure forming from those original materials (Keerthi et al.,

2021). In recent years, 2D materials become central to the most in

the context of many electrochemical applications including energy

storage (Nualchimplee et al., 2022), electrocatalysts (McAteer et al.,

2016), ions selective membrane (Hirunpinyopas et al., 2020) and so

on. It is undeniable that the development of the as-mentioned

electrochemical applications requires the understanding of

fundamentals from a nanoscale using either experiment or the

computational-based method. However, those experimental and

computational techniques require a consumable budget and time.

In recent years, machine learning has been of great interest, and

applied to various studies in the area of electrochemistry (Min et al.,

2018). Machine learning has shown a high capability to predict and

analyse various thermodynamic properties, capacitance, and

quantification of chemicals in electrochemical systems (Yoon

et al., 2021). Hence, the development of machine learning

algorithms to study the underlying properties or predict the

future outcome from an experiment of 2D materials would be a

cutting-edge of material science future. In this perspective, we

discussed the background research of the two-dimensional

materials from the experimental views, and offer an alternative

method for the computational techniques, particularly machine

learning, for the study of electrochemical systems. Machine

learning (artificial neural network, ANN) was also then

demonstrated for predicting the electrochemical response (CVs),

which is to the best of our knowledge. This work describes the

insight into the electrochemistry of two-dimensional materials,

suggesting the research direction of two-dimensional materials

using machine learning. This should improve the understanding

of two-dimensional material, especially energy storage applications,

which should lead the way of the development of energy materials.

Capacitance of two-dimensional
materials

The understanding of electrochemistry at the nanoscale

electrode/electrolyte interfaces is the key to the development

of energy materials, particularly the capacitive properties at the

basal and edge plane. This perspective shed more light on two-

dimensional materials, especially graphene, and TMDs. (Yuan

et al. (2013)Demonstrated that the capacitance of graphene can

be divided into two positions: 1) basal plane and 2) edge plane.

These two position exhibit different capacitance properties. The

basal plane provides a small value of interfacial capacitance of

about 4 μF cm−2, while the edge plane shows much higher orders

of magnitude up to ×1.0 105 μF cm−2. This intrinsic capacitance

can be used for determining the capacitance of the macro level

(Unsuree et al., 2021). For example, the proposed theoretical

capacitance of graphene, which is quoted to be 550 F g−1

(~21 μF cm−2, in areal basis (Liu et al., 2010; Sawangphruk

et al., 2013); however, this is not valid for most of case. This

is because the capacitance from the original work by Xia et al.

(2009) measured the capacitance using a platinum electrode on

behalf of graphene, assuming the equivalent interfacial properties

between graphene and platinum, ignoring the nanoscale

quantum capacitance (known as space charge capacitance for

higher dimension materials (Iamprasertkun and Dryfe, 2020) In

fact, the pristine graphene shows far beyond those theoretical

approach providing less than half of theoretical value (Wang

et al., 2009). This is due to the Helmholtz, diffuse layer, quantum,

as well as space charge capacitance of those two-dimensional

materials, which can be varied by the operating conditions

(Unsuree et al., 2021). Our group also demonstrates that the

basal plane capacitance depends on the hydrated ionic size

showing the basal plane capacitance of 4.7–9.4 μF cm−2 while

the capacitance follows the following order Li+ < Na+ < K+ <
Rb+ < Cs+ (Iamprasertkun et al., 2019). The basal plane

capacitance also varies when applying different electrolyte

concentrations as we have reported the capacitance from the

diluted aqueous electrolyte to “water-in-salt” conditions

(Iamprasertkun et al., 2020). Not only those effects but also

the effect of adventitious hydrocarbon adsorption, this effect

could reduce the intrinsic capacitance by the exposure time to the

ambient of 2D materials (Hurst et al., 2018). By simply leaving

the samples in the ambient, the airborne organic compound

could be adsorbed on the surface of materials forming a thick

hydrocarbon layer leading to poor capacitance (Zou et al., 2016).

At this stage, it is seen that the measurement of intrinsic

capacitance is complex, requiring the understanding of

fundamental materials. The capacitance of transition metal

dichalcogenides (TMDs) e.g. MoS2 was reported by Velický et.

al., it is found that MoS2 exhibits a lower interfacial capacitance

(1.5 μF cm−2) than that of pristine graphene. The benefit of using

MoS2 is that MoS2 is a light sensitive material. It provides a band

gap energy of 1.29 eV in which the capacitance can be increased

by illuminating the samples (capacitance enhance up to 20%).

Moreover, it is reported that the basal plane capacitance of MoS2
relates to the flake thickness, which increase from

1.5 μF cm−2–3.0 μF cm−2 when increasing the dimension from

monolayer to bulk MoS2 (Velický et al., 2016). Apart from the
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basal plane, it is no doubt that the edge plane displays higher

activity than the basal plane in many perspectives e.g.,

capacitance, charge transport, and electron transfer kinetic

(Shen et al., 2014; Velický et al., 2016). The steric accessibility

of metallic orbitals at the edge site could increase the

electrochemical activity, and lead to a high interfacial

capacitance (Velický et al., 2017); however, this is not only

due to the edge density and defect but also the redox activity

of the doped atom at the edge oriented. The atom at the edge site

is reactive and unstable, which can be terminated by some

reactive species e.g. hydrogen, oxygen, nitrogen, and so on.

These terminated species such as oxygen (quinone species)

can greatly enhance the pseudocapacitive performance as

reported by Iamprasertkun et al. (2019), where there is no

effect of the ion identity on the edge plane. The major

capacitive contribution of the edge oriented is the surface

redox of quinone to hydroquinone, giving the high interfacial

capacitance of up to 700 μF cm−2. This could explain why the

reduced graphene oxide displays high gravimetric capacitance.

The doped species displays potential in energy storage and

electrocatalyst applications. The pseudocapacitance effect

which is due to surface faradaic reactions from heteroatom

dopants such as nitrogen, sulfur, and oxygen accompanies the

electric double-layer effect, resulting in a high-capacitance

supercapacitor (Béguin et al., 2014; Parveen et al., 2016; Zhao

et al., 2016), and also enhance the electrocatalyst activity (Wang

L. et al., 2020). However, it is not clear yet which doped atoms or

contents exhibit the highest electrochemical activity, and this led

to some unclear explanations in this field; hence, many

researchers have demonstrated an insight study using machine

learning, in recent years (describe in a later section). Note that

further information on TMDs doping were reported (Zhu et al.,

2020; Yoo et al., 2021) through a variety of techniques e.g.

chemical vapour deposition (Jin et al., 2019; Zhang et al.,

2020). This may be enabling some electrochemical

applications and insight studies for 2D materials and machine

learning. However, it is noted that it is difficult to control exactly

the doped element; hence, it is impossible to draw a conclusion

from a single experiment. This can be referred in the statement by

A. K. Geim quoted as “graphene oxide (also referred to as the

reduced graphene oxide family) is not suitable for the

fundamental measurement as it uncontrollable structure”

(Geim and Novoselov, 2007). Thus, machine learning may be

one of the strategies for solving this complexity. Remarks, the

artificial neural network for solving the heteroatom doped was

proposed in this work (describe in the machine learning session).

Apart from graphene, the termination at the edge site of TMDs is

also found when exfoliated from bulk materials. For example, the

edge site of MoS2 can be terminated by the oxygen species

turning MoS2 to MoO3. This structure could enable larger

interlayer spacing, which gives a higher ion intercalation

degree than that of MoS2 (Nualchimplee et al., 2022). From

the macro scale, it is no doubt that controlling the structural

properties is one of the most interesting parts of the material

context. One of the simplest ways for preparing 2D materials is

through the solvent-assist liquid phase exfoliation method, which

was introduced by Coleman’s group (Coleman, 2009; Coleman

et al., 2011). The exfoliated flakes can be controlled using the

centrifugal technique by increasing/decreasing the revolution

speed, generating different gravitational forces. The large

flakes are then settling down to the bottom and the tiny flakes

are then floated on the top as supernatant (Iamprasertkun et al.,

2021; Hirunpinyopas et al., 2022). Evidently, the different flakes

dimension displayed a variety of structural, chemical, and

electrochemical properties; thus, the selection of those

dimensions plays a significant role in enhancing the

performance of the as-interested applications, giving some

room for the exploration using machine learning in this

perspective. This perspective also provides the idea of using a

shallow artificial neural network for predicting the

electrochemical response from size-dependent graphene. The

coupling between measurement and machine learning could

grow the understanding of the work in this area in the next

decade.

Machine learning in 2D materials

Over the past decades, machine learning, a tool of artificial

intelligence that aims to learn the underlying relationship among

data and predicts outcomes for new data sets, is increasingly

gaining popularity, and can be considered as an alternative

method for the study of 2D material (Ryu et al., 2022). In

general, machine learning consists of three major processes

which are data preparation, the learning process, and

performance evaluation (Zhou et al., 2020). After the initial

objectives of the study have been set, the data preparation can

be initiated which includes data collection and data inspection to

eliminate outliers, and visualise the correlation of data.

Afterward, the cleaned data normally split into two separate

datasets so-called “train set” and “test set” with a random seed or

pre-assigned seed. Then, the machine learning algorithm will be

selected based on training purposes. The training process will

utilise the “train set” with the selected algorithm, and

regularisation or “early stopping” is recommended. This

prevent overtraining, and improve the predictive performance

of the trained model. For example, splitting the “train set” into an

additional dataset so-called “validation set” to invoke the “early

stopping” in the case that the error is persisted. Moreover, the

validation dataset can be used to assess, and finely tune the

optimum hyperparameters of the model. The performance of the

trained model will be evaluated by both train and test datasets

which present in form of the learning curve and statistical

evaluation such as coefficient of determination or R2 (Wang

A. Y.-T. et al., 2020). Herein, the general workflow of machine

learning for the study of 2D material was summarised as
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illustrated in Figure 1. Zhou et.al., demonstrated the

electrochemical performances of N-doped graphene

supercapacitors, and employed a machine learning technique

(artificial neural network, ANN). The relationship between the

chemical/morphological characteristics of the electrode, and the

performance of the supercapacitor were then demonstrated. The

developed model can precisely predict the capacitance at the

coefficient of determination (R2) of 0.8495, and root mean square

error of 31.5491 F/g, in which that model could be able to provide

a relationship between the capacitance, and interesting feature

(e.g. surface area, doping, pore structure) (Zhou et al., 2020).

Consequently, machine learning not only considerably saves cost

and time, but also allows convenient exploration through

combinations of design features such as the effect of nitrogen

configuration and surface area on the capacitance (Zhou et al.,

2020). The studies of two-dimentional materials were expanded

using other machine learning techniques e.g., Support Vector

Machine algorithms (SVM) (Yang and Yao, 2020), and Random

Forest algorithm (Wang et al., 2019). The techniques were

further applied for either calculate the band gap energy

(Mishra et al., 2019) or optimised the defects of 2D materials

(Frey et al., 2020).

Prediction ability of machine learning

The review of recent works in the previous section highlights

the applicability of machine learning on a variety of 2D materials

studies. To further demonstrate the prediction ability of machine

learning, we have adopted the shallow artificial neural network

(ANN) for the prediction of the cyclic voltammetry profiles (CV

curves) of graphene based on our experimental data (Deerattrakul

et al., 2021) as shown in Figure 2A (the training data are reported

in the supplementary). Deerattrakul et al. reported that graphene

with a larger flake size tends to have a narrower CV curve due to

the poor capacitive properties while increase the scan rate could

produce a wider CVs. It is clear that the CVs profiles is dominated

by the flake sizes, scan rates, and quality of the samples. Due to the

distinct and clear relationship between CVs profile, and the

involved features such as flake sizes and scan rates, their

behavior has low complexity. For this reason, the shallow

artificial neural network comprised of one hidden layer with

non-linear transfer function should be sufficient for this

predictive task (Lopez-Martin et al., 2019). To further predict

the CVs responses in the different situation, the CV profiles from

three graphene flake sizes (100, 350, and 942 nm), and five scan

rates (10, 25, 50, 75, and 100 mV s−1) were then collected. Only

14 C V curve profiles were included for training the ANN, and the

leftover CV curve data is used to evaluate the prediction ability of

the trained model. The inputs for the network are graphene flake

sizes, and scan rates where the CV profiles are the output. The data

has been randomly split into three datasets which are the train set,

validation set, and test set with an 80:10:10 ratio (Joseph, 2022).

The double loop training with different numbers of nodes in the

hidden layer is employed to identify the optimum

hyperparameters (e.g., number of nodes and number of

epochs). Levenberg-Marquardt backpropagation (Levenberg,

1944; Marquardt, 1963) is selected as the training algorithm

with a hyperbolic tangent sigmoid transfer function used in the

hidden layer and a learning rate of 0.01. As illustrated in Figure 2,

the trained and tested CV profiles (red dashed line) are in good

agreement with the experimental profiles (light blue line),

which result in a high coefficient of determination (R2) of 0.98,

and low mean squared error (MSE) of 0.02. The optimum

hyperparameters can also be summarised as follow; the number

of epochs is equal to 21 and the number of hidden nodes required

FIGURE 1
Logical and workflow of machine learning techniques for the data analysis and prediction in two-dimensional materials perspective.
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is 7. Even though we have obtained the trained ANNmodel with a

high value of R2, overtraining is not our concern because we have

utilised the “early stopping” using a validation dataset (Thike et al.,

2020). Therefore, we can achieve high precision of the CVs

prediction (black dashed line) as shown in the far-right subplot

located in the last row of Figure 2A. It is suggested that the high

prediction ability, and the sufficient generalisation of ANN model

can be obtained by determining the optimum hyperparameters,

and exercising the appropriate overtraining prevention strategies

without the need of complicated ANN architecture or deep

learning, especially for small datasets. Moreover, we

demonstrated the application of ANN to the prediction of

heteroatom-doped graphene capacitance based on multiple

features such as the amount of heteroatom doped, current

density, and structural properties (e.g., specific surface area).

However, instead of the conventional linear function assigned for

the output layer, we switched the activation function to Rectified

Linear Unit (ReLU) function (Hanin, 2019). In addition, the ANN

architecture has been expanded to a deep neural network with five

hidden layers and hundreds of hidden neurons for each layer. The

L1 and L2 regularisation are included to prevent overtraining by

adding the penalty to the loss function (Yang et al., 2023). As

illustrated in Figure 2B, the predicted capacitance profile (red line)

has a similar trend to the experimental capacitance (blue line). Even

though the precision of capacitance prediction is not high but it

produces a considerably satisfactory result with low mean squared

FIGURE 2
(A) Trained and Predicted CVs plotted in comparison with experimental CVs of different graphene flake sizes and scan rates. (B) The predicted
capacitance of heteroatom-doped graphene plottedwith experimental data. (C) Linear regression plot of predicted capacitance versus experimental
capacitance.
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error (MSE) of 0.04 (see Figure 2C), which may provide a universal

model for further usage. This result could emphasise our

preliminary suggestion that the complicated neural network

design does not guarantee training, and prediction performances.

Conclusion and outlook

In summary, various 2D materials have shown tremendous

benefit to electrochemical applications, especially in the

development of energy storage. The nanoscale capacitance of

those two-dimensional materials depends on a variety of

features such as positions (edge plane vs basal plane) or

heteroatom doping. Obviously, those features can be

projected using machine learning, which depended on

available experimental data. We successfully predicted the

cyclic voltammetry profiles of graphene with multiple flake

sizes, and capacitance of heteroatom-doped graphene, we have

found that the prediction performance of artificial neural

networks largely depends on hyperparameter tuning.

Interestingly, the complicated network does not guarantee

the precision of prediction. The simple architecture can be

powerful and provide satisfactory results with modest

computational time. However, it should be aware that the

reliability of this data-driven approach depends heavily on

the acquired data, and the challenge is sometimes the limited

size of the dataset due to the difficulty of the data acquisition

process. The understanding of fundamental concepts especially

in the nanoscale experiment is yet crucial. Thus, the coupling

between fundamental experiment and machine learning should

lead the way for the development of electrochemical

applications in the next decade.
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