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# A Green's function-based approach to the concentration tensor fields in arbitrary elastic microstructures 

Nabor Jiménez Segura ${ }^{1,2}$, Bernhard L. A. Pichler ${ }^{1}$ and Christian Hellmich ${ }^{1 *}$<br>${ }^{1}$ Institute for Mechanics of Materials and Structures (IMWS), TU Wien (Vienna University of Technology), Vienna, Austria, ${ }^{2}$ Department of Materials Science, Polytechnic University of Madrid (UPM), Madrid, Spain


#### Abstract

Computational homogenization based on FEM models is the gold standard when it comes to homogenization over a representative volume element (RVE), of socalled complex material microstructures, i.e., such which cannot be satisfactorily represented by an assemblage of homogeneous subdomains called phases. As a complement to the aforementioned models, which depend on the boundary conditions applied to the representative volume element and which, as a rule, do not give direct access to the macro-micro-relations in terms of concentration tensors, we here introduce a Green's function-based homogenization method for arbitrary inhomogeneous microstructures: Inspired by the ideas underlying traditional phase-based homogenization schemes, such as the Mori-Tanaka or the self-consistent model, the new method rests on mapping, through the strain average rule, the microscopic strain fields associated with an auxiliary problem to the macroscopic strains subjected to the RVE. Thereby, the auxiliary problem is defined on a homogeneous infinite matrix subjected to homogeneous auxiliary strains and to inhomogeneous (fluctuating) polarization stresses representing the fluctuations of the microstiffness field, i.e., the complex microstructure within the RVE. The corresponding microscopic strains appear as the solution of a Fredholm integral equation, delivering a multilinear operator linking the homogeneous auxiliary strains to the microscopic strains. This operator, together with the aforementioned mapping, eventually allows for completing the model in terms of concentration tensor and homogenized stiffness quantification. This is illustrated by example of a sinusoidally fluctuating microstructure, whereby the corresponding singular convolution integrals are analytically evaluated from the solution of the Poisson's equation, and this evaluation strategy is then analytically verified through a Cauchy principal value analysis, and numerically validated by a state-of-the-art FFT homogenization procedure. For the given example, the novel analytical method is several thousand times faster than an FTT-based computational homogenization procedure.
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## Highlights

- Macrostrains are imposed on elastic material volumes with arbitrary inhomogeneous microstructures.
- Corresponding microstrain distributions are determined in a semi-analytical fashion.
- It involves a homogeneous infinite domain with polarization stress distributions.
- This leads to a Fredholm integral equation involving the elastic Green's function.
- The solution gives access to homogenized stiffness tensors of arbitrary inhomogeneous microstructures.


## 1 Introduction-Motivation and scope

The main problem in the wide field of micromechanics of materials (Hill, 1963; Zaoui, 2002) is to quantify the effect of mechanical property distribution throughout the microstructures filling a so-called representative volume element (RVE), on the overall mechanical properties of this RVE, i.e., the properties linking the macroscopic strains (being the average over the microscopic strains inside the RVE) to the macroscopic stresses (being the average over the microscopic stresses inside the RVE). Restricting the present contribution to the case of linear elasticity, the problem comprises the following mathematical relations (Zaoui, 2002):

- geometrical boundary conditions prescribed at the boundary of the RVE, $S_{\text {RVE }}$, in the form proposed by Hashin (1983)

$$
\begin{equation*}
\underline{u}(\underline{x})=\mathbf{E} \cdot \underline{x}, \quad \forall \underline{x} \in S_{\mathrm{RVE}} \tag{1}
\end{equation*}
$$

with $\underline{x}$ denoting the microscopic location vector, with $\underline{u}$ denoting the microscopic displacement vector, and with $\mathbf{E}$ denoting the macroscopic strain tensor, which is independent of the location $\underline{x}$, see also Table 1 . The boundary conditions according to Eq. 1 imply the validity of the strain average rule (Hashin, 1963; Hashin, 1965; Hashin, 1983)

$$
\begin{equation*}
\mathrm{E}=\frac{1}{V_{\mathrm{RVE}}} \int_{V_{\mathrm{RVE}}} \boldsymbol{\varepsilon}(\underline{x}) \mathrm{d} V(\underline{x})=\langle\boldsymbol{\varepsilon}\rangle, \tag{2}
\end{equation*}
$$

where $\boldsymbol{\varepsilon}$ denotes the microscopic linearized strain tensors, defined as the symmetric part of the microscopic gradient of the displacement field $u(\underline{x})$, i.e.,

$$
\begin{align*}
\varepsilon(\underline{x})= & \frac{1}{2}\left\{\operatorname{grad}_{x} \underline{u}(\underline{x})+\left[\operatorname{grad}_{x} \underline{u}(\underline{x})\right]^{T}\right\}=\operatorname{grad}_{x}^{S} \underline{u}(\underline{x}) ; \\
& \forall \underline{x} \in V_{\mathrm{RVE}} \tag{3}
\end{align*}
$$

- the microscopic elastic law being a function of the microstructural position vector $\underline{x}$

TABLE 1 Mathematical symbols and abbreviations.
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TABLE 1 (Continued) Mathematical symbols and abbreviations.


$$
\begin{equation*}
\sigma(\underline{x})=\mathbb{C}(\underline{x}): \varepsilon(\underline{x}), \quad \forall \underline{x} \in V_{\mathrm{RVE}} \tag{4}
\end{equation*}
$$

with the microscopic stress tensor $\boldsymbol{\sigma}$ and the microscopic stiffness tensor $\mathbb{C}$.

- equilibrium conditions

$$
\begin{equation*}
\underline{\nabla}_{x} \cdot \boldsymbol{\sigma}(\underline{x})+\underline{f}(\underline{x})=0, \quad \forall \underline{x} \in V_{\mathrm{RVE}} \tag{5}
\end{equation*}
$$

where $\underline{\nabla}_{x}$ stands for the nabla operator and $\underline{f}$ denotes the volume forces;

- the equivalence of macroscopic and microscopic expressions for virtual power densities of internal forces (Jiménez Segura et al., 2022), which, together with Eq. 5, yields the well-known stress average rule as (Hill, 1963; Zaoui, 2002)

$$
\begin{equation*}
\boldsymbol{\Sigma}=\frac{1}{V_{\mathrm{RVE}}} \int_{V_{\mathrm{RVE}}} \boldsymbol{\sigma}(\underline{x}) \mathrm{d} V(\underline{x})=\langle\boldsymbol{\sigma}\rangle ; \tag{6}
\end{equation*}
$$

- the strain concentration (or downscaling) relation linking, in a multilinear way, the macroscopic to the microscopic strain field (Hill, 1963; Zaoui, 2002)

$$
\begin{equation*}
\boldsymbol{\varepsilon}(\underline{x})=\mathbb{A}(\underline{x}): \mathbf{E}, \quad \forall \underline{x} \in V_{\mathrm{RVE}}, \tag{7}
\end{equation*}
$$

where $\mathbb{A}$ is the concentration (or downscaling) tensor;

- the macroscopic elastic law, which follows from Eq. 4 and Eqs. 6, 7 as

$$
\begin{equation*}
\boldsymbol{\Sigma}=\mathbb{C}^{h o m}: \mathbf{E} \tag{8}
\end{equation*}
$$

with the homogenized stiffness tensor reading as (Hill, 1963; Zaoui, 2002)

$$
\begin{equation*}
\mathbb{C}^{h o m}=\frac{1}{V_{\mathrm{RVE}}} \int_{V_{\mathrm{RVE}}} \mathbb{C}(\underline{x}): \mathbb{A}(\underline{x}) \mathrm{d} V(\underline{x}) . \tag{9}
\end{equation*}
$$

The classical approach for making the problem of Eqs. 1-9 tractable is to restrict the discussion to $N_{r}$ homogeneous subdomains or phases within the RVE. Accordingly, the general microstiffness distribution $\mathbb{C}(\underline{x})$ is replaced by a finite number of microstiffness tensors $\mathfrak{c}_{r}, r=1, \ldots, N_{r}$, which characterize phases of different shapes, typically represented by means of ellipsoids. The strains in the latter are approximated from the solutions of Eshelby's matrixinhomogeneity problem (Eshelby, 1957), and combination of these solutions with the strain average rule specified for a finite number of phases leads to the well-known Mori-Tanaka or self-consistent models (Kröner, 1958; Mori and Tanaka, 1973; Benveniste, 1987; Benveniste et al., 1991), with many applications in a variety of disciplines, including construction and biomedical engineering (Bernard et al., 2003; Hellmich et al., 2004; Hellmich and Mang, 2005; Hofstetter et al., 2005; Fritsch and Hellmich, 2007). In this context, we note that composites with inclusions of different shapes and/or orientations may require additional symmetrization steps guaranteeing the existence of an elastic potential (Sevostianov and Kachanov, 2014; Jiménez Segura et al., 2023).

Besides this classical approach, it proved useful to introduce, within an RVE, infinitely many (non-spherical) phases, being associated with infinitely many space directions quantified through longitudinal and latitudinal Euler angles, and to associate infinitely many Eshelby problems to each of these directions (Fritsch et al., 2006). After an appropriate discretization of the involved integral expression, the microstrain state within the RVE can be represented sufficiently precisely, so as to allow for upscaling of brittle failure states from the phase-scale, up to the RVE-scale; and this has been shown again for construction and biomedical materials (Fritsch et al., 2009a; Fritsch et al., 2009b; Pichler and Hellmich, 2011; Pichler et al., 2013; Fritsch et al., 2013; Buchner et al., 2022).

Another extension of the classical composite mechanics estimates refers to coated inclusions being embedded in material matrices. A well-known way to approach this problem concerns
the extension of Eshelby's matrix-inclusion problem to a coated inclusion (where the coating may consist of numerous layers, forming an $n$-layered assemblage (Hervé and Zaoui, 1993; Lipinski et al., 2006)), and then resort to classical combination with the strain average rule, the latter being fed with the inclusion (or core) strains, the layer strains, and the matrix strains. Such models have been very helpful to decipher the mechanical behavior of bone-scaffold composites in tissue engineering (Bertrand and Hellmich, 2009) and of the interfacial transition zone in concrete (Königsberger et al., 2018). Recently, Xu and coworkers proposed a surprisingly simple mathematical alternative to the use of the multiply coated inclusion problem, namely, the repeated use of the Mori-Tanaka estimate, with sequential homogenization of, at a time, one inclusion and one layer playing the role of a matrix; and they successfully applied this strategy to polymer nanocomposites (Xu et al., 2017; Xu et al., 2018), mortar (Xu et al., 2019), and concrete (Xu et al., 2018; Guo et al., 2022).

Still, there is interest in homogenizing over non-uniform stiffness distributions $\mathfrak{c}(\underline{x})$; or in other words, over microheterogeneous materials with complex microstructures, i.e., such microstructures which cannot be satisfactorily represented by an assemblage of phases as mentioned before. In this context, the most popular approach is based on the Finite Element Method - FEM (Zienkiewicz et al., 2005). It involves discretizing the RVE into very many finite elements, and subjecting it to suitable boundary conditions (Moës et al., 2003; Pahr and Zysset, 2008; Scheiner et al., 2009; Grimal et al., 2011). The latter may be homogeneous, as in Eq. 1, or periodic. This type of analysis, often referred to as computational homogenzation, has been applied to a variety of problems, including woven textures (Moës et al., 2003), bone microstructure (Pahr and Zysset, 2008; Grimal et al., 2011), tissue engineering scaffolds (Scheiner et al., 2009), and fiberreinforced ultra-high performance concrete (Feng et al., 2022). Corresponding results depend on both the discretization level and the chosen boundary conditions, which requires careful sensitivity analyses to be carried out when aiming at quantitatively reliable results. Also, the computational effort increases with the square of the degrees of freedom, rendering a detailed representation of the microstructure as computationally very expensive. As a remedy to both the discretization and the CPU challenges, FFTbased homogenization schemes based on the Lippmann-Schwinger equation (Lippmann and Schwinger, 1950) have emerged as an interesting alternative to the FEM, in particular so when it comes to image-based computational homogenization (Moulinec and Suquet, 1998; Brisard and Dormieux, 2010; Cai et al., 2019). Such FFT methods are based on a voxel representation of the microstructure, with the elastic properties being constant over one voxel.

Yet, directing our attention back to Eqs. 1-9, we observe that both FEM and FFT-based homogenization techniques primarily focus on the homogenized stiffness tensor $\mathbb{C}^{h o m}$, somewhat neglecting the concentration tensor field $\mathbb{A}$. However, the latter quantity, giving access to microsopic stress and strain fields, is of great interest as well, in particular so as concerns upscaling of elastobrittle material behavior (Fritsch et al., 2009a; Sanahuja et al., 2010; Fritsch et al., 2013; Königsberger et al., 2018; Wolfram et al., 2022),
or of eigenstrains and eigenstresses (Levin, 1967; Rosen and Hashin, 1970; Wang et al., 2018).

This motivates the present paper, presenting a novel way to derive strain concentration tensor fields $\mathbb{A}(\underline{x})$, from a given microstiffness distribution $\mathfrak{C}(\underline{x})$ characterizing an arbitrary inhomogeneous microstructure. For this purpose, we adopt a key idea underlying the classical phase-based homogenization approaches such as the Mori-Tanaka or the self-consistent scheme, namely, the introduction of an auxiliary problem defined on an infinite elastic domain, and the suitable combination of such an auxiliary problem with the strain average rule of Eq. 2. In this way, we can resort to fundamental elastic solutions in the form of Green's functions, while also circumventing the rather awkward dependence of homogenization results on the chosen boundary conditions, as encountered with FEM-based computational homogenization approaches. Accordingly, the paper is organized as follows: Section 2 introduces an auxiliary problem on an infinite elastic domain, and its relation to the strain average rule reflecting the geometrical compatibility throughout the microscopically finite RVE. Section 3 covers a Green's function-based solution to the auxiliary problem of Section 2. Section 4 presents the first Green's function-based expression of the strain concentration tensor field in an arbitrary inhomogeneous microstructure. After an illustrative example for a microstructure with sinusoidally fluctuating bulk moduli, given in Section 5, and a Discussion in Section 6, the paper is concluded in Section 7.

## 2 An auxiliary problem on an infinite domain, and its relation to the RVE

Traditional phase-based micromechanical approaches, such as the Mori-Tanaka or the self-consistent estimates, are built on the solution of Eshelby's matrix-inhomogeneity problem, where an ellipsoidal inhomogeneity of a specific stiffness is embedded into an infinite matrix of yet another stiffness. The latter matrix is remotely subjected to some auxiliary strains $\mathbf{E}^{0}$. The solution of Eshelby (1957) then relates the auxiliary strains to the homogeneous strains $\boldsymbol{\varepsilon}^{I}$ in the inhomogeneity, according to

$$
\begin{equation*}
\boldsymbol{\varepsilon}^{I}=\mathbb{A}^{0, I}: \mathbf{E}^{0}, \tag{10}
\end{equation*}
$$

with $\mathbb{A}^{0, I}$ as the concentration tensor associated with inhomogeneity $I$ embedded in an infinite matrix subjected to $\mathbf{E}^{0} . \mathbb{A}^{0, I}$ depends on the stiffness contrast between inhomogeneity and matrix, as well as on the shape of the inhomogeneity and its orientation with respect to the material directions of the matrix. In the traditional approach, $\boldsymbol{\varepsilon}^{I}$ is then associated to strains in an ellipsoidal phase inside the RVE, and different inhomogeneities which are all embedded in the same type of matrix are introduced so as to consider different phases within the RVE.

However, as we presently wish to go beyond phase assemblages, we need to extend the auxiliary problem of Eq. 10 beyond homogeneous ellipsoidal domain-related strain $\boldsymbol{\varepsilon}^{I}$ and, instead, introduce a general strain field of the form

$$
\begin{equation*}
\boldsymbol{\varepsilon}(\underline{x})=\mathbb{A}^{0}(\underline{x}): \mathbf{E}^{0} \tag{11}
\end{equation*}
$$

with $\mathbb{A}^{0}$ as a concentration tensor field associated with an arbitrary inhomogeneous microstructure represented by a stiffness


FIGURE 1
Illustration of elements making up the new homogenization scheme: (A) infinite homogeneous elastic matrix of stiffness $\mathbb{C}^{0}$ subjected to background (auxiliary) strains $\mathbf{E}^{0}$; (B) same matrix undergoing equilibrated (polarization) stresses which are equivalent to the effect of fluctuations $\left(\mathbb{C}(\underline{x})-\mathbb{C}^{0}\right.$ ) in microstiffness, $\mathbb{C}(\underline{x})$, around the homogeneous stiffness $\mathbb{C}^{0},(C)$ sum of load cases $(A)$ and $(B)$; (D) selection of corresponding microstrains and microstiffnesses within a finite domain (RVE) characterizing the microheterogeneous material; (E) strain averaging over RVE, with $\langle\bullet\rangle=\frac{1}{V_{\mathrm{RVE}}} \int_{V_{\mathrm{RVE}}} \bullet(\underline{x}) \mathrm{d} V(\underline{x})$, and corresponding concentration and homogenization formulae; (F) macroscopic elastic representation of RVE.
distribution $\mathfrak{c}(\underline{x})$, spreading throughout an infinite domain, see Figure 1C. The stiffness distribution is considered as fluctuation around a homogeneous stiffness $\mathbb{C}^{0}$. The strains $\boldsymbol{\varepsilon}(\underline{x})$ then consist of two portions: (i) auxiliary strains $\mathbf{E}^{0}$ prevailing in the homogeneous infinite domain of stiffness $\mathbb{C}^{0}$, see Figure 1 A , and (ii) fluctuations around $\mathbf{E}^{0}$ which arise from the fluctuations in the stiffness field, $\left[\mathbb{C}(\underline{x})-\mathbb{C}^{0}\right]$, see Figure 1B. These strains can be derived from the Green's functions known for elastic matrices, together with the concept of polarization stresses introduced by Eshelby, as will be detailed in Section 3. We are left with relating the new auxiliary problem of Eq. 11 to the RVE. Therefore, we consider a finite domain of $\mathfrak{c}(\underline{x})$ which is statistically representative of the microstructure within the RVE, we identify the volume of this domain with the volume of the RVE, see Figure 1D, and we then apply the strain average rule of Eq. 2, which yields in combination with Eq. 11 that

$$
\begin{align*}
& \mathbf{E}=\left[\frac{1}{V_{\mathrm{RVE}}} \int_{V_{\mathrm{RVE}}} \mathbb{A}^{0}(\underline{x}) \mathrm{d} V(\underline{x})\right]: \mathbf{E}^{0}=\mathbb{M}^{-1}: \mathbf{E}^{0} \\
\Rightarrow & \mathbb{M}=\left[\frac{1}{V_{\mathrm{RVE}}} \int_{V_{\mathrm{RVE}}} \mathbb{A}^{0}(\underline{x}) \mathrm{d} V(\underline{x})\right]^{-1}, \tag{12}
\end{align*}
$$

with $\mathbb{M}$ as the RVE-to-auxiliary strain conversion tensor. Multiplication from the left, of Eq. 12 with $\mathbb{M}$, and insertion of the corresponding result into Eq. 11, yields

$$
\begin{equation*}
\boldsymbol{\varepsilon}(\underline{x})=\mathbb{A}^{0}(\underline{x}):\left[\frac{1}{V_{\mathrm{RVE}}} \int_{V_{\mathrm{RVE}}} \mathbb{A}^{0}(\underline{x}) \mathrm{d} V(\underline{x})\right]^{-1}: \mathbf{E}, \tag{13}
\end{equation*}
$$

and comparison of Eq. 13 with Eq. 7 yields the strain concentration tensor as

$$
\begin{equation*}
\mathbb{A}(\underline{x})=\mathbb{A}^{0}(\underline{x}):\left[\frac{1}{V_{\mathrm{RVE}}} \int_{V_{\mathrm{RVE}}} \mathbb{A}^{0}(\underline{x}) \mathrm{d} V(\underline{x})\right]^{-1}=\mathbb{A}^{0}(\underline{x}): \mathbb{M}, \tag{14}
\end{equation*}
$$

and when considering, in addition, Eq. 9, the homogenized stiffness tensor is eventually retrieved as

$$
\begin{align*}
\mathbb{C}^{\text {hom }}= & {\left[\frac{1}{V_{\mathrm{RVE}}} \int_{V_{\mathrm{RVE}}} \mathbb{C}(\underline{x}): \mathbb{A}^{0}(\underline{x}) \mathrm{d} V(\underline{x})\right]: } \\
& {\left[\frac{1}{V_{\mathrm{RVE}}} \int_{V_{\mathrm{RVE}}} \mathbb{A}^{0}(\underline{x}) \mathrm{d} V(\underline{x})\right]^{-1}, } \tag{15}
\end{align*}
$$

see Figures 1E, F. Eq. 15 can be reformulated by setting $\mathfrak{c}(\underline{x})=\mathbb{C}^{0}+$ $\left[\mathfrak{c}(\underline{x})-\mathbb{C}^{0}\right]$, which yields

$$
\begin{align*}
\mathbb{C}^{h o m}= & \mathbb{C}^{0}+\left[\frac{1}{V_{\mathrm{RVE}}} \int_{V_{\mathrm{RVE}}}\left[\mathfrak{C}(\underline{x})-\mathbb{C}^{0}\right]: \mathbb{A}^{0}(\underline{x}) \mathrm{d} V(\underline{x})\right]: \\
& {\left[\frac{1}{V_{\mathrm{RVE}}} \int_{V_{\mathrm{RVE}}} \mathbb{A}^{0}(\underline{x}) \mathrm{d} V(\underline{x})\right]^{-1} } \tag{16}
\end{align*}
$$

We are left with the determination of $\mathbb{A}^{0}(\underline{x})$. Therefore, we will first link this property to the elastic Green's function (Section 3), and provide a Green's function-based expression of the strain concentration tensor field in an arbitrary inhomogeneous
microstructure (Section 4), before giving an illustrative example (Section 5).

## 3 Green's function-based solution to the auxiliary problem of the infinite matrix with arbitrary inhomogeneous microelasticity distributions

In order to determine the concentration tensor field $\mathbb{A}^{0}(\underline{x})$ of our new auxiliary problem, we use the method of Green's functions (Fredholm, 1900; Ting and Lee, 1997). This method is only applicable for homogeneous elastic spaces, which motivates us to adapt a famous idea of Eshelby (1957), which concerns the equivalence of an inhomogeneous elasticity distribution to a homogeneous elastic space subjected to inhomogeneous polarization stresses $\boldsymbol{\tau}$. Mathematically speaking, the constitutive law of Eq. 4 is re-cast into the format (Willis, 1977)

$$
\begin{equation*}
\boldsymbol{\sigma}(\underline{x})=\mathbb{C}^{0}: \boldsymbol{\varepsilon}(\underline{x})+\boldsymbol{\tau}(\underline{x}) . \tag{17}
\end{equation*}
$$

Equating Eq. 17 with Eq. 4 yields

$$
\begin{equation*}
\boldsymbol{\tau}(\underline{x})=\left[\mathfrak{c}(\underline{x})-\mathbb{C}^{0}\right]: \varepsilon(\underline{x}), \tag{18}
\end{equation*}
$$

see Figure 1B. Inserting the displacement-to-strain conversion relation of Eq. 3 into the equivalent constitutive law of Eq. 17, followed by inserting the corresponding result into the equilibrium condition of Eq. 5 yields

$$
\begin{equation*}
\underline{\nabla}_{x} \cdot\left[\mathbb{C}^{0}: \operatorname{grad}_{x}^{S} \underline{u}(\underline{x})\right]=-\left[\underline{f}(\underline{x})+\underline{\nabla}_{x} \cdot \boldsymbol{\tau}(\underline{x})\right] . \tag{19}
\end{equation*}
$$

The solution of the linear partial differential Eq. 19, $\underline{u}(\underline{x})$, is the sum of the homogeneous solution $\underline{u}_{h}$ and the particular solution $\underline{u}_{p}$,

$$
\begin{equation*}
\underline{u}(\underline{x})=\underline{u}_{h}(\underline{x})+\underline{u}_{p}(\underline{x}), \tag{20}
\end{equation*}
$$

whereby

- the homogeneous solution $\underline{u}_{h}(\underline{x})$ satisfies the homogeneous linear partial differential equation

$$
\begin{equation*}
\underline{\nabla}_{x} \cdot\left[\mathbb{C}^{0}: \operatorname{grad}^{S} \underline{u}_{h}(\underline{x})\right]=0, \tag{21}
\end{equation*}
$$

with the inhomogeneous boundary conditions

$$
\begin{equation*}
\underline{u}_{h}(\underline{x})=\mathbf{E}^{0}(\underline{X}) \cdot \underline{x}, \quad \forall|\underline{x}| \rightarrow \infty ; \tag{22}
\end{equation*}
$$

- and the particular solution $\underline{u}_{p}(\underline{x})$ satisfies the inhomogeneous linear partial differential equation

$$
\begin{equation*}
\underline{\nabla}_{x} \cdot\left[\mathbb{C}^{0}: \operatorname{grad}^{S} \underline{u}_{p}(\underline{x})\right]=-\left[\underline{f}(\underline{x})+\underline{\nabla}_{x} \cdot \boldsymbol{\tau}(\underline{x})\right], \tag{23}
\end{equation*}
$$

with homogeneous boundary conditions

$$
\begin{equation*}
\underline{u}_{p}(\underline{x})=0, \quad \forall|\underline{x}| \rightarrow \infty . \tag{24}
\end{equation*}
$$

The homogeneous solution reads as

$$
\begin{equation*}
\underline{u}_{h}(\underline{x})=\mathbf{E}^{0}(\underline{X}) \cdot \underline{x}, \quad \underline{x} \in \mathbb{R}^{3} . \tag{25}
\end{equation*}
$$

The particular solution can be given in the form

$$
\begin{equation*}
\underline{u}_{p}(\underline{x})=\int_{\mathbb{R}^{3}} \mathbf{G}(\underline{x}-\underline{y}) \cdot\left\{\underline{f}(\underline{y})+\underline{\nabla}_{y} \cdot \boldsymbol{\tau}(\underline{y})\right\} \mathrm{d} V(\underline{y}), \tag{26}
\end{equation*}
$$

where $\mathbf{G}(\underline{x}-y)$ denotes the displacement-related Green's function tensor, satisfying the differential equation (Kneer, 1965; Ting and Lee, 1997; Tonon et al., 2001; Xie et al., 2016)

$$
\begin{equation*}
\underline{\nabla}_{x} \cdot\left[\mathbb{C}^{0}: \operatorname{grad}_{x}^{S} \mathbf{G}(\underline{x}-\underline{y})\right]=-\mathbf{1} \delta(\underline{x}-\underline{y}), \tag{27}
\end{equation*}
$$

with boundary conditions

$$
\begin{equation*}
\mathbf{G}(\underline{x}-\underline{y})=0, \quad \forall|\underline{x}| \rightarrow \infty . \tag{28}
\end{equation*}
$$

In Eq. 27, $\mathbf{1}$ denotes the second-order identity tensor and $\delta$ denotes the Dirac function, with the following properties.

$$
\begin{align*}
& \delta(\underline{x})=0 \text { for } \underline{x} \neq 0,  \tag{299}\\
& \delta(\underline{x})=\infty \text { for } \underline{x}=0,  \tag{30}\\
& \int_{\mathbb{R}^{3}} \delta(\underline{x}) \mathrm{d} V(\underline{x})=1 . \tag{31}
\end{align*}
$$

The last term in Eq. 26 can be transformed by means of the chain rule, the divergence theorem, and the boundary condition given through Eq. 28, yielding

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \mathbf{G}(\underline{x}-\underline{y}) \cdot \underline{\nabla}_{y} \cdot \boldsymbol{\tau}(\underline{y}) \mathrm{d} V(\underline{y})=-\int_{\mathbb{R}^{3}}\left[\operatorname{grad}_{y} \mathbf{G}(\underline{x}-\underline{y})\right]: \tau(\underline{y}) \mathrm{d} V(\underline{y}) . \tag{32}
\end{equation*}
$$

Insertion of Eq. 32 into Eq. 26, adding the respective result to Eq. 25, and using the obtained expression $\underline{u}(\underline{x})$ in Eq. 3 yield the microscopic strain field throughout the RVE as

$$
\begin{equation*}
\boldsymbol{\varepsilon}(\underline{x})=\mathbf{E}^{0}+\int_{\mathbb{R}^{3}} \mathcal{G}(\underline{x}-\underline{y}) \cdot \underline{f}(\underline{y}) \mathrm{d} V(\underline{y})-\int_{\mathbb{R}^{3}} \mathbb{G}(\underline{x}-\underline{y}): \tau(\underline{y}) \mathrm{d} V(\underline{y}) . \tag{33}
\end{equation*}
$$

In Eq. 33, the following gradients of the Green's functions were explicitly introduced

$$
\begin{gather*}
\mathcal{G}(\underline{x}-\underline{y})=\operatorname{grad}_{x}^{S} \mathbf{G}(\underline{x}-\underline{y}),  \tag{34}\\
\mathbb{G}(\underline{x}-\underline{y})=\operatorname{grad}_{x}^{S} \operatorname{grad}_{y} \mathbf{G}(\underline{x}-\underline{y}) . \tag{35}
\end{gather*}
$$

Considering cases where, in Eq. 33, the effect of polarization stresses clearly outweighs that of volume forces, and inserting the polarization stress expression of Eq. 18 into Eq. 33 yields

$$
\begin{equation*}
\boldsymbol{\varepsilon}(\underline{x})=\mathbf{E}^{0}-\int_{\mathbb{R}^{3}} \mathbb{G}(\underline{x}-\underline{y}):\left[\mathbb{C}(\underline{y})-\mathbb{C}^{0}\right]: \varepsilon(\underline{y}) \mathrm{d} V(\underline{y}) . \tag{36}
\end{equation*}
$$

Eq. 36 is an implicit integral equation for the microscopic strain field, as the latter appears both as a separate term and part of an integrand in a volume integral over the infinite elastic domain. More precisely, the microstrains are the solution of a Fredholm equation of the second kind (Fredholm, 1900). The solution of Eq. 36 is found by means of an infinitely often repeated substitution process
concerning $\boldsymbol{\varepsilon}(y)$ in the integral of Eq. 36. Accordingly, the term $\varepsilon(y)$ in the integral of Eq. 36 is numbered in a way reflecting these insertion processes, namely, by $\boldsymbol{\varepsilon}\left(y^{(i)}\right), i=1,2, \ldots, \infty$.

As a starting point, Eq. 36 is specified for $\underline{y}=\underline{y}^{(1)}$ in the integral of Eq. 36, yielding

$$
\begin{equation*}
\boldsymbol{\varepsilon}(\underline{x})=\mathbf{E}^{0}-\int_{\mathbb{R}^{3}} \mathbb{G}\left(\underline{x}-\underline{y}^{(1)}\right):\left[\mathbb{C}\left(\underline{y}^{(1)}\right)-\mathbb{C}^{0}\right]: \varepsilon\left(\underline{y}^{(1)}\right) \mathrm{d} V\left(\underline{y}^{(1)}\right) \tag{37}
\end{equation*}
$$

In order to come up with an expression for $\boldsymbol{\varepsilon}\left(y^{(1)}\right)$ to be inserted into the integral in Eq. 37, we specify Eq. 37 for $\underline{y}^{(\overline{1)}}=\underline{y}^{(2)}$ and for $\underline{x}=\underline{y}^{(1)}$, yielding

$$
\begin{align*}
\boldsymbol{\varepsilon}\left(\underline{y}^{(1)}\right)= & \mathbf{E}^{0}-\int_{\mathbb{R}^{3}} \mathbb{G}\left(\underline{y}^{(1)}-\underline{y}^{(2)}\right): \\
& {\left[\mathbb{C}\left(\underline{y}^{(2)}\right)-\mathbb{C}^{0}\right]: \varepsilon\left(\underline{y}^{(2)}\right) \mathrm{d} V\left(\underline{y}^{(2)}\right) . } \tag{38}
\end{align*}
$$

Insertion of Eq. 38 into Eq. 37 yields

$$
\begin{align*}
\boldsymbol{\varepsilon}(\underline{x})= & \left\{\mathbb{I}-\int_{\mathbb{R}^{3}} \mathbb{G}\left(\underline{x}-\underline{y}^{(1)}\right):\left[\mathbb{C}\left(\underline{y}^{(1)}\right)-\mathbb{C}^{0}\right] \mathrm{d} V\left(\underline{y}^{(1)}\right)\right\}: \mathbf{E}^{0} \\
& +\int_{\mathbb{R}^{3}} \mathbb{G}\left(\underline{x}-\underline{y}^{(1)}\right):\left[\mathbb{C}\left(\underline{y}^{(1)}\right)-\mathbb{C}^{0}\right]: \\
& \int_{\mathbb{R}^{3}} \mathbb{G}\left(\underline{y}^{(1)}-\underline{y}^{(2)}\right):\left[\mathbb{C}\left(\underline{y}^{(2)}\right)-\mathbb{C}^{0}\right]: \\
& \boldsymbol{\varepsilon}\left(\underline{y}^{(2)}\right) \mathrm{d} V\left(\underline{y}^{(2)}\right) \mathrm{d} V\left(\underline{y}^{(1)}\right) \tag{39}
\end{align*}
$$

where II is the symmetric fourth-order identity tensor. We now generalize this idea, in order to come up with the strain field for the $(\alpha)$-th step of the substitution process, $\boldsymbol{\varepsilon}\left(y^{(\alpha)}\right)$. For this purpose, we specify Eq. 37 for $\underline{x}=y^{(\alpha)}$ and $\underline{y}^{(1)}=y^{(\overline{\alpha+1)}}$. Repeating this process over and over again gives access to a relation involving an auxiliary macrostrain concentration tensor field $\mathbb{A}^{0}(\underline{x})$ and a residual term comprising the implicit strain field $\mathbf{R}\left[\underline{x}, \boldsymbol{\varepsilon}\left(y^{(N)}\right)\right]$, reading as

$$
\begin{equation*}
\boldsymbol{\varepsilon}(\underline{x})=\mathbb{A}^{0}(\underline{x}): \mathbf{E}^{0}+\mathbf{R}\left[\underline{x}, \boldsymbol{\varepsilon}\left(\underline{y}^{(N)}\right)\right] . \tag{40}
\end{equation*}
$$

In more detail, the concentration tensor field reads as

$$
\begin{equation*}
\mathbb{A}^{0}(\underline{x})=\mathbb{I}+\sum_{n=1}^{N}(-1)^{n} \mathbb{A}_{n}^{0}(\underline{x}) \tag{41}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbb{A}_{1}^{0}(\underline{x})=\int_{\mathbb{R}^{3}} \mathbb{G}(\underline{x}-\underline{y}):\left[\mathbb{C}(\underline{y})-\mathbb{C}^{0}\right] \mathrm{d} V(\underline{y}) \tag{42}
\end{equation*}
$$

and, for $n>1$,

$$
\begin{align*}
\mathbb{A}_{n}^{0}(\underline{x})= & \int_{\mathbb{R}^{3}} \ldots \int_{\mathbb{R}^{3}} \mathbb{G}\left(\underline{x}^{n}-\underline{y}^{(1)}\right): \\
& \prod_{i=2}^{n}\left\{\left[\mathbb{C}\left(\underline{y}^{(i-1)}\right)-\mathbb{C}^{0}\right]: \mathbb{G}\left(\underline{y}^{(i-1)}-\underline{y}^{(i)}\right)\right\}: \\
& {\left[\mathbb{C}\left(\underline{y}^{(n)}\right)-\mathbb{C}^{0}\right] \mathrm{d} V\left(\underline{y}^{(n)}\right) \ldots \mathrm{d} V\left(\underline{y}^{(1)}\right) } \\
& \forall n \in[2, \infty) \tag{43}
\end{align*}
$$

The residual term after $N$ iterations reads as

$$
\begin{align*}
\mathbf{R}\left[\underline{x}, \boldsymbol{\varepsilon}\left(\underline{y}^{(N)}\right)\right]= & \int_{\mathbb{R}^{3}} \ldots \int_{\mathbb{R}^{3}} \mathbb{G}\left(\underline{x}-\underline{y}^{(1)}\right): \\
& \prod_{i=2}^{N}\left\{\left[\mathbb{C}\left(\underline{y}^{(i-1)}\right)-\mathbb{C}^{0}\right]: \mathbb{G}\left(\underline{y}^{(i-1)}-\underline{y}^{(i)}\right)\right\}: \\
& {\left[\mathbb{C}\left(\underline{y}^{(N)}\right)-\mathbb{C}^{0}\right]: \varepsilon\left(\underline{y}^{(N)}\right) } \\
& \times \mathrm{d} V\left(\underline{y}^{(N)}\right) \ldots \mathrm{d} V\left(\underline{y}^{(1)}\right) \tag{44}
\end{align*}
$$

Note that for $N \rightarrow \infty, \mathbf{R}\left[\underline{x}, \boldsymbol{\varepsilon}\left(\underline{y}^{(N)}\right)\right] \rightarrow 0$, provided the following requirement is met:

$$
\begin{align*}
& \int_{\mathbb{R}^{3}} G_{i j k \ell}\left(\underline{y}^{(\alpha-1)}-\underline{y}^{(\alpha)}\right)\left[c_{k \ell m n}\left(\underline{y}^{(\alpha)}\right)-C_{k \ell m n}^{0}\right] \\
& \quad \times G_{m n p q}\left(\underline{y}^{(\alpha)}-\underline{y}^{(\alpha+1)}\right) \mathrm{d} V\left(\underline{y}^{(\alpha)}\right)<1, \quad \forall \underline{y}^{(\alpha-1)}, \underline{y}^{(\alpha+1)} \in V_{\mathrm{RVE}} \tag{45}
\end{align*}
$$

for an arbitrary $\alpha$.

## 4 Green's function-based expression of the RVE-related strain concentration tensor field in an arbitrarily inhomogeneous microstructure

After obtaining an analytic expression for the auxiliary strain concentration tensor field $\mathbb{A}^{0}$, see Eq. 41 , analytic derivations of the RVE-related quantities are formulated according to Section 2. First, the auxiliary-to-RVE strain concentration follows from Eq. 12. Substitution of $\underline{x}$ by $\underline{y}^{(0)}$, which is integrated over the volume of the RVE, $V_{\text {RVE }}$, (while every other $\underline{y}^{(i)}$ is integrated over the entire space, $\mathbb{R}^{3}$ ), allows for the following expression

$$
\begin{align*}
\mathbb{M}= & {\left[\mathbb{I}+\sum_{n=1}^{N} \frac{(-1)^{n}}{V_{\mathrm{RVE}}} \iint_{V_{\mathrm{RVE}}} \int_{\mathbb{R}^{3}} \ldots \int_{\mathbb{R}^{3}} \prod_{i=1}^{n}\right.} \\
& \left\{\mathbb{G}\left(\underline{y}^{(i-1)}-\underline{y}^{(i)}\right):\left[\mathbb{C}\left(\underline{y}^{(i)}\right)-\mathbb{C}^{0}\right]\right\} \\
& \left.\times \mathrm{d} V\left(\underline{y}^{(n)}\right) \ldots \mathrm{d} V\left(\underline{y}^{(0)}\right)\right]^{-1} \tag{46}
\end{align*}
$$

Thus, a comprehenive integral format for the strain concentration tensor field is obtained from inserting Eqs. 41-43 and Eq. 46 into Eq. 14, yielding

$$
\begin{align*}
\mathbb{A}(\underline{x})= & {\left[\mathbb{I}-\int_{\mathbb{R}^{3}} \mathbb{G}(\underline{x}-\underline{y}):\left[\mathbb{C}(\underline{y})-\mathbb{C}^{0}\right] \mathrm{d} V(\underline{y})\right.} \\
& +\sum_{n=2}^{N}(-1)^{n} \int_{\mathbb{R}^{3}} \ldots \int_{\mathbb{R}^{3}} \mathbb{G}\left(\underline{x}-\underline{y}^{(1)}\right): \\
& \prod_{i=2}^{n}\left\{\left[\mathbb{C}\left(\underline{y}^{(i-1)}\right)-\mathbb{C}^{0}\right]: \mathbb{G}\left(\underline{y}^{(i-1)}-\underline{y}^{(i)}\right)\right\}: \\
& {\left.\left[\mathbb{C}\left(\underline{y}^{(n)}\right)-\mathbb{C}^{0}\right] \mathrm{d} V\left(\underline{y}^{(n)}\right) \ldots \mathrm{d} V\left(\underline{y}^{(1)}\right)\right]: } \\
& {\left[\mathbb{I}+\sum_{n=1}^{N} \frac{(-1)^{n}}{V_{\operatorname{RVE}}} \int_{V_{\operatorname{RVER}}} \int_{\mathbb{R}^{3}} \prod_{i=1}^{n}\right.} \\
& \left\{\mathbb{G}\left(\underline{y}^{(i-1)}-\underline{y}^{(i)}\right):\left[\mathbb{C}\left(\underline{y}^{(i)}\right)-\mathbb{C}^{0}\right]\right\} \\
& \left.\times \mathrm{d} V\left(\underline{y}^{(n)}\right) \ldots \mathrm{d} V\left(\underline{y^{(0)}}\right)\right]^{-1} . \tag{47}
\end{align*}
$$

Lastly, the homogenized stiffness tensor, in terms of Green's functions, is obtained inserting Eq. 47 into Eq. 15. The resulting expression can be simplified by the substitution of $\underline{x}$ by $\underline{y}^{(0)}$, yielding

$$
\begin{align*}
\mathbb{C}_{\text {hom }}= & \mathbb{C}^{0}+\left[\frac{1}{V_{\mathrm{RVE}}} \int_{V_{\mathrm{RVE}}}\left[\mathbb{C}\left(\underline{y}^{(0)}\right)-\mathbb{C}^{0}\right] \mathrm{d} V\left(\underline{y}^{(0)}\right)+\right. \\
& \sum_{n=1}^{N} \frac{(-1)^{n}}{V_{\mathrm{RVE}}} \int_{V_{\mathrm{RVER}}} \int_{\mathbb{R}^{3} \mathbb{R}^{3}} \int_{i=1}^{n} \prod^{n} \\
& \left\{\left[\mathbb{C}\left(\underline{y}^{(i-1)}\right)-\mathbb{C}^{0}\right]: \mathbb{G}\left(\underline{y}^{(i-1)}-\underline{y}^{(i)}\right)\right\} \\
& {\left.\left[\mathbb{C}\left(\underline{y}^{(n)}\right)-\mathbb{C}^{0}\right] \mathrm{d} V\left(\underline{y}^{(n)}\right) \ldots \mathrm{d} V\left(\underline{y}^{(0)}\right)\right]: } \\
& {\left[\mathbb{I}+\sum_{n=1}^{N} \frac{(-1)^{n}}{V_{\mathrm{RVE}^{\prime}}} \int_{V_{\mathrm{RVER}^{3}}} \int \ldots \int_{\mathbb{R}^{3}} \prod_{i=1}^{n}\right.} \\
& \left\{\mathbb{G}\left(\underline{y}^{(i-1)}-\underline{y}^{(i)}\right):\left[\mathbb{C}\left(\underline{y}^{(i)}\right)-\mathbb{C}^{0}\right]\right\} \\
& \left.\times \mathrm{d} V\left(\underline{y}^{(n)}\right) \ldots \mathrm{d} V\left(\underline{y}^{(0)}\right)\right]^{-1} . \tag{48}
\end{align*}
$$

## 5 Illustrative example: Microstructure with sinusoidally fluctuating bulk moduli

### 5.1 Complex microstructure with sinusoidally fluctuating microscopic bulk modulus

In order to illustrate the applicability of the novel integral expressions of Eqs. 41-43, we resort to the Green's function for an infinitely extended isotropic elastic body with bulk modulus $k_{0}$ and Poisson's ratio $v_{0}$; it reads as (Dvorak, 2012)

$$
\begin{align*}
\mathbf{G}(\underline{x}-\underline{y})= & \frac{\left(1+v_{0}\right)}{6 \pi k_{0}\left(1-2 v_{0}\right)} \mathbf{1} \frac{1}{|\underline{x}-\underline{y}|} \\
& -\frac{\left(1+v_{0}\right)}{24 \pi k_{0}\left(1-v_{0}\right)\left(1-2 v_{0}\right)}\left(\operatorname{grad}_{x} \operatorname{grad}_{x}|\underline{x}-\underline{y}|\right) \tag{49}
\end{align*}
$$

where, with respect to the actual formula (4.5.12) given on page 107 of (Dvorak, 2012), we consider $k_{0}=\frac{2 \mu_{0}\left(1+v_{0}\right)}{3\left(1-2 v_{0}\right)}$, with $\mu_{0}$ being the shear modulus. Moreover, we consider a sinusoidal stiffness distribution across this infinitely extended body, according to

$$
\begin{equation*}
\mathbb{C}(\underline{x})=\mathbb{C}^{0}+3 \Delta k \sin \left(\frac{2 \pi}{\lambda_{1}} x_{1}\right) \sin \left(\frac{2 \pi}{\lambda_{2}} x_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} x_{3}\right) \mathbb{I}^{v o l} \tag{50}
\end{equation*}
$$

where $x_{1}, x_{2}$, and $x_{3}$ are the components of location vector $\underline{x}$ with respect to an orthonormal base frame $e_{1}, e_{2}, e_{3}$, such that $\underline{x}=x_{1} \underline{e}_{1}+x_{2} \underline{e}_{2}+x_{3} \underline{e}_{3}$, and $\mathbb{I}^{\text {vol }}$ stands for the volumetric part of the symmetric fourth-order unity tensor II. The latter has the components $I_{i j r s}=1 / 2\left(\delta_{i r} \delta_{j s}+\delta_{i s} \delta_{j r}\right)$, while the former reads as $\mathbb{I}^{v o l}=1 / 3(\mathbf{1} \otimes \mathbf{1})$, with components $I_{i j k \ell}^{v o l}=1 / 3\left(\delta_{i j} \delta_{k \ell}\right)$, where $\mathbf{1}$ is the second-order unity tensor with the Kronecker delta $\delta_{i j}$ as its components. $\Delta k$ is a parameter which scales the stiffness variance and $\lambda_{i}$ sets the size of one fluctuation in direction $i$.

### 5.2 Normal strain-related components of $\mathbb{A}^{0}(\underline{x})$

The auxiliary strain downscaling tensor $\mathbb{A}^{0}(\underline{x})$ is the result of the sum of an infinite series, see Eq. 41. The first term of this series,
$\mathbb{A}_{1}^{0}(\underline{x})$, is defined through Eq. 42, so that consideration of Eq. 50 yields the component 1111 of $\mathbb{A}_{1}^{0}$ as

$$
\begin{align*}
A_{1,1111}^{0}(\underline{x})= & \sum_{h=1}^{3} \sum_{\ell=1}^{3} \int_{\mathbb{R}^{3}} G_{11 h e h e}(\underline{x}-\underline{y})\left[3 \Delta k \sin \left(\frac{2 \pi}{\lambda_{1}} y_{1}\right)\right. \\
& \left.\times \sin \left(\frac{2 \pi}{\lambda_{2}} y_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} y_{3}\right) I_{h \ell 11}^{v o l}\right] \mathrm{d} V(\underline{y}) \\
= & \Delta k \sum_{\ell=1}^{3} \int_{\mathbb{R}^{3}} G_{11 \ell \ell}(\underline{x}-\underline{y}) \sin \left(\frac{2 \pi}{\lambda_{1}} y_{1}\right) \\
& \times \sin \left(\frac{2 \pi}{\lambda_{2}} y_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} y_{3}\right) \mathrm{d} V(\underline{y}) . \tag{51}
\end{align*}
$$

In order to retrieve the components $G_{1111}, G_{1122}$, and $G_{1133}$, we start with the general expression for the components of the Green's function of Eq. 49, reading as

$$
\begin{align*}
G_{i j}= & \frac{\left(1+v_{0}\right)}{6 \pi k_{0}\left(1-2 v_{0}\right)} \frac{\delta_{i j}}{|\underline{x}-\underline{y}|} \\
& -\frac{\left(1+v_{0}\right)}{24 \pi k_{0}\left(1-v_{0}\right)\left(1-2 v_{0}\right)}\left(\frac{\partial^{2}}{\partial x_{i} \partial x_{j}}|\underline{x}-\underline{y}|\right) \tag{52}
\end{align*}
$$

The fourth-order Green's function gradient according to Eq. 35 exhibits the following components

$$
\begin{align*}
G_{i j k \ell}= & \frac{\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-2 v_{0}\right)}\left(\frac{\partial^{2}}{\partial x_{j} \partial y_{\ell}} \frac{\delta_{i k}}{|\underline{x}-\underline{y}|}+\frac{\partial^{2}}{\partial x_{i} \partial y_{\ell}} \frac{\delta_{j k}}{|\underline{x}-\underline{y}|}\right) \\
& -\frac{\left(1+v_{0}\right)}{24 \pi k_{0}\left(1-v_{0}\right)\left(1-2 v_{0}\right)}\left(\frac{\partial^{4}}{\partial x_{i} \partial x_{j} \partial x_{k} \partial y_{\ell}}|\underline{x}-\underline{y}|\right) \tag{53}
\end{align*}
$$

In order to evaluate Eq. 53, it is useful to recall the following properties of the spatial derivatives of the norm $|\underline{x}-\underline{y}|$. The firstorder derivative of the aforementioned norm reads as

$$
\begin{equation*}
\frac{\partial}{\partial x_{i}}|\underline{x}-\underline{y}|=\frac{x_{i}-y_{i}}{|\underline{x}-\underline{y}|}, \tag{54}
\end{equation*}
$$

revealing the interesting property

$$
\begin{equation*}
\frac{\partial}{\partial x_{i}}|\underline{x}-\underline{y}|=-\frac{\partial}{\partial y_{i}}|\underline{x}-\underline{y}| \tag{55}
\end{equation*}
$$

The first derivative of the inverse of the norm $|\underline{x}-\underline{y}|$ reads as

$$
\begin{equation*}
\frac{\partial}{\partial x_{i}}\left(\frac{1}{|\underline{x}-\underline{y}|}\right)=-\frac{x_{i}-y_{i}}{|\underline{x}-\underline{y}|^{3}} \tag{56}
\end{equation*}
$$

revealing the interesting property

$$
\begin{equation*}
\frac{\partial}{\partial x_{i}} \frac{1}{|\underline{x}-\underline{y}|}=-\frac{\partial}{\partial y_{i}} \frac{1}{|\underline{x}-\underline{y}|} \tag{57}
\end{equation*}
$$

Eq. 55 and Eq. 57 allow for re-writing Eq. 53 as

$$
\begin{align*}
G_{i j k \ell}= & -\frac{\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-2 v_{0}\right)}\left(\frac{\partial^{2}}{\partial x_{j} \partial x_{\ell}} \frac{\delta_{i k}}{|\underline{x}-\underline{y}|}+\frac{\partial^{2}}{\partial x_{i} \partial x_{\ell}} \frac{\delta_{j k}}{|\underline{x}-\underline{y}|}\right) \\
& +\frac{\left(1+v_{0}\right)}{24 \pi k_{0}\left(1-v_{0}\right)\left(1-2 v_{0}\right)}\left(\frac{\partial^{4}}{\partial x_{i} \partial x_{j} \partial x_{k} \partial x_{\ell}}|\underline{x}-\underline{y}|\right) \tag{58}
\end{align*}
$$

so that the components occurring in Eq. 51 read as

$$
\begin{align*}
G_{1111}= & -\frac{\left(1+v_{0}\right)}{6 \pi k_{0}\left(1-2 v_{0}\right)}\left(\frac{\partial^{2}}{\partial x_{1}^{2}} \frac{1}{|\underline{x}-\underline{y}|}\right) \\
& +\frac{\left(1+v_{0}\right)}{24 \pi k_{0}\left(1-v_{0}\right)\left(1-2 v_{0}\right)}\left(\frac{\partial^{4}}{\partial x_{1}^{4}}|\underline{x}-\underline{y}|\right) \tag{59}
\end{align*}
$$

$$
\begin{align*}
& G_{1122}=\frac{\left(1+v_{0}\right)}{24 \pi k_{0}\left(1-v_{0}\right)\left(1-2 v_{0}\right)}\left(\left.\frac{\partial^{4}}{\partial x_{1}^{2} \partial x_{2}^{2}} \underline{\mid x}-\underline{y} \right\rvert\,\right)  \tag{60}\\
& G_{1133}=\frac{\left(1+v_{0}\right)}{24 \pi k_{0}\left(1-v_{0}\right)\left(1-2 v_{0}\right)}\left(\left.\frac{\partial^{4}}{\partial x_{1}^{2} \partial x_{3}^{2}} \underline{\mid x}-\underline{y} \right\rvert\,\right) \tag{61}
\end{align*}
$$

The sum of Eqs. 59-61, to be calculated in Eq. 51, can be further simplified through an identity which follows from deriving Eq. 54 with respect to the components of the location vector,

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x_{i}^{2}}|\underline{x}-\underline{y}|=\frac{\sum_{k \neq i}\left(x_{k}-y_{k}\right)^{2}}{|\underline{x}-\underline{y}|^{3}} \tag{62}
\end{equation*}
$$

Namely, Eq. 62 entails the following identity

$$
\begin{equation*}
\frac{\partial^{2}}{\partial x_{1}^{2}}|\underline{x}-\underline{y}|+\frac{\partial^{2}}{\partial x_{2}^{2}}|\underline{x}-\underline{y}|+\frac{\partial^{2}}{\partial x_{3}^{2}}|\underline{x}-\underline{y}|=2 \frac{1}{|\underline{x}-\underline{y}|} \tag{63}
\end{equation*}
$$

twofold derivation of which yields an identity comprising the derivatives of the norm $|\underline{x}-\underline{y}|$ occurring in Eqs. 59-61, reading as

$$
\begin{equation*}
\frac{\partial^{4}}{\partial x_{1}^{4}}|\underline{x}-\underline{y}|+\frac{\partial^{4}}{\partial x_{1}^{2} \partial x_{2}^{2}}|\underline{x}-\underline{y}|+\frac{\partial^{4}}{\partial x_{1}^{2} \partial x_{3}^{2}}|\underline{x}-\underline{y}|=2 \frac{\partial^{2}}{\partial x_{1}^{2}} \frac{1}{|\underline{x}-\underline{y}|} \tag{64}
\end{equation*}
$$

Insertion of Eqs. 59-61 into Eq. 51, while considering Eq. 64, yields

$$
\begin{align*}
A_{1,1111}^{0}(\underline{x})= & \frac{-\Delta k\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-v_{0}\right)} \int_{\mathbb{R}^{3}}\left(\frac{\partial^{2}}{\partial x_{1}^{2}} \frac{1}{|\underline{x}-\underline{y}|}\right) \sin \left(\frac{2 \pi}{\lambda_{1}} y_{1}\right) \\
& \times \sin \left(\frac{2 \pi}{\lambda_{2}} y_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} y_{3}\right) \mathrm{d} V(\underline{y}) . \tag{65}
\end{align*}
$$

A change of variable to $\underline{z}=\underline{y}-\underline{x}$ results in

$$
\begin{align*}
A_{1,1111}^{0}(\underline{x})= & \frac{-\Delta k\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-v_{0}\right)} \int_{\mathbb{R}^{3}}\left(\frac{\partial^{2}}{\partial z_{1}^{2}} \frac{1}{|-\underline{z}|}\right) \\
& \times \sin \left[\frac{2 \pi}{\lambda_{1}}\left(x_{1}+z_{1}\right)\right] \sin \left[\frac{2 \pi}{\lambda_{2}}\left(x_{2}+z_{2}\right)\right] \\
& \times \sin \left[\frac{2 \pi}{\lambda_{3}}\left(x_{3}+z_{3}\right)\right] \mathrm{d} V(\underline{z}) \tag{66}
\end{align*}
$$

Transforming Eq. 66 by means of

$$
\begin{equation*}
\sin (a+b)=\sin (a) \cos (b)+\cos (a) \sin (b) \tag{67}
\end{equation*}
$$

and considering the second derivative of the inverse of the norm of $-\underline{z}$ as

$$
\begin{equation*}
\frac{\partial^{2}}{\partial z_{1}^{2}}\left(\frac{1}{|-\underline{z}|}\right)=\frac{2\left(-z_{1}\right)^{2}-\left(-z_{2}\right)^{2}-\left(-z_{3}\right)^{2}}{|-\underline{z}|^{5}} \tag{68}
\end{equation*}
$$

as well as that the even and odd functions appearing as factors in the integral expression of Eq. 66 imply vanishing integrals

$$
\begin{equation*}
\int_{-a}^{a}\left(\frac{\partial^{2}}{\partial z_{1}^{2}} \frac{1}{|-\underline{z}|}\right) \sin \left(\frac{2 \pi}{\lambda_{i}} z_{i}\right) \mathrm{d} z_{i}=0, \quad \forall a \in \mathbb{R}, i \in[1,2,3] \tag{69}
\end{equation*}
$$

we arrive at

$$
\begin{align*}
A_{1,1111}^{0}(\underline{x})= & \frac{-\Delta k\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-v_{0}\right)} \sin \left(\frac{2 \pi}{\lambda_{1}} x_{1}\right) \sin \left(\frac{2 \pi}{\lambda_{2}} x_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} x_{3}\right) \\
& \times \int_{\mathbb{R}^{3}}\left(\frac{\partial^{2}}{\partial z_{1}^{2}} \frac{1}{|-\underline{z}|}\right) \cos \left(\frac{2 \pi}{\lambda_{1}} z_{1}\right) \\
& \times \cos \left(\frac{2 \pi}{\lambda_{2}} z_{2}\right) \cos \left(\frac{2 \pi}{\lambda_{3}} z_{3}\right) \mathrm{d} V(\underline{z}) \tag{70}
\end{align*}
$$

Noting that $\frac{\partial}{\partial z_{1}} \frac{1}{\left|\underline{z}^{\prime}-\underline{z}\right|}=-\frac{\partial}{\partial z_{1}^{\prime}} \frac{1}{\left|\underline{z}^{\prime}-\underline{z}\right|}$ and $\frac{\partial^{2}}{\partial z_{1}^{2}} \frac{1}{\left|\underline{z}^{\prime}-\underline{\underline{1}}\right|}=\frac{\partial^{2}}{\partial z_{1}^{\prime 2}} \frac{1}{\left|\underline{z^{\prime}}-\underline{z}\right|}$, the integral in Eq. 70 can be expressed by means of an auxiliary function in $\underline{z}^{\prime}$, according to

$$
\begin{align*}
& \int_{\mathbb{R}^{3}}\left(\frac{\partial^{2}}{\partial z_{1}^{2}} \frac{1}{\mid \underline{|-z|}}\right) \cos \left(\frac{2 \pi}{\lambda_{1}} z_{1}\right) \cos \left(\frac{2 \pi}{\lambda_{2}} z_{2}\right) \cos \left(\frac{2 \pi}{\lambda_{3}} z_{3}\right) \mathrm{d} V(\underline{z}) \\
&=\frac{\partial^{2} \phi}{\partial z_{1}^{\prime 2}}\left(\underline{z}^{\prime}=0\right) \tag{71}
\end{align*}
$$

where the auxiliary function $\phi\left(\underline{z}^{\prime}\right)$ stands for

$$
\begin{equation*}
\phi\left(\underline{z}^{\prime}\right)=\int_{\mathbb{R}^{3}} \frac{1}{\left|\underline{z}^{\prime}-\underline{z}\right|} \cos \left(\frac{2 \pi}{\lambda_{1}} z_{1}\right) \cos \left(\frac{2 \pi}{\lambda_{2}} z_{2}\right) \cos \left(\frac{2 \pi}{\lambda_{3}} z_{3}\right) \mathrm{d} V(\underline{z}) . \tag{72}
\end{equation*}
$$

Eq. 72 exhibits two remarkable properties. Firstly, its format

$$
\begin{equation*}
\phi\left(\underline{z}^{\prime}\right)=\int_{\mathbb{R}^{3}} \frac{1}{\left|\underline{z}^{\prime}-\underline{z}\right|} f(\underline{z}) \mathrm{d} V(\underline{z}) \tag{73}
\end{equation*}
$$

is the solution of the Poisson's equation

$$
\begin{equation*}
\nabla^{2} \phi\left(\underline{z}^{\prime}\right)=-4 \pi f\left(\underline{z}^{\prime}\right) \tag{74}
\end{equation*}
$$

Secondly, Eq. 72 is symmetric in the sense of

$$
\begin{align*}
\phi\left(z_{1}^{\prime}, z_{2}^{\prime}, z_{3}^{\prime}\right) & =\phi\left(z_{1}^{\prime}, z_{3}^{\prime}, z_{2}^{\prime}\right)=\phi\left(z_{2}^{\prime}, z_{3}^{\prime}, z_{1}^{\prime}\right)=\phi\left(z_{2}^{\prime}, z_{1}^{\prime}, z_{3}^{\prime}\right) \\
& =\phi\left(z_{3}^{\prime}, z_{1}^{\prime}, z_{2}^{\prime}\right)=\phi\left(z_{3}^{\prime}, z_{2}^{\prime}, z_{1}^{\prime}\right) \\
& \rightarrow \quad \frac{\partial \phi}{\partial z_{1}^{\prime}}=\frac{\partial \phi}{\partial z_{2}^{\prime}}=\frac{\partial \phi}{\partial z_{3}^{\prime}} \\
& \rightarrow \quad \frac{\partial^{2} \phi}{\partial z_{1}^{\prime 2}}=\frac{\partial^{2} \phi}{\partial z_{2}^{\prime 2}}=\frac{\partial^{2} \phi}{\partial z_{3}^{\prime 2}} . \tag{75}
\end{align*}
$$

Use of the latter relations in Eq. 74, while accounting for the structure of $f$ according to Eq. 72 and Eq. 73, yields

$$
\begin{equation*}
\nabla^{2} \phi\left(\underline{z}^{\prime}\right)=3 \frac{\partial^{2} \phi}{\partial z_{1}^{\prime 2}}=-4 \pi \cos \left(\frac{2 \pi}{\lambda_{1}} z_{1}^{\prime}\right) \cos \left(\frac{2 \pi}{\lambda_{2}} z_{2}^{\prime}\right) \cos \left(\frac{2 \pi}{\lambda_{3}} z_{3}^{\prime}\right) \tag{76}
\end{equation*}
$$

where we made use of Eq. 75. Solving the equation for $\frac{\partial^{2} \phi}{\partial z_{1}^{\prime 2}}\left(\underline{z}^{\prime}=0\right)$ and inserting the corresponding result into Eq. 70 yield
$A_{1,1111}^{0}(\underline{x})=\frac{1}{3}\left[\frac{\Delta k\left(1+v_{0}\right)}{3 k_{0}\left(1-v_{0}\right)}\right] \sin \left(\frac{2 \pi}{\lambda_{1}} x_{1}\right) \sin \left(\frac{2 \pi}{\lambda_{2}} x_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} x_{3}\right)$.

The second term of the series for the auxiliary concentration tensor for the considered sinusoidal isotropic micro-stiffness distribution follows from insertion of Eq. 50 into Eq. 43, so that its component 1111 is obtained as

$$
\begin{align*}
A_{2,1111}^{0}(\underline{x})= & \sum_{h=1}^{3} \sum_{\ell=1}^{3} \sum_{i=1}^{3} \sum_{j=1}^{3} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3}} G_{11 h e}(\underline{x}-\underline{y}) \\
& \times\left[3 \Delta k \sin \left(\frac{2 \pi}{\lambda_{1}} y_{1}\right) \sin \left(\frac{2 \pi}{\lambda_{2}} y_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} y_{3}\right) I_{h \ell i j}^{v o l}\right] \\
& \times \sum_{m=1}^{3} \sum_{n=1}^{3} G_{i j m n}\left(\underline{y}-\underline{y}^{\prime}\right) \\
& \times\left[3 \Delta k \sin \left(\frac{2 \pi}{\lambda_{1}} y_{1}^{\prime}\right) \sin \left(\frac{2 \pi}{\lambda_{2}} y_{2}^{\prime}\right)\right. \\
& \left.\times \sin \left(\frac{2 \pi}{\lambda_{3}} y_{3}^{\prime}\right) I_{m n 11}^{v o l}\right] \mathrm{d} V\left(\underline{y^{\prime}}\right) \mathrm{d} V(\underline{y}) \tag{78}
\end{align*}
$$

Specification of Eq. 78 for Eq. 58, while considering the identity of Eq. 64, yields

$$
\begin{align*}
A_{2,1111}^{0}(\underline{x})= & {\left[\frac{-\Delta k\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-v_{0}\right)}\right]^{2} \int_{\mathbb{R}^{3}}\left(\frac{\partial^{2}}{\partial x_{1}^{2}} \frac{1}{\underline{x}-\underline{y} \mid}\right) } \\
& \times \sin \left(\frac{2 \pi}{\lambda_{1}} y_{1}\right) \sin \left(\frac{2 \pi}{\lambda_{2}} y_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} y_{3}\right) \\
& \times \nabla^{2}\left[\int_{\mathbb{R}^{3}}\left(\frac{1}{\left|\underline{y}-\underline{y}^{\prime}\right|}\right) \sin \left(\frac{2 \pi}{\lambda_{1}} y_{1}^{\prime}\right)\right. \\
& \left.\times \sin \left(\frac{2 \pi}{\lambda_{2}} y_{2}^{\prime}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} y_{3}^{\prime}\right) \mathrm{d} V\left(\underline{y}^{\prime}\right)\right] \mathrm{d} V(\underline{y}) . \tag{79}
\end{align*}
$$

Considering the last integral in Eq. 79 as the Green's function solving the Poisson's equation

$$
\begin{equation*}
\nabla^{2} \phi(\underline{y})=-4 \pi \sin \left(\frac{2 \pi}{\lambda_{1}} y_{1}\right) \sin \left(\frac{2 \pi}{\lambda_{2}} y_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} y_{3}\right) \tag{80}
\end{equation*}
$$

yields

$$
\begin{align*}
A_{2,1111}^{0}(\underline{x})= & (-4 \pi)\left[\frac{-\Delta k\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-v_{0}\right)}\right]^{2} \int_{\mathbb{R}^{3}}\left(\frac{\partial^{2}}{\partial x_{1}^{2}} \frac{1}{|\underline{x}-\underline{y}|}\right) \\
& \times \sin ^{2}\left(\frac{2 \pi}{\lambda_{1}} y_{1}\right) \sin ^{2}\left(\frac{2 \pi}{\lambda_{2}} y_{2}\right) \sin ^{2}\left(\frac{2 \pi}{\lambda_{3}} y_{3}\right) \mathrm{d} V(\underline{y}) . \tag{81}
\end{align*}
$$

Recalling from Eq. 65 and Eq. 77 that

$$
\begin{equation*}
\int_{\mathbb{R}^{3}}\left(\frac{\partial^{2}}{\partial x_{1}^{2}} \frac{1}{|\underline{x}-\underline{y}|}\right) f(\underline{y}) \mathrm{d} V(\underline{y})=-\frac{4 \pi}{3} f(\underline{x}), \tag{82}
\end{equation*}
$$

for any $f(y)$ with the symmetry properties of Eq. 75, the integral in Eq. 81 can be solved, yielding

$$
\begin{align*}
A_{2,1111}^{0}(\underline{x})= & \frac{1}{3}\left[\frac{\Delta k\left(1+v_{0}\right)}{3 k_{0}\left(1-v_{0}\right)}\right]^{2} \sin ^{2}\left(\frac{2 \pi}{\lambda_{1}} x_{1}\right) \\
& \times \sin ^{2}\left(\frac{2 \pi}{\lambda_{2}} x_{2}\right) \sin ^{2}\left(\frac{2 \pi}{\lambda_{3}} x_{3}\right) . \tag{83}
\end{align*}
$$

Repeating this derivation for the 1111-component of any other member of the series, i.e., for $\mathbb{A}_{n, 1111}^{0}$ with $n>2$, one notices that

$$
\begin{align*}
A_{n, 1111}^{0}(\underline{x})= & (-1)^{n} \frac{1}{3}\left[-\frac{\Delta k\left(1+v_{0}\right)}{3 k_{0}\left(1-v_{0}\right)} \sin \left(\frac{2 \pi}{\lambda_{1}} x_{1}\right)\right. \\
& \left.\times \sin \left(\frac{2 \pi}{\lambda_{2}} x_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} x_{3}\right)\right]^{n} . \tag{84}
\end{align*}
$$

Moreover, because of the symmetry of the considered microstiffness distribution, $A_{n, 1111}^{0}(\underline{x})=A_{n, 2222}^{0}(\underline{x})=A_{n, 3333}^{0}(\underline{x})$ are equal and given by Eq. 84. Furthermore, it can be straightforwardly proved that Eq. 84 is the result of any component of the type $A_{n, i \ell \ell}^{0}$.

The components of the auxiliary strain downscaling tensor $\mathbb{A}^{0}(\underline{x})$ are calculated as an infinite sum, see Eq. 41. Therefore, the explicit expression for the sum of an infinite geometric series, reading as

$$
\begin{equation*}
\sum_{i=0}^{\infty} \gamma^{n}=\frac{1}{1-\gamma}, \quad \text { for }|\gamma|<1, \tag{85}
\end{equation*}
$$

is applied to $\alpha=-\frac{\Delta k\left(1+v_{0}\right)}{3 k_{0}\left(1-v_{0}\right)} \sin \left(\frac{2 \pi}{\lambda_{1}} x_{1}\right) \sin \left(\frac{2 \pi}{\lambda_{2}} x_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} x_{3}\right)$. This yields the normal strain concentration tensor components as
$A_{i i i i}^{0}(\underline{x})=\frac{2}{3}+\frac{1}{1+\frac{\Delta k\left(1+v_{0}\right)}{3 k_{0}\left(1-v_{0}\right)} \sin \left(\frac{2 \pi}{\lambda_{1}} x_{1}\right) \sin \left(\frac{2 \pi}{\lambda_{2}} x_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} x_{3}\right)}$,
$A_{i i j j}^{0}(\underline{x})=-\frac{1}{3}+\frac{1}{1+\frac{\Delta k\left(1+v_{0}\right)}{3 k_{0}\left(1-v_{0}\right)} \sin \left(\frac{2 \pi}{\lambda_{1}} x_{1}\right) \sin \left(\frac{2 \pi}{\lambda_{2}} x_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} x_{3}\right)}$.

### 5.3 Shear strain-related components of $\mathbb{A}^{0}(\underline{x})$

Next, we turn to the shear-related components of the concentration tensor, i.e., to $A_{i j k \ell}$ with $i \neq j$ or $k \neq \ell$. The concentration tensor is driven by the micro-stiffness fluctuation around the base stiffness $\mathbb{C}^{0}$, see the expressions of Eqs. 41-43, so that the chosen sinusoidal micro-stiffness distribution of Eq. 50, where the shear stiffness does not fluctuate around the basic contribution, implies that

$$
\begin{equation*}
A_{n, i j k e}^{0}(\underline{x})=0, \quad \forall n \in \mathbb{N}, \quad \underline{x} \in V_{\mathrm{RVE}}, \quad k \neq \ell . \tag{88}
\end{equation*}
$$

Combining Eq. 88 with Eq. 41 implies that

$$
\begin{equation*}
A_{i j i j}^{0}(\underline{x})=1, \quad \forall \underline{x} \in V_{\mathrm{RVE}}, \quad i \neq j, \tag{89}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{i j k \ell}^{0}(\underline{x})=0, \quad \forall \underline{x} \in V_{\mathrm{RVE}}, \quad i \neq j, \quad k \neq \ell, \quad i \neq k, \quad j \neq \ell . \tag{90}
\end{equation*}
$$

Let us now turn to the remaining non-vanishing shear-related components of the concentration tensor, i.e., to $A_{1, j \text { jee }}^{0}(\underline{x})$, with $i \neq j$. For the microstiffness distribution of Eq. 50, the respective first term in the series of Eq. 41 , defined by Eq. 42, reads as

$$
\begin{align*}
A_{1, j i j e \ell}^{0}(\underline{x})= & \sum_{h=1}^{3} \sum_{k=1}^{3} \int_{\mathbb{R}^{3}} G_{1 l h k}(\underline{x}-\underline{y})\left[3 \Delta k \sin \left(\frac{2 \pi}{\lambda_{1}} y_{1}\right)\right. \\
& \left.\times \sin \left(\frac{2 \pi}{\lambda_{2}} y_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} y_{3}\right) I_{h k e \ell}^{v o l}\right] \mathrm{d} V(\underline{y}) \\
= & \Delta k \sum_{h=1}^{3} \int_{\mathbb{R}^{3}} G_{1 l h h}(\underline{x}-\underline{y}) \sin \left(\frac{2 \pi}{\lambda_{1}} y_{1}\right) \\
& \times \sin \left(\frac{2 \pi}{\lambda_{2}} y_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} y_{3}\right) \mathrm{d} V(\underline{y}) . \tag{91}
\end{align*}
$$

Insertion of Eq. 58 into Eq. 91, while considering the identity resulting from derivation of Eq. 63 with respect to $x_{i}$ and $x_{j}$, reading as

$$
\begin{align*}
& \left.\frac{\partial^{4}}{\partial x_{i} \partial x_{j} \partial x_{1}^{2}} \underline{\mid \underline{x}}-\underline{y}\left|+\frac{\partial^{4}}{\partial x_{i} \partial x_{j} \partial x_{2}^{2}}\right| \underline{x}-\underline{y}\left|+\frac{\partial^{4}}{\partial x_{i} \partial x_{j} \partial x_{3}^{2}}\right| \underline{x}-\underline{y} \right\rvert\, \\
& \quad=2 \frac{\partial^{2}}{\partial x_{i} \partial x_{j}} \frac{1}{|\underline{x}-\underline{y}|}, \tag{92}
\end{align*}
$$

yields

$$
\begin{align*}
A_{1, j i j e}^{0}(\underline{x})= & {\left[\frac{-\Delta k\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-v_{0}\right)}\right] \int_{\mathbb{R}^{3}}\left(\frac{\partial^{2}}{\partial x_{i} \partial x_{j}} \frac{1}{|\underline{x}-\underline{y}|}\right) } \\
& \times \sin \left(\frac{2 \pi}{\lambda_{1}} y_{1}\right) \sin \left(\frac{2 \pi}{\lambda_{2}} y_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} y_{3}\right) \mathrm{d} V(\underline{y}) . \tag{93}
\end{align*}
$$

Introducing the variable $\underline{z}=\underline{y}-\underline{x}$, using the relation of Eq. 67, and considering

$$
\begin{equation*}
\frac{\partial}{\partial z_{j}}\left[\frac{\partial}{\partial z_{i \neq j}}\left(\frac{1}{|-\underline{z}|}\right)\right]=3 \frac{\left(-z_{i}\right)\left(-z_{j}\right)}{\mid-\underline{z}^{5}}, \tag{94}
\end{equation*}
$$

and the corresponding consequence of even and odd functions

$$
\begin{equation*}
\int_{-a}^{a}\left(\frac{\partial}{\partial z_{i}} \frac{1}{|-\underline{z}|}\right) \cos \left(\frac{2 \pi}{\lambda_{i}} z_{i}\right) \mathrm{d} z_{i}=0, \quad \forall a \in \mathbb{R}, \tag{95}
\end{equation*}
$$

Eq. 93 can be transformed to

$$
\begin{align*}
A_{1, j i f e}^{0}(\underline{x})= & {\left[\frac{-\Delta k\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-v_{0}\right)}\right] \cos \left(\frac{2 \pi}{\lambda_{i}} x_{i}\right) \cos \left(\frac{2 \pi}{\lambda_{j}} x_{j}\right) } \\
& \times \sin \left(\frac{2 \pi}{\lambda_{k}} x_{k}\right) \int\left(\frac{3 z_{i} z_{j}}{1-\left.\underline{z}\right|^{5}}\right) \sin \left(\frac{2 \pi}{\lambda_{i}} z_{i}\right) \\
& \times \sin \left(\frac{2 \pi}{\lambda_{j}} z_{j}\right) \cos \left(\frac{2 \pi}{\lambda_{k}} z_{k}\right) \mathrm{d} V(\underline{z}), \tag{96}
\end{align*}
$$

with $i, j, l=1,2,3$, whereby $i \neq j$ and $k \neq i, j$. Introducing the microstructure-related variable change $\underline{z}^{\prime}=\left(\frac{2 \pi}{\lambda_{1}} z_{1}, \frac{2 \pi}{\lambda_{2}} z_{2}, \frac{2 \pi}{\lambda_{3}} z_{3}\right)$ into Eq. 96 yields

$$
\begin{align*}
A_{1, i j e l}^{0}(\underline{x})= & {\left[\frac{-\Delta k\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-v_{0}\right)}\right] \cos \left(\frac{2 \pi}{\lambda_{i}} x_{i}\right) } \\
& \times \cos \left(\frac{2 \pi}{\lambda_{j}} x_{j}\right) \sin \left(\frac{2 \pi}{\lambda_{k}} x_{k}\right) \\
& \times \int_{\mathbb{R}^{3}}\left(\frac{3 z_{i}^{\prime} z_{j}^{\prime}}{\left|-\underline{z^{\prime}}\right|^{5}}\right) \sin \left(z_{i}^{\prime}\right) \sin \left(z_{j}^{\prime}\right) \cos \left(z_{k}^{\prime}\right) \mathrm{d} V\left(\underline{z^{\prime}}\right), \tag{97}
\end{align*}
$$

with $i, j, l=1,2,3$, whereby $i \neq j$ and $k \neq i, j$. Considering

$$
\begin{gather*}
\int_{-\infty}^{\infty} \frac{z_{i}^{\prime}}{\left[\left(-z_{i}^{\prime}\right)^{2}+\left(-z_{j}^{\prime}\right)^{2}+\left(-z_{k}^{\prime}\right)^{2}\right]^{5 / 2}} \sin \left(z_{i}^{\prime}\right) \mathrm{d} z_{i}^{\prime} \\
=\frac{2 K_{1}\left(\sqrt{\left(-z_{j}^{\prime}\right)^{2}+\left(-z_{k}^{\prime}\right)^{2}}\right)}{3 \sqrt{\left(-z_{j}^{\prime}\right)^{2}+\left(-z_{k}^{\prime}\right)^{2}}}, \tag{98}
\end{gather*}
$$

with $K_{1}$ being the modified Bessel function of the second kind, Eq. 97 can be re-written as

$$
\begin{align*}
A_{1, i j e \ell}^{0}(\underline{x})= & {\left[\frac{-\Delta k\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-v_{0}\right)}\right] \cos \left(\frac{2 \pi}{\lambda_{i}} x_{i}\right) \cos \left(\frac{2 \pi}{\lambda_{j}} x_{j}\right) \sin \left(\frac{2 \pi}{\lambda_{k}} x_{k}\right) } \\
& \times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[\frac{2 z_{j}^{\prime}}{\sqrt{\left(-z_{j}^{\prime}\right)^{2}+\left(-z_{k}^{\prime}\right)^{2}}}\right] \\
& \times K_{1}\left(\sqrt{\left(-z_{j}^{\prime}\right)^{2}+\left(-z_{k}^{\prime}\right)^{2}}\right) \sin \left(z_{j}^{\prime}\right) \cos \left(z_{k}^{\prime}\right) \mathrm{d} z_{j}^{\prime} \mathrm{d} z_{k}^{\prime}, \tag{99}
\end{align*}
$$

with $i, j, l=1,2,3$, whereby $i \neq j$ and $k \neq i, j$. Applying a transformation towards polar coordinates, $z_{j}^{\prime}=\rho \cos \theta$ and $z_{k}^{\prime}=\rho \sin \theta$, yields

$$
\begin{align*}
A_{1, i j e \ell}^{0}(\underline{x})= & {\left[\frac{-\Delta k\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-v_{0}\right)}\right] \cos \left(\frac{2 \pi}{\lambda_{i}} x_{i}\right) \cos \left(\frac{2 \pi}{\lambda_{j}} x_{j}\right) \sin \left(\frac{2 \pi}{\lambda_{k}} x_{k}\right) } \\
& \times \int_{0}^{2 \pi} \int_{0}^{\infty} 2 \rho \cos \theta K_{1}(\rho) \sin (\rho \cos \theta) \cos (\rho \sin \theta) \mathrm{d} \rho \mathrm{~d} \theta \tag{100}
\end{align*}
$$

with $i, j, l=1,2,3$, whereby $i \neq j$ and $k \neq i, j$. Thanks to the trigonometric identity $\sin (a) \cos (b)=\frac{1}{2}[\sin (a+b)+\sin (a-b)]$, Eq. 100 can be reformulated as

$$
\begin{align*}
A_{1, i j e \ell}^{0}(\underline{x})= & {\left[\frac{-\Delta k\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-v_{0}\right)}\right] \cos \left(\frac{2 \pi}{\lambda_{i}} x_{i}\right) \cos \left(\frac{2 \pi}{\lambda_{j}} x_{j}\right) \sin \left(\frac{2 \pi}{\lambda_{k}} x_{k}\right) } \\
& \times \int_{0}^{2 \pi} \cos \theta \int_{0}^{\infty} \rho K_{1}(\rho)[\sin ((\cos \theta+\sin \theta) \rho) \\
& +\sin ((\cos \theta-\sin \theta) \rho)] \mathrm{d} \rho \mathrm{~d} \theta \tag{101}
\end{align*}
$$

with $i, j, l=1,2,3$, whereby $i \neq j$ and $k \neq i, j$. Thus, integrating over $\rho$ yields

$$
\begin{align*}
A_{1, i j e \ell}^{0}(\underline{x})= & {\left[\frac{-\Delta k\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-v_{0}\right)}\right] \cos \left(\frac{2 \pi}{\lambda_{i}} x_{i}\right) \cos \left(\frac{2 \pi}{\lambda_{j}} x_{j}\right) \sin \left(\frac{2 \pi}{\lambda_{k}} x_{k}\right) } \\
& \times \int_{0}^{2 \pi} \cos \theta\left[\frac{\cos \theta+\sin \theta}{2+2 \cos \theta \sin \theta}+\frac{\cos \theta-\sin \theta}{2-2 \cos \theta \sin \theta}\right. \\
& \left.+\frac{\sinh ^{-1}(\cos \theta+\sin \theta)}{(2+2 \cos \theta \sin \theta)^{3 / 2}}+\frac{\sinh ^{-1}(\cos \theta-\sin \theta)}{(2-2 \cos \theta \sin \theta)^{3 / 2}}\right] \mathrm{d} \theta \tag{102}
\end{align*}
$$

with $i, j, l=1,2,3$, whereby $i \neq j$ and $k \neq i, j$. The integral remaining in Eq. 102 amounts to $\frac{4 \pi}{3}$. Thus, the first element of the series is

$$
\begin{align*}
A_{1, i j e \ell}^{0}(\underline{x})= & \frac{4 \pi}{3}\left[\frac{-\Delta k\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-v_{0}\right)}\right] \cos \left(\frac{2 \pi}{\lambda_{i}} x_{i}\right) \\
& \times \cos \left(\frac{2 \pi}{\lambda_{j}} x_{j}\right) \sin \left(\frac{2 \pi}{\lambda_{k}} x_{k}\right) \tag{103}
\end{align*}
$$

with $i, j, l=1,2,3$, whereby $i \neq j$ and $k \neq i, j$.
The following element of the series $\mathbb{A}_{2, i j l l}^{0}(\underline{x})$ reads, after the introduction of the corresponding Green's functions from Eq. 58, as

$$
\begin{align*}
A_{2, i j e \ell}^{0}(\underline{x})= & {\left[\frac{-\Delta k\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-v_{0}\right)}\right]^{2} \int_{\mathbb{R}^{3}}\left(\frac{\partial^{2}}{\partial x_{i} \partial x_{j}} \frac{1}{|\underline{x}-\underline{y}|}\right) } \\
& \times \sin \left(\frac{2 \pi}{\lambda_{1}} y_{1}\right) \sin \left(\frac{2 \pi}{\lambda_{2}} y_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} y_{3}\right) \\
& \times \nabla^{2}\left[\int_{\mathbb{R}^{3}}\left(\frac{1}{\left|\underline{y}-\underline{y}^{\prime}\right|}\right) \sin \left(\frac{2 \pi}{\lambda_{1}} y_{1}^{\prime}\right)\right. \\
& \left.\times \sin \left(\frac{2 \pi}{\lambda_{2}} y_{2}^{\prime}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} y_{3}^{\prime}\right) \mathrm{d} V\left(\underline{y}^{\prime}\right)\right] \mathrm{d} V(\underline{y}) . \tag{104}
\end{align*}
$$

After application of Poisson's Eq. 74 and Eq. 104 can be expressed as follows, when using $\sin ^{2}(a)=\frac{1}{2}[1-\cos (2 a)]$

$$
\begin{align*}
A_{2, i j e \ell}^{0}(\underline{x})= & {\left[\frac{-\Delta k\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-v_{0}\right)}\right]^{2} \frac{1}{8} \int_{\mathbb{R}^{3}}\left(\frac{\partial^{2}}{\partial x_{i} \partial x_{j}} \frac{1}{|\underline{x}-\underline{y}|}\right) } \\
& \times\left[1-\cos \left(2 \frac{2 \pi}{\lambda_{1}} y_{1}\right)\right]\left[1-\cos \left(2 \frac{2 \pi}{\lambda_{2}} y_{2}\right)\right] \\
& \times\left[1-\cos \left(2 \frac{2 \pi}{\lambda_{3}} y_{3}\right)\right] \mathrm{d} V(\underline{y}) . \tag{105}
\end{align*}
$$

Proceeding with an analogous process to the one carried out to obtain $\mathbb{A}_{1, i j l l}^{0}(\underline{x})$, i.e., variable change to $\underline{z}=\underline{y}-\underline{x}$, partial derivation with respect to $z_{i}$ and $z_{j}$, change of the variable $\underline{z}^{\prime}=\left(\frac{2 \pi}{\lambda_{1}} z_{1}, \frac{2 \pi}{\lambda_{2}} z_{2}, \frac{2 \pi}{\lambda_{3}} z_{3}\right)$, integration over $z_{i}^{\prime}$, change towards polar coordinate system ( $z_{j}^{\prime}=\rho \cos \theta$ and $z_{k}^{\prime}=\rho \sin \theta$ ), integration over $r$ and, lastly, integration over $\theta$ yield

$$
\begin{align*}
A_{2, i j e \ell}^{0}(\underline{x})= & {\left[\frac{-\Delta k\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-v_{0}\right)}\right]^{2} \sin \left(2 \frac{2 \pi}{\lambda_{i}} x_{i}\right) \sin \left(2 \frac{2 \pi}{\lambda_{j}} x_{j}\right) } \\
& \times\left[\frac{\pi}{4}-\frac{\pi}{6} \cos \left(2 \frac{2 \pi}{\lambda_{k}} x_{k}\right)\right] \tag{106}
\end{align*}
$$

with $i, j, l=1,2,3$, whereby $i \neq j$ and $k \neq i, j$. Similarly, the third element was computed as

$$
\begin{align*}
A_{3, i j e \ell}^{0}(\underline{x})= & {\left[\frac{-\Delta k\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-v_{0}\right)}\right]^{3} } \\
{[ } & \frac{9 \pi}{16} \cos \left(\frac{2 \pi}{\lambda_{i}} x_{i}\right) \cos \left(\frac{2 \pi}{\lambda_{j}} x_{j}\right) \sin \left(\frac{2 \pi}{\lambda_{k}} x_{k}\right) \\
& -\frac{27 \pi}{176} \cos \left(3 \frac{2 \pi}{\lambda_{i}} x_{i}\right) \cos \left(\frac{2 \pi}{\lambda_{j}} x_{j}\right) \sin \left(\frac{2 \pi}{\lambda_{k}} x_{k}\right) \\
& -\frac{27 \pi}{176} \cos \left(\frac{2 \pi}{\lambda_{i}} x_{i}\right) \cos \left(3 \frac{2 \pi}{\lambda_{j}} x_{j}\right) \sin \left(\frac{2 \pi}{\lambda_{k}} x_{k}\right) \\
& -\frac{9 \pi}{176} \cos \left(\frac{2 \pi}{\lambda_{i}} x_{i}\right) \cos \left(\frac{2 \pi}{\lambda_{j}} x_{j}\right) \sin \left(3 \frac{2 \pi}{\lambda_{k}} x_{k}\right) \\
& +\frac{27 \pi}{304} \cos \left(3 \frac{2 \pi}{\lambda_{i}} x_{i}\right) \cos \left(3 \frac{2 \pi}{\lambda_{j}} x_{j}\right) \sin \left(\frac{2 \pi}{\lambda_{k}} x_{k}\right) \\
& +\frac{9 \pi}{304} \cos \left(3 \frac{2 \pi}{\lambda_{i}} x_{i}\right) \cos \left(\frac{2 \pi}{\lambda_{j}} x_{j}\right) \sin \left(3 \frac{2 \pi}{\lambda_{k}} x_{k}\right) \\
& +\frac{9 \pi}{304} \cos \left(\frac{2 \pi}{\lambda_{i}} x_{i}\right) \cos \left(3 \frac{2 \pi}{\lambda_{j}} x_{j}\right) \sin \left(3 \frac{2 \pi}{\lambda_{k}} x_{k}\right) \\
& \left.-\frac{\pi}{48} \cos \left(3 \frac{2 \pi}{\lambda_{i}} x_{i}\right) \cos \left(3 \frac{2 \pi}{\lambda_{j}} x_{j}\right) \sin \left(3 \frac{2 \pi}{\lambda_{k}} x_{k}\right)\right], \tag{107}
\end{align*}
$$

with $i, j, l=1,2,3$, whereby $i \neq j$ and $k \neq i, j$.
For the following terms $\mathbb{A}_{n, i j l l}^{0}(\underline{x})$, corresponding substitution of Green's function tensor components of Eq. 58 and reiterated application of Poisson's Eq. 74 yield

$$
\begin{align*}
A_{n, i j e \ell}^{0}(\underline{x})= & {\left[\frac{-\Delta k\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-v_{0}\right)}\right]^{n} \int_{\mathbb{R}^{3}}\left(\frac{\partial^{2}}{\partial x_{i} \partial x_{j}} \frac{1}{|\underline{x}-\underline{y}|}\right) } \\
& \times \sin ^{n}\left(\frac{2 \pi}{\lambda_{1}} y_{1}\right) \sin ^{n}\left(\frac{2 \pi}{\lambda_{2}} y_{2}\right) \sin ^{n}\left(\frac{2 \pi}{\lambda_{3}} y_{3}\right) \mathrm{d} V(\underline{y}) \tag{108}
\end{align*}
$$

These terms can be computed in the same manner as the previous ones, converging rapidly due to the factor $\left[\frac{-\Delta k\left(1+v_{0}\right)}{12 \pi k_{0}\left(1-v_{0}\right)}\right]^{n}$.

### 5.4 Tensorial link between auxiliary and real macrostrains: Access to strain concentration tensor field

For the present case, the RVE is regarded as any assembly of a finite number of fluctuations which are periodically repeated, i.e.,

$$
\underline{x} \in V_{\mathrm{RVE}}=n_{\lambda}^{3} \lambda_{1} \lambda_{2} \lambda_{3} \Leftrightarrow\left\{\begin{array}{l}
n_{\lambda}\left(-\lambda_{1} / 2\right) \leq x_{1} \leq n_{\lambda}\left(\lambda_{1} / 2\right)  \tag{109}\\
n_{\lambda}\left(-\lambda_{2} / 2\right) \leq x_{2} \leq n_{\lambda}\left(\lambda_{2} / 2\right) \\
n_{\lambda}\left(-\lambda_{3} / 2\right) \leq x_{3} \leq n_{\lambda}\left(\lambda_{3} / 2\right)
\end{array}\right.
$$

with $n_{\lambda}$ as the number of stiffness waves along edge directions of a box-shaped RVE with a sinusoidal microstructure. The concentration tensor associated with this microstructure, $\mathbb{A}(\underline{x})$, is related to the auxiliary concentration tensor calculated in the previous sections, $\mathbb{A}^{0}(\underline{x})$, according to Eq. 14 . Thus, this section is devoted to the derivation of the tensorial link $\mathbb{M}$, see Eq. 12. For the sake of simplicity, the inverse of $\mathbb{M}, \mathbb{M}^{-1}$, will be calculated first, in order to obtain the RVE-to-auxiliary strain conversion tensor as

$$
\begin{equation*}
\mathbb{M}=\left(\mathbb{M}^{-1}\right)^{-1} \tag{110}
\end{equation*}
$$

Like in the previous sections, the components of tensor $\mathbb{M}^{-1}$ will be obtained individually. The first components studied are $\left(\mathbb{M}^{-1}\right)_{i i i i}$. Insertion of Eq. 86 into the inverse of Eq. 12 yields

$$
\begin{align*}
\left(M^{-1}\right)_{i i i i}= & \frac{2}{3}\left[\frac{1}{V_{\mathrm{RVE}}} \int_{V_{\mathrm{RVE}}} \mathrm{~d} V(\underline{x})\right]+\frac{1}{V_{\mathrm{RVE}}} \int_{V_{\mathrm{RVE}}} \\
& \frac{1}{1+\frac{\Delta k\left(1+v_{0}\right)}{3 k_{0}\left(1-v_{0}\right)} \sin \left(\frac{2 \pi}{\lambda_{1}} x_{1}\right) \sin \left(\frac{2 \pi}{\lambda_{2}} x_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} x_{3}\right)} \mathrm{d} V(\underline{x}) . \tag{111}
\end{align*}
$$

Clearly, the term in square brackets is equal to 1 , while we must focus on the other integral expression

$$
\begin{align*}
I= & \frac{1}{V_{\mathrm{RVE}}} \int_{n_{\lambda}\left(-\lambda_{1} / 2\right)}^{n_{\lambda}\left(\lambda_{1} / 2\right)} \int_{n_{\lambda}}^{n_{\lambda}\left(\lambda_{2} / 2 / 2\right)} \int_{n_{\lambda}}^{n_{( }\left(\lambda_{3} / 2\right)} n_{\lambda}\left(\lambda_{3} / 2\right) \\
& \frac{\Delta k\left(1+v_{0}\right)}{1+\frac{\Delta k}{3 k_{0}\left(1-v_{0}\right)} \sin \left(\frac{2 \pi}{\lambda_{1}} x_{1}\right) \sin \left(\frac{2 \pi}{\lambda_{2}} x_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} x_{3}\right)} \\
& \times \frac{\mathrm{d} x_{1} \mathrm{~d} x_{2} \mathrm{~d} x_{3}}{\lambda_{1} \lambda_{2} \lambda_{3}} \int_{-\lambda_{1} / 2}^{\lambda_{1} / 2} \int_{2}^{\lambda_{2} / 2} \int_{-\lambda_{3} / 2}^{\lambda_{3} / 2} \\
& \frac{1}{1+\frac{\Delta k\left(1+v_{0}\right)}{3 k_{0}\left(1-v_{0}\right)} \sin \left(\frac{2 \pi}{\lambda_{1}} x_{1}\right) \sin \left(\frac{2 \pi}{\lambda_{2}} x_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} x_{3}\right)} \\
& \times \mathrm{d} x_{1} \mathrm{~d} x_{2} \mathrm{~d} x_{3} .
\end{align*}
$$

Proceeding with a change of variable $\underline{x}^{\prime}=\left(\frac{2 \pi}{\lambda_{1}} x_{1}, \frac{2 \pi}{\lambda_{2}} x_{2}, \frac{2 \pi}{\lambda_{3}} x_{3}\right)$ yields

$$
\begin{align*}
I= & \left(\frac{1}{2 \pi}\right)^{3} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \frac{1}{1+\frac{\Delta k\left(1+v_{0}\right)}{3 k_{0}\left(1-v_{0}\right)} \sin \left(x_{1}^{\prime}\right) \sin \left(x_{2}^{\prime}\right) \sin \left(x_{3}^{\prime}\right)} \\
& \times \mathrm{d} x_{1}^{\prime} \mathrm{d} x_{2}^{\prime} \mathrm{d} x_{3}^{\prime} \tag{113}
\end{align*}
$$

Solving the integral for $x_{1}^{\prime}$ yields

$$
\begin{align*}
& I=\left(\frac{1}{2 \pi}\right)^{3}\left[\int_{-\pi-\pi}^{\pi} \int^{2 \pi} \frac{2 \tan ^{-1}\left(\frac{\psi\left(x_{2}^{\prime}, x_{3}^{\prime}\right)+\tan (\pi / 2)}{\sqrt{1-\psi^{2}\left(x_{2}^{\prime}, x_{3}^{\prime}\right)}}\right)}{\sqrt{1-\psi^{2}\left(x_{2}^{\prime}, x_{3}^{\prime}\right)}} \mathrm{d} x_{2}^{\prime} \mathrm{d} x_{3}^{\prime}\right. \\
&\left.-\int_{-\pi-\pi}^{\pi} \int^{\pi} \frac{2 \tan ^{-1}\left(\frac{\psi\left(x_{2}^{\prime}, x_{3}^{\prime}\right)+\tan (-\pi / 2)}{\sqrt{1-\psi^{2}\left(x_{2}^{\prime}, x_{3}^{\prime}\right)}}\right)}{\sqrt{1-\psi^{2}\left(x_{2}^{\prime}, x_{3}^{\prime}\right)}} \mathrm{d} x_{2}^{\prime} \mathrm{d} x_{3}^{\prime}\right] \\
&=\left(\frac{1}{2 \pi}\right)^{2} \int_{-\pi-\pi}^{\pi} \int_{\sqrt{\pi} \frac{1}{\sqrt{1-\psi^{2}\left(x_{2}^{\prime}, x_{3}^{\prime}\right)}} \mathrm{d} x_{2}^{\prime} \mathrm{d} x_{3}^{\prime},} \tag{114}
\end{align*}
$$

where $\psi\left(x_{2}^{\prime}, x_{3}^{\prime}\right)=\frac{\Delta k\left(1+v_{0}\right)}{3 k_{0}\left(1-v_{0}\right)} \sin \left(x_{2}^{\prime}\right) \sin \left(x_{3}^{\prime}\right)$. Integrating $I$ with respect to $x_{2}^{\prime}$ yields

$$
\begin{align*}
I= & \frac{2}{(2 \pi)^{2}} \int_{-\pi}^{\pi}\left[K\left(\chi^{2} \sin ^{2}\left(x_{3}^{\prime}\right)\right)\right. \\
& \left.+\frac{1}{\sqrt{1-\chi^{2} \sin ^{2}\left(x_{3}^{\prime}\right)}} K\left(\frac{\chi^{2} \sin ^{2}\left(x_{3}^{\prime}\right)}{1-\chi^{2} \sin ^{2}\left(x_{3}^{\prime}\right)}\right)\right] \mathrm{d} x_{3}^{\prime}, \tag{115}
\end{align*}
$$

where $K(a)$ is the complete elliptic integral of the first kind with parameter $a$, and

$$
\begin{equation*}
\chi=\left[\frac{\Delta k\left(1+v_{0}\right)}{3 k_{0}\left(1-v_{0}\right)}\right] \tag{116}
\end{equation*}
$$

is characteristic for each microstructure. The value of $I$, see Eq. 115, has been obtained numerically by means of different integration methods, including the trapezoidal or Simpson's rule (Whittaker and Robinson, 1967; Horwitz, 2001), for several values of $\chi$. The value of $I$ is equal to 1 for $\chi=0$, and increases non-linearly with increasing $\chi$, see Figure 2. Thus, from Eq. 111,

$$
\begin{equation*}
\left(\mathbb{M}^{-1}\right)_{i i i i}=\frac{2}{3}+I(\chi) \tag{117}
\end{equation*}
$$

The next components to be considered are $M_{i i j j}^{-1}$, with $i \neq j$. They read, from Eq. 87 and Eq. 115, as

$$
\begin{equation*}
\left(\mathbb{M}^{-1}\right)_{i i j j}=-\frac{1}{3}+I(\chi), \quad \forall i \neq j \tag{118}
\end{equation*}
$$

The shear components read as

$$
\begin{equation*}
\left(\mathbb{M}^{-1}\right)_{i j i j}=1, \quad \forall i \neq j \tag{119}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\mathbb{M}^{-1}\right)_{i j k \ell}=0, \quad \forall i \neq j, \quad i \neq k \tag{120}
\end{equation*}
$$



FIGURE 2
Numerical value of $I$, see Eq. 115, obtained for several values of $\chi=\left[\frac{\Delta k\left(1+v_{0}\right)}{3 k_{0}\left(1-v_{0}\right)}\right]$

Thus, the auxiliary-to-RVE tensor reads as

$$
\mathbb{M}=\frac{1}{3 I}\left(\begin{array}{cccccc}
1 / 3+2 I & 1 / 3-I & 1 / 3-I & 0 & 0 & 0  \tag{121}\\
1 / 3-I & 1 / 3+2 I & 1 / 3-I & 0 & 0 & 0 \\
1 / 3-I & 1 / 3-I & 1 / 3+2 I & 0 & 0 & 0 \\
0 & 0 & 0 & 3 I & 0 & 0 \\
0 & 0 & 0 & 0 & 3 I & 0 \\
0 & 0 & 0 & 0 & 0 & 3 I
\end{array}\right)
$$

Lastly, the real strain concentration tensor field is computed according to Eq. 14 as

$$
\mathbb{A}(\underline{x})=\left(\begin{array}{cccccc}
A_{i i i i} & A_{i i j j} & A_{i i j j} & 0 & 0 & 0  \tag{122}\\
A_{i i j j} & A_{i i i i} & A_{i i j j} & 0 & 0 & 0 \\
A_{i i j j} & A_{i i j j} & A_{i i i i} & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right)
$$

where

$$
\begin{align*}
& A_{i i i i}(\underline{x})=\frac{2}{3}+\frac{1}{3 I(\chi)}\left[\frac{1}{1+\frac{\Delta k\left(1+v_{0}\right)}{3 k_{0}\left(1-v_{0}\right)} \sin \left(\frac{2 \pi}{\lambda_{1}} x_{1}\right) \sin \left(\frac{2 \pi}{\lambda_{2}} x_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} x_{3}\right)}\right], \\
& A_{i i j j}(\underline{x})=-\frac{1}{3}+\frac{1}{3 I(\chi)}\left[\frac{1}{1+\frac{\Delta k\left(1+v_{0}\right)}{3 k_{0}\left(1-v_{0}\right)} \sin \left(\frac{2 \pi}{\lambda_{1}} x_{1}\right) \sin \left(\frac{2 \pi}{\lambda_{2}} x_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} x_{3}\right)}\right], \tag{124}
\end{align*}
$$

see Eq. 115 and Figure 2 for $I(\chi)$.

### 5.5 Homogenized stiffness of sinusoidally fluctuating microstructure

From Eq. 16, the difference between the homogenized stiffness and the background stiffness $\mathbb{C}^{0}$ reads as

$$
\begin{equation*}
\Delta \mathbb{C}^{\text {hom }}=\mathbb{C}^{\text {hom }}-\mathbb{C}^{0}=\left[\frac{1}{V_{\mathrm{RVE}}} \int_{V_{\mathrm{RVE}}}\left[\mathbb{C}(\underline{x})-\mathbb{C}^{0}\right]: \mathbb{A}(\underline{x}) \mathrm{d} V(\underline{x})\right] \tag{125}
\end{equation*}
$$

One more time, the components of this tensor will be obtained individually. The only non-vanishing components $\Delta C_{\mathrm{hom}, i j k \ell}$ are those with $i=j$ and $k=\ell$, due to Eq. 122 and

$$
\begin{equation*}
\left[c_{i j k \ell}(\underline{x})-C_{i j k \ell}^{0}\right]=\Delta k \sin \left(\frac{2 \pi}{\lambda_{1}} x_{1}\right) \sin \left(\frac{2 \pi}{\lambda_{2}} x_{2}\right) \sin \left(\frac{2 \pi}{\lambda_{3}} x_{3}\right) \delta_{i j} \delta_{k \ell} \tag{126}
\end{equation*}
$$

Therefore, the components $\Delta C_{\text {hom, }, i k k}$ read as

$$
\begin{align*}
\Delta C_{\text {hom, } i i k k}= & \frac{1}{V_{\mathrm{RVE}}} \int_{V_{\mathrm{RVE}}} \Delta k \sin \left(\frac{2 \pi}{\lambda_{1}} x_{1}\right) \sin \left(\frac{2 \pi}{\lambda_{2}} x_{2}\right) \\
& \times \sin \left(\frac{2 \pi}{\lambda_{3}} x_{3}\right)\left[\sum_{p=1}^{3} A_{p p k k}(\underline{x})\right] \mathrm{d} V(\underline{x}) . \tag{127}
\end{align*}
$$

Thus, inserting Eq. 123 and Eq. 124 into Eq. 127 and applying $\underline{x}^{\prime}=$ $\frac{2 \pi}{\lambda} \underline{x}$ yields

$$
\begin{align*}
\Delta C_{\text {hom, }, i i k k}= & \frac{\Delta k}{I(2 \pi)^{3}} \int_{V_{\text {RVE }}^{\prime}} \\
& \frac{\sin \left(x_{1}^{\prime}\right) \sin \left(x_{2}^{\prime}\right) \sin \left(x_{3}^{\prime}\right)}{1+\frac{\Delta k\left(1+v_{0}\right)}{3 k_{0}\left(1-v_{0}\right)} \sin \left(x_{1}^{\prime}\right) \sin \left(x_{2}^{\prime}\right) \sin \left(x_{3}^{\prime}\right)} \mathrm{d} V\left(\underline{x}^{\prime}\right) . \tag{128}
\end{align*}
$$

Integrating Eq. 128 with respect to $x_{1}^{\prime}$ from $-\pi$ to $\pi$ yields

$$
\begin{align*}
\Delta C_{\text {hom, } i i k e}= & \frac{3 k_{0}\left(1-v_{0}\right)}{I\left(1+v_{0}\right)(2 \pi)^{2}}\left[\int_{-\pi-\pi}^{\pi} \int_{-\pi}^{\pi} \mathrm{d} x_{2}^{\prime} \mathrm{d} x_{3}^{\prime}\right. \\
& \left.-\int_{-\pi-\pi}^{\pi} \int_{\sqrt{2}\left(x_{2}^{\prime}, x_{3}^{\prime}\right)} \frac{1}{\sqrt{1-\psi^{2}}} \mathrm{~d} x_{2}^{\prime} \mathrm{d} x_{3}^{\prime}\right] \\
= & -\frac{3 k_{0}\left(1-v_{0}\right)}{\left(1+v_{0}\right)}\left[\frac{I(\chi)-1}{I(\chi)}\right] \tag{129}
\end{align*}
$$

whereby we have made use of Eq. 114. Clearly, for the stiffness field of Eq. 50, the remaining components vanish, considering Eq. 122 and Eq. 126.

## 6 Discussion

It is worthwhile to discuss key characteristics of the convolution integral-type mathematical relations for the concentration tensor fields introduced in the present paper. We start by mentioning that Eq. 48 is, to our best knowledge, the first-ever explicit integral formulation for the concentration tensor fields arising from a general microstiffness field. Actually, in the pertinent literature, see, e.g., the review of Zaoui (2002), the mathematical existence of such a field is mentioned, while any corresponding explicit expression is missing.

Our new expression, Eq. 48, provides a common basis for the treatment for virtually any type of microstructure, be they general harmonic microstructures, with microelasticity distributions which can be represented by means of Fourier series, as described in Section 6.5, or even distributions with discontinuities, allowing for the consideration of classical composite material morphologies, arising from the assembly of a finite number of microstructural domains with uniform stiffnesses, normally referred to as "material phases". Accordingly, the novel method is also apt for large volume fractions of one of the aforementioned domains, i.e., to the so-called "large concentration composition".

As it is well known that the Green kernel occurring in the aforementioned integral expressions is singular at the point $\underline{x}=y$, the corresponding convolutions need to be carried out with care, and it is therefore interesting to compare the solution strategy based on the Poisson's equation, as applied throughout Section 5, with the more traditional way of evaluating such integrals, namely, by introducing an infinitesimally small sphere around the singularity, and by transforming the volume integral within that sphere to a surface integral across the sphere's surface. This will be covered in the first subsection of the present Discussion section.

Alternatively, one may wish a numerical confirmation of our new analytical approach to strain concentration tensor fields, and we provide such a confirmation in terms of FFT-based computational homogenization, in the second subsection of the present Discussion section.

It is also instructive to compare our approach to earlier suggestions for the use of a Fredholm integral equation similar to Eq. 36, often referred to as the Lippmann-Schwinger equation; in particular so concerning the domain over which the convolution integral is evaluated, the type of polarization field considered, and the relation of the Fredholm integral equation to the macroscopic strain associated with the RVE. This is the topic of the third subsection of the present Discussion section.

Finally, we discuss the range of validity of the Fredholm integral Eq. 36, and the practical evaluation of the concentration tensor expressions in the case of microstructures which are more general than that with the sinusoidally fluctuating microscopic bulk moduli covered in Section 5. Corresponding deliberations conclude the present Discussion section.

### 6.1 Singular convolution integrals-Analytical validation by means of Cauchy principal value

All integral expressions defining concentration tensor fields, such as Eq. 14, Eqs. 41-43, Eq. 51, Eq. 65, and Eq. 70, exhibit
singularities at $\underline{x}=y$, i.e., at $\underline{x}-y=-\underline{z}=0$. In Section 5 , we circumvented a direct treatment of this singularity, when evaluating Eq. 70 from the solution of the Poisson's equation, in combination with an auxiliary function in $\underline{z}^{\prime}$. In order to check the relevance of this strategy, we here evaluate the integral in Eq. 70 by an alternative approach, sometimes referred to as the Cauchy principal value analysis. Therefore, the integral in Eq. 70 is split into two portions associated with two integration domains: The first one is a sphere around the singular point (with a variable radius $\epsilon$, eventually tending towards zero), and the second one is the remaining (unbounded) three-dimensional space.

Denoting the small spherical domain as $V^{t}$, the integral in Eq. 70 can be recast as, see, e.g., Buryachenko (2007), p. 54,

$$
\begin{align*}
\int_{V^{\prime}} \frac{\partial^{2}}{\partial z_{1}^{2}}\left(\frac{1}{|\underline{z}|}\right) f(\underline{z}) \mathrm{d} V(\underline{z})= & \int_{V^{z}} \frac{\partial^{2}}{\partial z_{1}^{2}}\left(\frac{1}{|\underline{z}|}\right)[f(\underline{z})-f(0)] \mathrm{d} V(\underline{z}) \\
& +\left[\int_{V^{\prime}} \frac{\partial^{2}}{\partial z_{1}^{2}}\left(\frac{1}{|\underline{z}|}\right) \mathrm{d} V(\underline{z})\right] f(0), \tag{130}
\end{align*}
$$

whereby

$$
\begin{equation*}
f(\underline{z})=\cos \left(\frac{2 \pi}{\lambda} z_{1}\right) \cos \left(\frac{2 \pi}{\lambda} z_{2}\right) \cos \left(\frac{2 \pi}{\lambda} z_{3}\right), \tag{131}
\end{equation*}
$$

is fully in line with the developments of Eq. 72 and Eq. 73. As stated before, we are interested in the limit case of $\epsilon \rightarrow 0$ where

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \int_{V^{\prime}} \frac{\partial^{2}}{\partial z_{1}^{2}}\left(\frac{1}{|\underline{z}|}\right)[f(\underline{z})-f(0)] \mathrm{d} V(\underline{z})=0 \tag{132}
\end{equation*}
$$

so that

$$
\begin{align*}
& \lim _{\epsilon \rightarrow 0} \int_{V^{\star}} \frac{\partial^{2}}{\partial z_{1}^{2}}\left(\frac{1}{|\underline{z}|}\right) f(\underline{z}) \mathrm{d} V(\underline{z}) \\
& \quad=\lim _{\epsilon \rightarrow 0}\left[\int_{V^{\star}} \frac{\partial^{2}}{\partial z_{1}^{2}}\left(\frac{1}{|\underline{z}|}\right) \mathrm{d} V(\underline{z})\right] f(0) \\
& \quad=\lim _{\epsilon \rightarrow 0}\left[\int_{S^{\star}} \frac{\partial}{\partial z_{1}}\left(\frac{1}{|\underline{z}|}\right) n_{1} \mathrm{~d} S(\underline{z})\right] f(0), \tag{133}
\end{align*}
$$

whereby we made use of the divergence theorem, with $\underline{n}$ standing for the outward normal onto the spherical surface. Notably, the surface integral in Eq. 133 does not exhibit any singularity any more, since the radius $\epsilon$, however small it may become, never actually reaches zero, so that the integrand in the last integral of Eq. 133 always stays finite. Let us evaluate the latter in more detail: Realizing that

$$
\begin{equation*}
\epsilon=|\underline{x}-\underline{y}|=|-\underline{z}|=|\underline{z}|=\left(z_{1}^{2}+z_{2}^{2}+z_{3}^{2}\right)^{1 / 2} \tag{134}
\end{equation*}
$$

the integrand in the surface integral of Eq. 133 can be transformed to

$$
\begin{equation*}
\frac{\partial}{\partial z_{1}}\left[\left(z_{1}^{2}+z_{2}^{2}+z_{3}^{2}\right)^{-1 / 2}\right]=-z_{1}\left(z_{1}^{2}+z_{2}^{2}+z_{3}^{2}\right)^{-3 / 2}=-\frac{z_{1}}{\epsilon^{3}} \tag{135}
\end{equation*}
$$

Then, the surface integral in Eq. 133 is preferably evaluated in spherical coordinates, where.

$$
\begin{align*}
& z_{1}=\epsilon \cos \phi \sin \theta  \tag{136}\\
& n_{1}=\cos \phi \sin \theta \tag{137}
\end{align*}
$$

$$
\begin{equation*}
\mathrm{d} S=\epsilon^{2} \sin \theta \mathrm{~d} \phi \mathrm{~d} \theta \tag{138}
\end{equation*}
$$

so that use of Eqs. 135-138 in the surface integral of Eq. 133 yields an expression which becomes independent of $\epsilon$, and hence, of the limiting process. In mathematical detail, we have

$$
\begin{align*}
\lim _{\epsilon \rightarrow 0}[ & \left.\int_{s^{*}} \frac{\partial}{\partial z_{1}}\left(\frac{1}{|\underline{z}|}\right) n_{1} \mathrm{~d} S(\underline{z})\right] f(0) \\
& =\left[-\int_{\theta=0}^{\pi} \sin ^{3} \theta \mathrm{~d} \theta \int_{\phi=0}^{2 \pi} \cos ^{2} \phi \mathrm{~d} \phi\right] f(0) \\
& =-\frac{4 \pi}{3} f(0), \tag{139}
\end{align*}
$$

and hence, since $f(0)=1$,

$$
\begin{equation*}
\int_{V} \frac{\partial^{2}}{\partial z_{1}^{2}}\left(\frac{1}{|\underline{z}|}\right) f(\underline{z}) \mathrm{d} V(\underline{z})=-\frac{4 \pi}{3} \tag{140}
\end{equation*}
$$

The result of Eq. 140 is fully equivalent with evaluating Eq. 76 for $\underline{z}^{\prime}=0$ and inserting the corresponding result into Eq. 71. This proves the solution strategy for singular integrals, as given through Eqs. 71-77. Accordingly, the small spherical integration domain yields the solution of the entire volume integral (spanning also the entire three-dimensional space outside the small spherical domain); hence, the integral of Eq. 65, when evaluated over the three-dimensional space expect for the small sphere enclosing the singularity at the origin $\underline{z}=0$, vanishes. This last statement can also be found in the book of Buryachenko (2007), namely, as the last equation of (3.29) in the aforementioned reference.

The situation is totally different when it comes to the shearrelated concentration tensor components according to Eq. 93. There, the Cauchy principal value needs to be multiplied by $\sin (0)=0$ so that the integration over the small sphere delivers zero, and it is the domain outside the small sphere, which solely contributes to the integral in Eq. 93. A procedure for solving this regular integral was presented, see Eqs. 94-103.

### 6.2 Strain concentration tensor fields and homogenized stiffness: Numerical confirmation by means of FFT homogenization

In order to gain further confidence into our novel method, we evaluate the analytically defined strain concentration tensor fields of Eq. 123 and Eq. 124 for a particular numerical choice of sinusoidal microelasticity field, see Table 2 for this choice, and then compare this evaluation to suitably chosen microstrain fields computed by means of the classical FFT homogenization methods proposed by Moulinec and Suquet (1994), Moulinec and Suquet (1998), and widely expanded and used thereafter (Lucarini et al., 2021).

The key idea of FFT homogenization is to start with an estimate for the microstrain fields, to compute a corresponding estimate for the polarization stress field, then test the latter estimate on the Fourier transform of Eq. 33 with $\underline{f} \equiv 0$, reading as

$$
\begin{equation*}
\hat{\boldsymbol{\varepsilon}}(\underline{k})=\delta(\underline{k}) \mathbf{E}^{0}-\hat{\mathbb{G}}(\underline{k}): \hat{\tau}(\underline{k}), \tag{141}
\end{equation*}
$$

TABLE 2 Mechanical properties and quantities associated to the particular microelastic material, see Eq. 50.

| Mechanical properties |  |
| :---: | :---: |
| average bulk modulus | $k_{0}=100[\mathrm{MPa}]$ |
| bulk modulus fluctuation | $\Delta k=75[\mathrm{MPa}]$ |
| Poisson ratio | $v=0.3$ |
| Associated quantities |  |
| Eq. 116 | $\chi=0.46429$ |
| Eq. 115, Figure 2 | $I(\chi)=1.02975$ |

with the wave vector $\underline{k}$, and the hat-symbol indicating the Fourier transform, according to

$$
\begin{equation*}
\hat{\boldsymbol{\varepsilon}}(\underline{k})=\frac{1}{(2 \pi)^{3}} \int_{\mathcal{R}^{3}} \boldsymbol{\varepsilon}(\underline{x}) \exp (-i \underline{k} \cdot \underline{x}) \mathrm{d} V(\underline{x}) . \tag{142}
\end{equation*}
$$

Namely, prescribing the polarization stress on the right-hand side of Eq. 141 yields a new estimate of microstrain field in the wave domain, which needs to be back-transformed into the traditional location space domain. This new estimate allows for computation of an improved estimate of the polarization stress fields, as described before. The sequential estimation of the polarization stress field (in the location space) and the microstrain field (in the wave space) is repeated until two successive strain estimates differ only very slightly from each other. This algorithm becomes especially appealing if both the Fourier transform and the inverse Fourier transform are realized discretely, on a finite number of locations given by the voxels making up an image. As such a discrete transform can be set up to deliver results in a particularly fast fashion, it is called Fast Fourier transformation, abbreviated as FFT (Cochran et al., 1967), and accordingly, the aforementioned algorithm is referred to as FFT homogenization.

In order to get access to the strain concentration tensor field (which is not the standard target of an FFT homogenization study), we identify the component $A_{\text {iiii }}$, with $i=1,2,3$, as the microstrain field component $\varepsilon_{i i}$, with $i=1,2,3$, which arises from a macroscopic strain tensor of the format $\mathbf{E}={\underset{e}{e}}_{i} \otimes \underline{e}_{i}$, with $\underline{e}_{i}$ denoting the base vector pointing into the $i$ th direction of an orthonormal base frame. In other words, the only non-vanishing component of the aforementioned macroscopic strain tensor is $E_{i i}=1$. Analogously, component $A_{i i j j}$, with $i, j=1,2,3$ and $i \neq j$, is the microstrain field component $\varepsilon_{i i}$, with $i=1,2,3$, arising from a macroscopic strain tensor of the format $\mathbf{E}=\underline{e}_{j} \otimes \underline{e}_{j}$.

Different, increasingly fine, FFT discretizations of the investigated sinusoidal microelasticity distribution deliver strain tensor concentration fields which very satisfactorily converge to the analytical solution of Eq. 123 and Eq. 124, see Figure 3 and Figure 4. Accordingly, the FFT-determined homogenized stiffness properties agree virtually perfectly with the analytical results according to Eq. 129, see Table 3. At the same time, our new analytical solution strategy is remarkably efficient from the viewpoint of CPU time: on a Core i5-1035G1 processor in a Lenovo Ideapad S340-15IIL computer, the numerical evaluation of the integral $I(\chi)$ according to Eq. 115, the only operation needing nonnegligible computer time, lasts for only 0.004 s , while FFT solution
processes for $100^{3}$ voxels last by a factor of over 6,500 longer, namely, for 26.7 s .

### 6.3 Use of the Lippmann-Schwinger equation: Auxiliary problems, integration domains, and macroscopic strains associated with the RVE

From a terminological viewpoint, we note that equations of the format of Eq. 36, irrespective of the chosen integration domains or the format of the polarization stresses, are often referred to as the Lippmann-Schwinger equation, as a similar equation has been proposed by Lippmann and Schwinger (1950) in the field of quantum mechanics. In this context, it is interesting to compare our present contribution to earlier micromechanical applications of the Lippmann-Schwinger equation. A form which is virtually identical to Eq. 36 appears as Eq. 9 in (Molinari and El Mouden, 1996); except for a sign change stemming from the definition of the fourth-order Green operator as the twofold gradient with respect to $\underline{x}$ - this differs from our definition (35). Mathematically speaking, the aforementioned sign change is due to

$$
\begin{equation*}
\operatorname{grad}_{x} \operatorname{grad}_{x} \mathbf{G}(\underline{x}-\underline{y})=-\operatorname{grad}_{x}^{S} \operatorname{grad}_{y} \mathbf{G}(\underline{x}-\underline{y}) . \tag{143}
\end{equation*}
$$

However, the actual use of Eq. 9 in (Molinari and El Mouden, 1996) is quite different from our present use of Eq. 36, as Molinari and El Mouden (1996) introduce an infinite number of uniform subfields of microscopic stiffnesses, representing strongly interacting "elastic inclusions" within an RVE of a composite material. At the same time, as a certain commonality of the approach of Molinari and El Mouden (1996) and our present contribution, we note that the latter authors' strain $\varepsilon^{0}$ plays exactly the role of our auxiliary strain $\mathbf{E}^{0}$ : it is the strain applied to the auxiliary homogeneous, infinite matrix which undergoes polarization stresses. However, different from our approach to solve this auxiliary problem so as to provide the microscopic strains as a function of the auxiliary strains, Molinari and El Mouden (1996) apply the strain average rule directly to the Fredholm integral equation, i.e., to their Eq. 9, and this leads to their Eq. 16 linking auxiliary and RVE-related strains. On this basis, they then discuss explicit solutions for finite numbers of inclusions within a periodically repeating cubic cell. In this context, Molinari and El Mouden (1996) apply the strain average rule to an infinite domain, as can be seen from their Eq. 15, while our Eq. 12 is clearly related to the (finite) RVE, and hence to the average rule of Eq. 2, which arises from the Hashin displacement boundary conditions imposed onto the RVE according to Eq. 1. We also note that neither Eq. 9 nor Eq. 16 in (Molinari and El Mouden, 1996) give access to the concentration tensor fields - so that our expression according to Eq. 14, together with Eqs. 41-43, turn out as an interesting original aspect of the present paper.

Eq. 36 of the present paper is also reminiscent of Eq. 2.28 in (Torquato, 1997). However, different from our approach, Torquato (1997) restricts a non-vanishing polarization field to a finite domain within his infinitely large auxiliary problem subjected to some auxiliary strain $\varepsilon^{0}$, the role of which is comparable to our
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FIGURE 3
Strain concentration field $A_{i i i j}(\underline{X}), i=1,2,3$, arising from the sinusoidal microelasticity distribution of Eq. 50, at the plane $x_{i}=\lambda_{i} / 4, i=1,2,3$, obtained (A) analytically from Eq. 123, and numerically by means of FFT (Lucarini et al., 2021) with (B) $32^{3}$ voxels, (C) $52^{3}$ voxels, and (D) $100^{3}$ voxels.
auxiliary strain $\mathbf{E}^{0}$. In this context, he notes that the result of the corresponding convolution integral depends on the shape of the aforementioned finite domain, a situation which does not occur in our anaylsis in which the convolution integrals are evaluated throughout the unbounded auxiliary matrix. Eventually, Torquato (1997) lets his finite polarization domain coincide with the RVE of an anisotropic two-phase composite, for which he identifies stiffness series expansions in powers of "elastic polarizabilities".

A further difference appears between Eq. 36 of the present contribution and the formally similar Eq. 4 of the famous paper of Moulinec and Suquet (1994), see also (Moulinec and Suquet, 1998). The latter authors introduce the convolution integral directly on the (finite) RVE, noting that a corresponding explicit Green's function can only be given in the case of periodic displacement boundary conditions imposed onto the RVE, and of corresponding microscopic strains which fluctuate periodically around their average (i.e., around the macroscopic strain). Namely, it is under this periodicity condition, that an explicit solution for the convolution problem exists in the Fourier space, which, in turn, allows for the development of a very efficient algorithm for the mechanical treatment of images made up of pixels or voxels, with the polarization stress being constant throughout one pixel or voxel, respectively.

Green's operators in convolution integrals over a finite volume (i.e., differing from our present integration over an infinite auxiliary domain) have been already introduced in the 1970s: In this
context, Zeller and Dederichs (1973) noted that the corresponding Green's functions read as $\mathbf{G}(\underline{x}, y)=\mathbf{G}(y, \underline{x})$, rather than $\mathbf{G}(\underline{x}-y)=$ $\mathrm{G}(y-\underline{x})$, an aspect which was somewhat overlooked by Korringa (19773). However, explicit expressions for the aforementioned Green's functions are not available, so that Zeller and Dederichs (1973) restricted their analysis to series expansions for small stiffness fluctations, while Kröner (1977) uses convolution integrals over finite volumes for the derivation of bounds for the effective elastic moduli of disordered materials.

Our iterative scheme for solving the Fredholm integral Eq. 36 also bears some similarities with earlier contributions in the field: Kröner (1977) presents an iterative solution for the LippmannSchwinger equation formulated directly on the RVE, and Torquato (1997) proposes an iterative scheme which finally delivers the polarization stress as a function of the homogeneous auxiliary strain $\varepsilon^{0}$.

### 6.4 Range of validity of Lippmann-Schwinger equation

The practical relevance of the case where the polarization stresses in Eq. 33 outweigh the effect of the microscopic volume forces, which is the prerequisite for the Lippmann-Schwinger Eq. 36 to hold, deserves further discussion: Within the RVE, the microscopic stresses $\boldsymbol{\sigma}$ fluctuate around their spatial average, which is the macroscopic stress $\boldsymbol{\Sigma}$, and the characteristic length scale $d$ of


TABLE 3 Numerical value of stiffness tensor components of the benchmark example calculated by means of the proposed analytical model, see Eq. 129, and by FFT with different discretizations.

| Stiffness component | Analytical model [MPa] | FFT [MPa] |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $32^{3}$ voxels | $52^{3}$ voxels | $100^{3}$ voxels |
| $C_{1111}^{0}$ | 161.54 |  | - |  |
| $C_{\text {hom, } 1111}$ | 156.87 | 157.01 | 156.92 | 156.89 |
| $C_{1122}^{0}$ | 69.23 |  | - |  |
| $C_{\text {hom, } 1122}$ | 64.56 | 64.70 | 64.62 | 64.58 |

this fluctuation is scale-separated from the length of the RVE, $\ell_{R V E}$, which reads mathematically as

$$
\begin{equation*}
\frac{\partial(\boldsymbol{\sigma}-\boldsymbol{\Sigma})}{\partial \underline{x}}=\frac{\partial \boldsymbol{\sigma}}{\partial \underline{x}}, \quad \text { with } \quad \frac{\|\boldsymbol{\sigma}\|}{\left\|\frac{\partial \boldsymbol{\sigma}}{\partial \underline{x}}\right\|}=d . \tag{144}
\end{equation*}
$$

Due to the mathematical structure of the microscopic equilibrium conditions, see Eq. 5, any microscopic volume forces leading to microscopic stress fluctuations are required to change their sign, i.e., their direction, over distances as small as $d$. Practically speaking, this is an exceptional case: Even in composites with high contrast in mass density, the corresponding gravitational forces of varying magnitude would always share the same direction; or in other words, practically relevant force fields are often parallel within the RVE. We note in passing, that such micro-parallel force field, directly
implying the validity of Eq. 36, even fulfill a force field average rule (Jiménez Segura et al., 2022).

### 6.5 Practical note concerning generally harmonic microstiffness fluctuations

Finally, we discuss which aspects of Section 5 hold beyond the restriction to sinusoidally fluctuating microstiffnesses, and how the semi-analytical solutions presented in this section may be generalized to generally harmonic microstiffness fluctuations. In this context, the key generalization step would be the representation of any, arbitrarily general continuous microstiffness distribution across a finite RVE by a three-dimensional Fourier series. Generalizing, in this way, the example distribution of Eq. 50 to an
arbitrarily inhomogenous bulk modulus distribution $\Delta k\left(x_{1}, x_{2}, x_{3}\right)$ yields

$$
\begin{equation*}
\mathbb{C}(\underline{x})=\mathbb{C}^{0}+3 \sum_{k}^{\infty} \sum_{l}^{\infty} \sum_{m}^{\infty} c_{k l m} \exp \left(2 \pi i\left[\frac{k x_{1}}{\lambda_{1}}+\frac{l x_{2}}{\lambda_{2}}+\frac{m x_{3}}{\lambda_{3}}\right]\right) \tag{145}
\end{equation*}
$$

with $i$ now standing for the imaginary unit, and with the Fourier coefficients $c_{k l m}$ being obtained from

$$
\begin{align*}
c_{k l m}= & \int_{-a}^{a} \int_{-a}^{a} \int_{-a}^{a} \exp \left(-2 \pi i\left[\frac{k x_{1}}{\lambda_{1}}+\frac{l x_{2}}{\lambda_{2}}+\frac{m x_{3}}{\lambda_{3}}\right]\right) \\
& \times \Delta k\left(x_{1}, x_{2}, x_{3}\right) \mathrm{d} x_{1} \mathrm{~d} x_{2} \mathrm{~d} x_{3} \tag{146}
\end{align*}
$$

In other words, sums of products of any three trigonometric functions, be they sine or cosine,-rather than the product of three sine or three cosine terms-would occur throughout the convolution integrals. However, the effect on the corresponding modifications of Eq. 66 and Eq. 93 are only minor: Thanks to Eq. 67 and

$$
\begin{equation*}
\cos (a+b)=\cos (a) \cos (b)-\sin (a) \sin (b) \tag{147}
\end{equation*}
$$

the structure of the integrals in Eq. 70 and Eq. 96 stays unaffected. This shows the considerable potential of our method for material investigation based on Fourier-representation of images (Chung et al., 2007)-as an interesting complement to the popular voxel-based FFT schemes.

## 7 Conclusion

In the present paper, it is for the first time that explicit integral expressions for the concentration tensor fields arising from generally non-uniform microelasticity distributions have been given. More precisely, the effects of elastic behavior at the microscale are represented by means of the Green's function formalism, leading to Fredholm integral equations which provide novel, series-type integral expressions for the concentration tensor field. The latter may be analytically solved in cases where the involved integral expressions can be formulated as derivatives of the solutions of the Poisson equation, then providing an unprecedented direct access to macro-to-micro scale transition relations, as expressed by the concentration tensor expressions of Eq. 47, and Eqs. 122-124. This opens new avenues for exploring the mechanical effect of eigenstrains in hierarchical material systems with complex morphologies, as an interesting alternative to classical computational homogenization. The new approach also provides semi-analytical access to the homogenized stiffness, such as that calculated for a microstructure with sinusoidally fluctuating bulk moduli, see Eq. 16 and Eq. 129. Since $I(\chi) \geq 1$, see Figure 2, the resulting homogenized stiffness, $\mathbb{C}^{\text {hom }}$, is smaller than or equal to the average stiffness, $\mathbb{C}^{0}$. This is fully consistent with the famous result of Voigt (1889) that the average over the microstiffness is larger than the homogenized stiffness, in the sense that (Zaoui, 2002)

$$
\begin{equation*}
\mathrm{E}:\left(\left\langle\mathbb{A}^{T}: \mathbb{C}: \mathbb{A}\right\rangle-\mathbb{C}^{h o m}\right): \mathrm{E} \geq 0, \quad \forall \mathrm{E} \tag{148}
\end{equation*}
$$

Besides its obvious fundamental knowledge-related and conceptual merits, the new methods appears as extremely advantegeous from a computational viewpoint, in particular if
the microstructure can be represented by just a few elements of the series given in Section 6.5, because relevant computational power is needed only for the one-time determination of the Fourier coefficients and the value of the integral occurring in the function graphed in Figure 2; whereby the latter my be even represented by some suitably chosen fitting function.

Nevertheless, as regards classical composite microstructures, well-known homogenization methods based on the Eshelby-Laws matrix-inhomogeneity problem, such as suitable generalizations of the Mori-Tanaka method (Benveniste, 1987), accounting for symmetrization strategies if required (Sevostianov and Kachanov, 2014; Jiménez Segura et al., 2023), may turn out as more efficient than an approach starting from the general expression given in Eq. 48 and Eq. 49. This underlines the sustained success of advanced composite mechanics in the classical sense.
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