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The temporal orienting of attention refers to the process of focusing (neural) resources
on a particular time point in order to boost the processing of and the responding
to sensory events. Temporal attention is manipulated by varying the task-relevance of
events at different time points or by inducing expectations that an event occurs at a
particular time point. Notably, the electrophysiological correlates of these manipulations
at early processing stages are not identical: Auditory studies operationalizing temporal
attention through task-relevance consistently found enhancements of early, sensory
processing, as shown in the N1 component of the auditory event-related potential (ERP).
By contrast, previous work on temporal orienting based on expectations showed mixed
results: early, sensory processing was either enhanced or attenuated or not affected
at all. In the present work, I will review existing findings on temporal orienting with a
special focus on the auditory modality and present a working model to reconcile the
previously heterogeneous results. Specifically, I will suggest that when expectations
are used to manipulate attention, this will lead both to an orienting of attention and to the
generation of precise predictions about the upcoming event. Attention and prediction are
assumed to have opposite effects on early auditory processing, with temporal attention
increasing and temporal predictions decreasing the associated ERP correlate, the auditory
N1. The heterogeneous findings of studies manipulating temporal orienting by inducing
expectations may thus be the consequence of differences in the relative contribution
of attention and prediction processes. The model’s predictions will be discussed in the
context of a functional interpretation of the auditory N1 as an attention call signal, as
presented in a recent model on auditory processing.
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WHAT IS SELECTIVE ATTENTION AND HOW IS IT INDUCED?
Our sensory systems are often exposed to a large amount of
input from various external and internal sources. However, not
all of this input is equally relevant to our current needs and
goals. In order to deal efficiently with the resources at hand it is
therefore adaptive to prioritize the processing of certain events.
The process or set of processes by which prioritized process-
ing is attained is referred to as attention. For example, Nobre
(2004) referred to attentional orienting as “the set of processes
by which neural resources are deployed selectively toward specific
attributes of events on the basis of changing motivation, expec-
tation, or volition in order to optimize perception and action.
Operationally, orienting can be measured through the behavioral
consequences of changes in stimulus salience, predictability, or
relevance” (p. 157). In addition to addressing the idea of pri-
oritized or exclusive processing, this definition points out that
attention can be oriented to various attributes of a stimulus
event (e.g., spatial position or pitch) and that there are different

ways to operationalize attention: manipulating stimulus salience,
stimulus predictability, or stimulus relevance.

Stimulus predictability and stimulus relevance, respectively,
are manipulated in two of the most frequently used paradigms in
attention research: probabilistic cuing (e.g., Posner et al., 1980)
and filter tasks (e.g., Cherry, 1953; Hillyard et al., 1973). In
probabilistic cuing, stimulus predictability is manipulated, i.e.,
a symbolic cue indicates for instance the most likely spatial
position of the upcoming target (e.g., Posner et al., 1980). In
this task, behavioral benefits for predicted targets are attributed
to an orienting of attention to the expected position (because,
on average, this will be beneficial for task-performance). By
contrast, in filter paradigms stimulus relevance is manipu-
lated. For example, the spatial position of an event determines
whether the event is relevant for performance, that is, whether
it requires an overt (e.g., a key-press) or covert (e.g., count-
ing) response (e.g., Cherry, 1953; Hillyard et al., 1973). Because
stimuli at the other spatial location never require a response, it
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is assumed that processing resources are strictly focused on the
task-relevant position. Stimuli presented at the relevant or irrel-
evant position are therefore regarded as attended or unattended,
respectively.

Both probabilistic cuing and filter paradigms are associated
with an orienting of attention. However, the effects that are mea-
sured in the two groups of tasks need not be identical, nor do
they necessarily reflect identical (sets of) processes—including
(but not restricted to) attentional processes. First, effects may
be quantitatively different, i.e., attention effects may be larger
in filter compared to cuing tasks. This is because in filter tasks
only attended stimuli require a response, thus allowing for a
strict focusing of attention. By contrast, in probabilistic cuing
tasks, processing resources have to be (unevenly) divided between
expected and unexpected stimuli, because both are associated
with a response. Second, filter and cueing tasks may involve
qualitatively different (sets of) processes. Cueing tasks first and
foremost manipulate stimulus probability and hence participants’
expectations. This is assumed to lead to an orienting of atten-
tion to the expected stimulus, similar as in filter paradigms.
However, expectations may also exert effects on stimulus process-
ing apart from those triggered by the orienting of attention: In
other words “experimental results interpreted in terms of selec-
tive attention are often confounded by expectation effects” (Rauss
et al., 2012, p. 1249). Although the conclusion that cuing tasks
involve both expectations and attention may be partly obvious, it
is not always acknowledged and addressed in attention research
(for similar arguments see Summerfield and Egner, 2009; Nobre
et al., 2012). An additional consequence of expectations is that
participants may (successfully) engage in predictions as to which
stimulus will be presented next. Because of this, the potential
confounding of attention and expectations (and hence, predic-
tions) may become problematic when pooling findings obtained
in the different paradigms. Attention (i.e., the focusing of pro-
cessing resources) and expectations or predictions are known to
be associated with opposite effects on early event-related poten-
tials (ERPs; see also Summerfield and Egner, 2009), particularly
in the auditory modality (as detailed below). As a consequence,
effects measured in scalp-recorded ERPs may differ as a func-
tion of the paradigm used—as is the case in studies related
to the temporal orienting of attention (as detailed below). In
the present manuscript, I will explain the different effects on
the scalp-recorded ERP by assuming that both cuing and filter
paradigms involve a focusing of processing resources (or orient-
ing of attention), whereas only cuing paradigms involve processes
related to stimulus prediction. To keep it simple, I assume that the
attention process (the focusing of processing resources) is iden-
tical between the two paradigms (although this notion is surely
debatable).

In the following, I will provide a brief overview on data cor-
roborating the opposite effects of attention and predictability on
brain correlates of early processing in the auditory modality, par-
ticularly the auditory N1 (paragraph 2). I will then discuss the
problem to adequately assign the probabilistic cuing paradigm
to one or the other category, although ERP data roughly resem-
ble those obtained using filter paradigms (paragraph 3). I will
then turn to the field of temporal orienting of attention in the

auditory domain. I will start by reviewing recent ERP studies that
manipulated expectations for and task-relevance of stimuli pre-
sented at particular points in time, respectively (paragraph 4),
manipulations classically used to trigger an orienting of atten-
tion. The results of these studies with respect to the direction
of the effect the experimental manipulation had on the audi-
tory N1 were heterogeneous. Manipulations of task-relevance
lead to increases of the N1 for stimuli at the task-relevant time
point, whereas temporal expectations lead to increases, decreases,
or null-effects for stimuli at the expected time point. One pos-
sibility is to ascribe this controversy to different sub-processes
of attention that are involved in the two classes of paradigms.
However, as an alternative, I will present a working model on
the auditory N1 (paragraph 5) that is based on empirical find-
ings that attention and prediction have opposite effects on early
auditory ERPs (as reviewed in paragraph 2). The model assumes
that paradigms manipulating (temporal) stimulus probabilities
(such as probabilistic or rhythmic cuing) first and foremost trig-
ger overall expectations for particular stimuli. These expectations
are supposed to induce prediction processes known to decrease
N1 amplitudes. Moreover, if stimuli require additional process-
ing (e.g., because they are response relevant), expectations may
also lead to a focusing of processing resources (i.e., an orienting of
attention) to the expected stimuli. The latter process is assumed to
correspond to the attentional orienting induced by task-relevance
in filter paradigms, which is known to increase the auditory N1.
Because of the opposite effects of these two processes, the net
effect that can be measured in the ERP, depends on their relative
contributions. The model is used to describe and explain the pat-
tern of results of the existing auditory temporal orienting studies.
Moreover, testable hypotheses can be derived of the model, which
may encourage future research.

ATTENTION AND STIMULUS PREDICTABILITY HAVE
OPPOSITE EFFECTS ON EARLY AUDITORY ERPs
EFFECTS OF ATTENTION BASED ON TASK-RELEVANCE
Most ERP studies investigating auditory attention have used fil-
ter paradigms. In these paradigms, only stimuli sharing a certain
feature (e.g., a certain spatial position) have to be evaluated with
respect to their possible response relevance (e.g., Hillyard et al.,
1973; Schwent et al., 1976; Näätänen et al., 1978; Giard et al., 1988;
Woldorff and Hillyard, 1991). Hence, it is assumed that attention
is strictly focused on the task-relevant channel, which is therefore
regarded as attended. Attention effects measured in these tasks
consist of enhanced negativities including an early Nd (peaking
between 100 and 200 ms) with a fronto-central scalp topography
and a late Nd (peaking around 300 and 400 ms) with a more ante-
rior maximum (e.g., Näätänen et al., 1978; Hansen and Hillyard,
1980; Näätänen, 1982; Alho et al., 1987; see also Näätänen and
Alho, 2004 for a review). The early Nd may also encompass a
modulation of the sensory-evoked N1 (e.g., Hillyard et al., 1973;
Giard et al., 1988; Rif et al., 1991; Alcaini et al., 1994; Ozaki
et al., 2004). This may be regarded as evidence for a gating or
filter mechanism of attention (e.g., Hillyard et al., 1973; Hillyard,
1981; Kauramaki et al., 2007; see also Hillyard et al., 1998), by
which the processing of attended stimuli is favored over that of
unattended ones.
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EFFECTS OF STIMULUS PREDICTABILITY
As opposed to attention, stimulus predictability is associated with
a reduction (rather than an enhancement) of early negativities.
Examples include the attenuation of the N1 elicited by auditory
effects of one’s own motor action (Schafer and Marcus, 1973;
McCarthy and Donchin, 1976; Ford et al., 2001; Houde et al.,
2002; Heinks-Maldonado et al., 2005, 2006; Martikainen et al.,
2005; Bäß et al., 2008; Aliu et al., 2009; Lange, 2011) or by tem-
porally predictable auditory stimuli (e.g., Schafer et al., 1981;
Clementz et al., 2002; Ford et al., 2007; Lange, 2009; see also
Vroomen and Stekelenburg, 2010)1.

The motor induced suppression of the N1 is typically
explained by forward models of motor control (e.g., Miall and
Wolpert, 1996; see also Sperry, 1950; Von Holst and Mittelstaedt,
1950). According to these models, whenever an action is initiated,
predictions are made with respect to its sensory consequences.
The actual outcome is then compared to the predicted effect:
If both match, an attenuated response results. The suggested
mechanisms are similar to what is suggested by the more gen-
eral predictive coding framework (e.g., Friston, 2005): In a
hierarchically organized sensory system, each level of the hier-
archy receives both bottom–up, sensory information from the
level below and top–down, predictive information from the
level above. Deviations between sensory input and predictions
cause an error signal, which is then propagated to higher lev-
els to adjust the predictions. Assuming that the error signal
is reflected in the scalp-recorded ERP, predictive coding can
explain the reductions of negative ERP components associ-
ated with repetition suppression and sensory-predictable stan-
dards in oddball tasks: With improving predictions, the actual
sensory input will more closely match top–down predictions,
resulting in a smaller error signal—and hence, a reduction of
the stimulus-evoked ERPs (Baldeweg, 2007). Given the simi-
larity between ERP attenuations observed with sensory predic-
tions and the motor-related ERP suppressions, it seems plau-
sible to assume that similar predictive mechanisms may be
applied when deriving predictions from external stimulation and
from internal motor commands (for similar arguments see also
Schubotz, 2007 and Sowman et al., 2012). Hence, motor- and
sensory predictions may constitute different sources for a single
mechanism implementing top–down predictions in perceptual
processing.

1A related phenomenon is the mismatch negativity (MMN; Näätänen et al.,
1978). The MMN is a relative negativity to expectancy-violating deviants
compared to expectancy-matching standards, which is typically measured
in oddball tasks. The MMN can be explained by sensory adaptation (for
a review see May and Tiitinen, 2010) or by an involvement of top–down
expectations or their violation (e.g., Schröger and Wolff, 1996; see also
Todorovic et al., 2011; Todorovic and de Lange, 2012). In classical MMN-
studies, the MMN is mostly related to an enhanced negativity to deviants,
hence measuring expectancy-violation. However, the early negativity to stan-
dard stimuli has been shown to decrease with an increasing number of
repetitions (and hence increasing predictability) of the standard (Haenschel
et al., 2005; see also Todorovic et al., 2011; Todorovic and de Lange, 2012).
This suggests that the MMN is partly due to a reduction of negativity as a
function of the predictability of the standards (see also Baldeweg, 2007 for
discussion).

PROBABILISTIC CUING: CAUGHT IN THE MIDDLE BETWEEN
ATTENTION AND PREDICTABILITY
Although probabilistic cuing is typically regarded as a manipula-
tion of attention (e.g., Mangun and Hillyard, 1991), studies using
this paradigm cannot be unequivocally classified with respect to
the dichotomy between attention and predictability: On the one
hand, cued and uncued stimuli occur with different probabili-
ties, i.e., these studies manipulate stimulus predictability. On the
other hand, in a typical probabilistic cuing task, all stimuli require
an overt response. It is therefore highly adaptive to orient atten-
tion to the most probable—hence expected—event: On average,
this will yield the highest performance. Therefore, the expected
event also becomes the attended event (though presumably to
a lesser degree than in filter tasks). At the same time, it is rea-
sonable to assume that expectations are used to generate (more
or less) precise predictions as to which stimulus will be pre-
sented next—similar to the predictions based on internal forward
models described above. It may thus be concluded that probabilis-
tic cuing tasks confound attention and expectation/prediction
(see also Summerfield and Egner, 2009; Kok et al., 2012; Rauss
et al., 2012). In spite of this confound, results obtained in ERP
studies employing probabilistic cuing are similar to those mea-
sured in filter paradigms (e.g., Schröger, 1993, 1994; Schröger
and Eimer, 1997; see also Mangun and Hillyard, 1991 for visual
results). For example, Schröger (1993) reported a similar early
negativity of transient auditory attention using both a pure filter
task (Experiment 1) and a filter task combined with probabilistic
cuing (Experiment 2). Assuming that probabilistic cuing induces
both an increase in stimulus predictability and an orienting of
attention and assuming additive effects of these processes on the
auditory N1, the observable ERP effect might reflect the fact that
the attention-related enhancements outweighed the reductions
induced by stimulus predictability. Hence, the direction of the
probabilistic cuing effect on the auditory ERP may depend on the
different factors that contribute to the orienting of attention on
the one hand and to event predictability on the other. Consistent
with this notion, at a descriptive level, the attention effect in the
early negativity observed by Schröger (1993) was smaller when a
filter task was combined with probabilistic cuing (Experiment 2;
i.e., both attention and prediction are involved) compared to the
use of a pure filter task (Experiment 1; only attention is induced).
Findings that are consistent with this notion are also obtained in
the field of auditory temporal attention, as detailed below.

Note, however, that additivity of attention and prediction is
not the only possibility. A recent application of predictive cod-
ing theory to probabilistic cuing explains enhanced ERPs to
attended stimuli in the Posner-task by assuming synergistic effects
of attention and prediction. According to this notion, attention is
supposed to boost the precision of prediction, thus leading to a
heightened weighting of sensory evidence (Feldman and Friston,
2010). This is supposed to reverse effects of “sensory silencing,”
and hence leads to the typical amplitude increase in ERPs to
attended stimuli in probabilistic cuing tasks (see also Kok et al.,
2012). Predictive coding models have been successfully applied
to explain the enhanced ERPs observed in (spatial) probabilistic
cuing in the visual domain (e.g., Mangun and Hillyard, 1991) and,
moreover, the predictions of these models have been corroborated
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by recent functional Magnetic Resonance Imaging evidence (Kok
et al., 2012).

TEMPORAL ORIENTING OF ATTENTION
In recent years, a growing number of studies investigated the tem-
poral orienting of attention, i.e., the selection of information for
prioritized processing based on the time of stimulus occurrence
(e.g., Nobre and Coull, 2010). Similar to spatial attention, tempo-
ral attention has been induced by manipulating the task-relevance
of stimuli at particular time points or the expectations for stimuli
at particular time points. However, whereas in the spatial domain,
enhancements of early ERP components are a common finding

for orienting based on both task-relevance and on expectations,
these two paradigms yield somewhat different results when it
comes to the temporal orienting of attention.

ERP STUDIES OF TEMPORAL ORIENTING BASED ON TASK-RELEVANCE
Most of the studies inducing temporal attention by manipulat-
ing stimulus relevance used a variant of the selective attention
paradigm introduced by Hillyard et al. (1973). In the tempo-
ral version of this paradigm, two sounds are presented in each
trial, which are separated by a shorter or longer temporal inter-
val (e.g., 600 vs. 1200 ms; Lange et al., 2003; see also Figure 1A).
The first sound is a cue and marks the onset of the interval. The

FIGURE 1 | General outlines of stimulus configurations used in different

temporal orienting tasks. In the cued filter paradigm (A), as used e.g., in
Lange (2012a), each trial consists of a symbolic cue (black note symbol)
indicating whether the short (filled) or the long (unfilled) interval has to be
monitored for deviant sounds. Frequent standard sounds (small note symbols)
and infrequent deviantssounds (large note symbols) follow the cue after a
short or long interval (indicated by the length of the arrow). Standards and
deviants presented at attended and unattended time points are marked by red
(attended) and blue (unattended) note symbols, respectively. In this paradigm,
only attended deviants require a response, as indicated in the figure. In the
probabilistic cuing paradigm (B) as used in Lampar and Lange (2011,
Experiment 1), the symbolic cue (black note symbol) indicates the time point,

when the target will most likely be presented: Either at the end of the short
(filled) or at the end of the long (unfilled) interval. In this paradigm, sounds
presented at both attended (red) and unattended (blue) time points require a
response and are therefore regarded as targets (large note symbols) (C,D). In
the rhythmic cuing task, a regular or irregular induction sequence (black note
symbols connected by circles of fixed or variable size) is presented prior to
the target (indicated by a red or blue note symbol, depending on whether it is
preceded by a regular or an irregular sequence). In the task displayed in
(C) (Lange, 2009), the timing of the target with respect to the sequence was
fixed (indicated by the identical length of the arrows connecting the
sequence to the target), whereas target timing varied in the task outlined in
(D) (Lange, 2010), as reflected in the variable length of the arrows.

Frontiers in Human Neuroscience www.frontiersin.org June 2013 | Volume 7 | Article 263 | 4

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Lange Attention, prediction, and the auditory N1

second sound is either a frequent standard stimulus or an infre-
quent deviant stimulus (e.g., louder or softer than the standard,
Lange et al., 2003, 2006). Participants are asked to respond to
the deviants, but only if they follow the cue after a specified
time interval, marking the attended time point. Sounds presented
at the other time point never require a response and can be
completely ignored. Which time point is attended is either indi-
cated prior to each block of trials (for a review see Lange and
Röder, 2010) or is signaled trial-by-trial by the nature of the cue
(Lange, 2012a,b). In this paradigm, only stimuli at the cued time
point require further evaluation and categorization as standard or
deviant. Thus, processing resources are likely dedicated predom-
inantly to this time point, and it is regarded as attended. Because
attended but not unattended deviants require an overt response,
it is important to control for motor confounds. For this reason,
ERPs to standard stimuli are used to measure attention effects,
because standard stimuli do never require an overt response.

Most of the studies using this approach in the domain of
temporal orienting have employed auditory stimuli and found
evidence that temporal attention operates early in the process-
ing chain, as evidenced by an enhancement of the auditory N1
around 100 ms post-stimulus (see Figure 2A; Lange et al., 2003,
2006; Lange and Röder, 2006; Röder et al., 2007; Sanders and
Astheimer, 2008; Lange, 2012a,b; see also Chait et al., 2010 for
related data; but see Griffin et al., 2002, Experiment 2 for visual
data suggesting later effects). Hence, the data obtained with filter
paradigms consistently show that temporal orienting modulates
early auditory processing as reflected in the amplitude enhance-
ment of the auditory N1.

ERP STUDIES OF TEMPORAL ORIENTING BASED ON TEMPORAL
EXPECTATIONS
Expectations are derived from contingencies (or probabilistic
relationships) between events, as experienced in the environment.
These contingencies may not only include information relating to
which event is about to occur, but also relating to when a par-
ticular event is to be expected. Within this context, the studies
investigating motor induced suppression of sensory processing
(reviewed above) may be characterized as establishing a temporal
contingency between motor acts and sensory events (as illus-
trated in Figure 3, right). However, temporal relationships may
also be established between separate sensory events. As for these
sensory-sensory contingencies, it seems useful to further distin-
guish between discrete and periodic events (Figure 3, left and
middle), which are used to induce expectations in probabilistic
and rhythmic cuing paradigms, respectively (probabilistic cuing:
e.g., Coull and Nobre, 1998; Miniussi et al., 1999; Correa et al.,
2004, 2005; see also Correa et al., 2006; Lampar and Lange, 2011,
Experiment 1; rhythmic cuing: e.g., Doherty et al., 2005; Lange,
2009, 2010)2.

A specific feature of expectations in the time domain calls
for a further distinction: The fact that the flow of time itself
provides information as to whether an event is about to occur.

2Note that some related studies cannot be classified unequivocally in this tax-
onomy: Correa and Nobre (2008) and Rohenkohl and Nobre (2011) share
features of both probabilistic and rhythmic cuing.

The conditional probability that an event will occur at a par-
ticular time point given that it has not yet occurred increases
as a function of time, being low directly after the cue has been
presented and approaching certainty for the latest possible time
point, when an event may occur. This relationship is referred
to as the hazard function and it is known to affect both reac-
tion times (for a review see Niemi and Näätänen, 1981) and
brain activity (single-cell recordings e.g., Riehle et al., 1997; Ghose
and Maunsell, 2002; Janssen and Shadlen, 2005; Schoffelen et al.,
2005; Ghose and Bearl, 2010; functional imaging data: Bueti et al.,
2010). Although most ERP studies investigating the temporal ori-
enting of attention have not addressed this issue explicitly (for an
exception see Correa and Nobre, 2008), it seems worth acknowl-
edging the difference between low vs. high conditional probability
when reviewing existing findings on temporal orienting research
in order to explain the different effects3.

Temporal relationships between discrete sensory events:
probabilistic cuing
Temporal probabilistic cuing is a temporal variant of the Posner-
cuing task (Posner et al., 1980). In the temporal version, a
symbolic cue indicates the time point when the target is most
likely to be presented (Figure 1B). In most studies, two differ-
ent time intervals are randomly cued, a short and a long interval
(e.g., 600 and 1400 ms, Miniussi et al., 1999). The target appears
with a high probability at the end of the cued interval and with
a low probability at the end of the other interval. While a behav-
ioral benefit is commonly observed using this kind of task (for a
review of visual data see Correa, 2010; for auditory data see also
Lampar and Lange, 2011 and the behavioral experiment reported
in Lange and Röder, 2006), it remains an open question whether
or not temporal probabilistic cuing operates on the same pro-
cessing stages as temporal attention based on task relevance. As
noted above, the flow of time itself provides information with
respect to whether a stimulus will be presented. Hence, when
the short interval is cued but the interval is actually long (i.e.,
no stimulus appears at the end of the short interval), the time
of stimulus presentation becomes certain. In this case, when a
response is required regardless of attention—as in probabilis-
tic cuing—it is adaptive to re-orient ones attention to the other
(i.e., the long) interval, leading to similar processing resources
dedicated to the ending of the long interval in attended and unat-
tended conditions. Because of this, behavioral effects (consisting
of faster responses to temporally attended stimuli) are typically
restricted to stimuli presented after a short interval (e.g., Coull
and Nobre, 1998; Miniussi et al., 1999; Griffin et al., 2001, 2002;
Correa et al., 2004, 2006). The associated ERP findings are het-
erogeneous, however: Some studies do not find any evidence that
temporal attention affects early, sensory ERP components for the
short interval (visual: Miniussi et al., 1999; auditory: Lampar
and Lange, 2011, Experiment 1; see also Figure 2B, left) or
found an enhancement, but in a later component than observed
in spatial attention (visual: Griffin et al., 2002, Experiment 1).

3Note that the rhythmic cuing study by Rimmele et al. (2011), cannot be clas-
sified with respect to this distinction, since conditional probability is high for
the regular condition but varies for the irregular condition.
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FIGURE 2 | Overview of grand average ERP waveforms (left) and bar

graphs of the effects (right) showing the N1-effects of temporal

orienting as measured in temporal filter tasks (A), temporal probabilistic

cuing (B), and rhythmic cuing with and without predictability of target

timing (C,D). For the filter task (A) and probabilistic cuing (B), ERPs are
shown for electrode Cz and C3, respectively, separately for the short and the
long interval. Traces are aligned to a post-stimulus baseline from 0 to 50 ms.

For the rhythmic cuing task with predictable target timing, the effect is
depicted at electrode Cz and traces are aligned to a 200 ms pre-stimulus
baseline. For the rhythmic cuing task with unpredictable target timing, the
effect is depicted at a left electrode cluster consisting of electrodes Fz, Cz,
and Pz, and traces are aligned to a 0–50 ms post-stimulus baseline. Bar
graphs show the attention effects (ERPattended minus ERPunattended), with
error bars representing the 95% confidence limen.
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FIGURE 3 | Overview of different types of contingencies underlying temporal expectations as manipulated in probabilistic (left) and rhythmic cuing

(middle) and self-generation paradigms (right), respectively.

Only Correa et al. (2006), who manipulated expectations in a
block-wise manner, reported an enhancement of the sensory P1
component of the visual ERP around 100 ms post-stimulus. As
for the long interval, where behavioral effects are typically not
observed (but see Griffin et al., 2002, Experiments 1 and 2,
where more than two intervals were used to overcome the prob-
lem of temporal predictability for later than expected stimuli),
ERPs seemed to be unaffected by temporal attention in the
visual domain. By contrast, there is evidence that the audi-
tory N1 to attended stimuli of the long interval is reduced
by temporal attention (Figure 2B, right; Lampar and Lange,
2011, Experiment 1). A potential explanation relates this effect
to the interplay between a priori and conditional probability,
which differs between the short and the long interval. This
idea will be detailed below. To summarize, existing ERP stud-
ies paint a heterogeneous picture with respect to the potential
effects of expectancy-based temporal attention on early, sensory
processing.

Temporal relationships between periodic sensory events: rhythmic
cuing
In the time domain, we do not only establish expectations by
assessing the probabilities of particular temporal delays between
discrete stimuli as in probabilistic cuing. Being exposed to a

temporally regular, repetitive sequence of stimuli such as the tick-
ing of a clock or the flashing of a turning signal, we expect the
pattern to continue and may thus anticipate the next tick of the
clock or the next flashing of the light. Several recent ERP studies
investigated the impact of a temporally regular stimulus sequence
on the processing of subsequent stimuli. Most studies compared
stimulus processing between conditions where the target followed
a regular vs. an irregular sequence (e.g., visual: Doherty et al.,
2005; see also Rohenkohl and Nobre, 2011; auditory: Lange, 2009,
2010; Rimmele et al., 2011), or between conditions where stimuli
followed regular sequences of different tempi (auditory: Sanabria
and Correa, 2013; see also Correa and Nobre, 2008).

Rhythmic cuing in the auditory domain. The susceptibility of
early auditory processing to the temporal orienting of attention
has been demonstrated by several studies manipulating tem-
poral attention by means of task-relevance (Lange and Röder,
2010). Hence, it came at no surprise that rhythmic cuing in the
auditory domain was also associated with early, sensory effects
(Lange, 2009, 2010). However, the direction of the early effect
varied with the specific experimental settings: Whereas a reduc-
tion of the N1 was observed in the two experiments reported
in Lange (2009), an enhancement was found in a later study
(Lange, 2010).
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Lange (2009) presented temporally regular or temporally
irregular tone sequences prior to a target tone (Figure 1C; see also
Doherty et al., 2005, for a visual version of this task). The tones
of the each sequence were presented either as a scale (ascending
or descending; predictable pitch) or the pitches of the sequence
tones varied unpredictably. The target tone followed the sequence
after an interval equivalent to the omission of two steps of the
regular condition. Faster responding was observed in the regular
compared to the irregular condition (similar to the visual study
of Doherty et al., 2005). Analysis of the ERP data showed that
valid temporal expectations were associated with an amplitude
attenuation in the time range around 100 ms, i.e., a reduction of
the auditory N1, compared to the condition, where no expecta-
tion was induced (Figure 2C; but see Rimmele et al., 2011, who
found an enhancement of the N1 with a similar manipulation).
Crucially, because a valid expectation condition was compared to
a condition without any expectation, the observed effect can be
distinguished from the family of mismatch responses (for a review
see Schröger, 1998), which mainly reflect response to expectancy
violations. Additionally and consistent with other findings on
rhythmic cuing (Doherty et al., 2005), temporal expectations also
enhanced the P3 (see also Correa and Nobre, 2008; Rohenkohl
and Nobre, 2011).

The role of temporal predictability in rhythmic cuing. The
reduction of the auditory N1 to rhythmically expected sounds
(regarded as attended in the rhythmic cuing paradigm) con-
trasts with findings of earlier auditory temporal orienting studies,
which reported enhancements of the N1 (for a review see Lange
and Röder, 2010). Because of the opposite polarities of the ERP
effects, one may assume that manipulations of the two paradigms
(rhythmic cuing and filter tasks) reflect separable attention pro-
cesses. Hence, the reduction of the N1 might constitute a specific
correlate of what may be termed rhythmic attention whereas
the enhancement of the N1 might be specific to attention based
on task-relevance. There is, however, an alternative explanation,
which is compatible with the assumption of a single attention
process with a uniform effect on stimulus processing: The reduced
N1 could have reflected the increased predictability of stimuli
in the rhythmic compared to the arrhythmic condition. Sensory
predictability is also known to be associated with attenuated N1
amplitudes (e.g., Schafer et al., 1981; Clementz et al., 2002). In
Lange (2009), the final interval was of equal duration in the
rhythmic and in the arrhythmic condition to eliminate the pos-
sibility of using top–down knowledge of the last interval in the
rhythmic but not the arrhythmic condition. Hence, in both con-
ditions participants were able to predict exactly when the final
sound would occur. However, the estimation of an interval ben-
efits from its frequent presentation (e.g., Drake and Botte, 1993).
Therefore, prediction might have been particularly precise when
the sequence was regular, because here the same interval is fre-
quently presented. By contrast, in studies inducing an orienting
of temporal attention by manipulating task-relevance, the time
point of target presentation is not predictable at the onset of a trial
(for a review see Lange and Röder, 2010). The fact that these stud-
ies consistently observed an increased N1 to temporally attended
stimuli, whereas rhythmic cuing was associated with an amplitude

decrease (Lange, 2009) might thus be due to differences in tem-
poral predictability rather than fundamental differences between
different ways to manipulate temporal orienting.

A follow-up study (Lange, 2010) corroborated the notion that
the N1 attenuation obtained in Lange (2009) may have been due
to increased temporal predictability in the rhythmic condition.
This study used basically the same paradigm as Lange (2009),
i.e., a regular or an irregular sequence was presented prior to
a target tone. However, the new design of Lange (2010) also
included targets at time points earlier or later than the time point
marked by the rhythmicity of the sequence (Figure 1D). Hence,
the sequence could not be reliably used to predict the timing of
target onset (which had been possible in the 2009 study). Notably,
N1 to rhythmically attended stimuli was no longer attenuated in
the regular compared to the irregular condition, which is con-
sistent with the notion that the N1 attenuation observed in the
earlier study (Lange, 2009) was due to temporal prediction pro-
cesses rather than rhythmic attention (see also Vroomen and
Stekelenburg, 2010 for similar results). Interestingly, a small but
reliable enhancement of the N1 was found for the rhythmic com-
pared to the arrhythmic condition in Lange (2010)4. This effect
is consistent with earlier findings of an enhanced N1 in auditory
temporal attention studies (Lange and Röder, 2010) and may thus
reflect an orienting of attention in time.

Rhythmic cuing may affect stimulus processing both by pre-
diction and by attention. Further analyses showed that the N1
enhancement was only observed for stimuli in the short and
medium interval condition, whereas no effect (a small reduction
at the descriptive level) was found for auditory targets pre-
sented after the longest interval (Figure 2D). Notably, for the
long interval stimulus occurrence is certain due to conditional
probability. Hence, this pattern of results suggests that prediction
processes affected stimulus processing even in the paradigm used
by Lange (2010)—when considering the contribution of condi-
tional probability to overall predictability, as already suggested for
probabilistic cuing (Lampar and Lange, 2011, long interval data).

It may therefore be hypothesized that presenting a rhythmic
sequence triggers two processes with opposite effects on stimulus
processing: The first is similar to what is manipulated when task-
relevance is used to induce an orienting of attention and leads to
an enhancement of the N1. This process dominates when target
timing is uncertain because of reduced a priori probability and/or
reduced conditional probability, leading to the N1 enhancement
in the short interval and medium interval conditions of Lange
(2010). The second process is related to the increased predictabil-
ity of stimulus onset in the rhythmic condition and leads to a
reduction of the N1. This process may dominate the ERP effect
when the sequence can be reliably used to predict the moment

4At first glance, the findings of the recent study by Sanabria and Correa (2013)
are inconsistent with those of Lange (2010): These authors found reduced neg-
ativities to rhythmically cued targets—although stimulus sequences did not
reliably predict sound onset. However, Sanabria and Correa (2013) compared
the processing of a valid and an invalid condition. Hence, the effect may either
reflect a reduced negativity to validly cued targets or an enhanced negativity
to invalidly cued targets (akin to a mismatch response, e.g., Schröger, 1998).
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of the sound’s onset—either due to the fixed a priori probabil-
ity (as in Lange, 2009) or because of an increased conditional
probability (as in Lange, 2010, long interval; see also Lampar and
Lange, 2011, long interval). Predictions may depend on the inter-
play between conditional probability (that stimulus occurrence
becomes more and more likely with elapsing time), a priori prob-
ability (that the final interval will take a particular value), and
rhythmic expectations (that the regularity of the sequence will be
continued).

EXPLAINING EFFECTS OF AUDITORY TEMPORAL ORIENTING
BY OPPOSITE EFFECTS OF ATTENTION AND PREDICTION
Summarizing the core findings, the ERP effects measured in
studies operationalizing temporal attention (i.e., the focusing of
processing resources to a point in time) by manipulating task-
relevance and expectations, respectively, are not identical: Studies
operationalizing temporal attention through task-relevance con-
sistently report enhancements of early, sensory ERP components,
whereas studies manipulating temporal expectations yield mixed
results, showing either enhancements or attenuations of early,
sensory processing, or no effects. Studies using filter paradigms
primarily focused on auditory stimuli, whereas probabilistic and
rhythmic temporal cuing have been employed both in vision and
in audition. Notably, results are not less heterogeneous when
considering only the auditory studies, suggesting that the dis-
crepant findings on early, sensory effects are not due to stimulus
modality—although the precise role of modality still needs to
be explored. Given the pattern of results of the studies reviewed
above, another explanation seems likely: The discrepancies in the

ERP effects may result from the fact that the increased expecta-
tions based on regularity and probability manipulations not only
induced an orienting of attention to the expected point in time,
but—at the same time—induced processes of predicting stim-
ulus onset that may have counteracted the enhancing effect of
attention on N1.

In the following, I will present a working model that describes
N1 amplitude as a function of a single attention process on the
one hand and a prediction process the other. Assuming that
previous temporal orienting studies involved processes of atten-
tion and prediction to different degrees, this model can explain
most of the partly divergent findings of previous studies with
respect to the auditory N1. Moreover, it leads to novel predictions
concerning the interplay between attention and prediction.

A WORKING MODEL ON N1 EFFECTS IN TASKS RELATED TO TEMPORAL
ATTENTION
Figure 4 depicts the main components of the model and how they
might relate. The model assumes that attention (Figure 4, left)
and temporal prediction (Figure 4, right) have opposite effects on
the amplitude of the N1: Attention leads to an enhancement of the
N1 (hence the positive (+) influence of Attention] and prediction
to an attenuation [hence the negative (−) influence of Prediction;
see Equation 1].

N1 = Attention − Prediction (1)

The orienting of attention refers to the allocation of process-
ing resources. The orienting of attention may rely only on

FIGURE 4 | Schematic outline of the components (gray boxes) and relations (black lines) assumed by the working model explaining N1 amplitude by

opposite effects of attention and predictability.
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task-relevance (as in filter tasks), being independent of any stimu-
lus expectations (hence the additive component γ in Equation 2).
Additionally, the allocation of processing resources may follow
ones (temporal) a priori expectation that a stimulus will occur
at a particular point in time (Equation 2). This depends on the a
priori probability that a stimulus occurs at a particular time point
relative to another event (i.e., the relative proportion of trials with
a given temporal relationship between cue and a target, as in tem-
poral probabilistic cuing), and on the overall degree of temporal
regularity in the sequence of stimuli (i.e., periodic stimulus pre-
sentation, particularly in isochronous sequences, as in rhythmic
cuing). Because the rhythmic regularity of a sequence is experi-
enced almost instantaneously whereas probabilistic features are
extracted only after considering a larger number of trials, it is pro-
posed that rhythmic cuing has a stronger influence on a priori
expectations than a priori probability (i.e., β > 1, see Equation
3). Most importantly, however, it is assumed that attention will
only be focused to the expected time point, when stimuli at this
time point are relevant for task performance—because only in
this case (additional) resources are needed for stimulus process-
ing (hence the multiplicative relation between task-relevance and
expectation in Equation 2). Finally, according to the model, the
orienting of attention is triggered only at the onset of a trial and
does not follow the increasing conditional probability during the
course of the trial (in other words, conditional probabilities do
not influence the orienting of attention).

Attention = task − relevance

× (a priori expectation + γ) (2)

A priori expectation = a priori probability + β

× rhythmic regularity (3)

Both in cuing paradigms and in filter paradigms participants are
asked to (more or less) frequently respond to targets. Because this
requires a certain amount of processing resources, it is reason-
able to assume that participants use any information available
to most efficiently allocate their processing resources (or orient
their attention)—either because a subset of stimuli is expected
(as in cuing paradigms) or because only a subset of stimuli
requires deeper processing at all (as in filter paradigms). Hence,
it is assumed that probabilistic cuing (Lampar and Lange, 2011),
rhythmic cuing (Lange, 2009, 2010), and filter paradigms (e.g.,
Lange et al., 2003; Sanders and Astheimer, 2008) should all
involve an allocation of processing resources to a subset of stim-
uli, and hence attentional differences between conditions. The
model assumes a single attention process to be involved in cuing
and filter tasks. Note, however, that it is also conceivable in prin-
ciple that filter and cuing tasks involve qualitatively different
mechanisms. Whether one has to distinguish selection-based and
expectation-based temporal attention, and whether these involve
only strategic or also automatic processes remains open. Further
research is needed to further explore the precise nature of the
attention process (or processes) involved. Importantly, the fact
that targets are relevant for response selection seems to be crucial
for orienting of attention, i.e., the mere presence of expectations
alone should not lead to an orienting of attention. For example,

in self-generation paradigms expectations about action effects are
generated, but these action effects typically do not require any
response. Here, a differential orienting of attention compared to
the control condition should not automatically be induced (for a
discussion of this point see also Lange, 2011).

The second major component of the model is temporal predic-
tion (Equation 4). Temporal prediction is a direct consequence of
(1) the a priori expectation (or global expectation; specified in
Equation 3) and (2) the conditional probability (or local expecta-
tion) that a stimulus will occur at a particular time point (i.e., the
hazard rate).

Prediction = a priori expectation

× (α × conditional probability) (4)

Increasing a priori expectations—either based on increases in the
a priori probability for a stimulus at a particular time point (e.g.,
for valid stimuli in probabilistic cuing or for stimuli following
one’s own motor action) or by presenting the stimulus as part
of a rhythmically regular sequence (as in rhythmic cuing)—not
only lead to a biased allocation of processing resources as out-
lined above. They also allow more or less precise prediction of
when the next stimulus is about to occur. The possibility to pre-
cisely predict the moment of stimulus occurrence is, however, not
only dependent on a priori expectations, set up at the beginning
of a trial, but also on the conditional probability. When events are
presented with a uniform (or “aging”) distribution over time—as
in the studies cited above—conditional probability relates to the
increasing certainty that the stimulus will occur “right now” the
more time elapses. In this case, participants can more and more
precisely predict the point in time, when the stimulus is about to
occur. The model assumes that the conditional probability has a
modulating influence on a priori expectations, i.e., its impact on
prediction is only observed when there are differences in either a
priori probability or rhythmic regularity. However, the influence
of conditional probability on prediction is assumed to be stronger
than that of the other two components (i.e., α > 1).

According to these assumptions, in a probabilistic cuing task,
invalid stimuli (low a priori probability) following the cue after
a short interval (low conditional probability) are particularly
unpredictable, whereas valid stimuli (high a priori probability)
following after a long interval (high conditional probability) are
particularly predictable (e.g., Lampar and Lange, 2011). Likewise,
stimuli presented as part of a periodic sequence are more pre-
dictable than stimuli presented as part of a random sequence—
particularly when they match the regularity of the sequence (e.g.,
Lange, 2009). Finally, because of learned contingencies, sounds
triggered by one’s own motor act can be predicted more precisely
than externally triggered sounds, since predictability of the key-
press is already increased (e.g., Lange, 2011, see also Hughes et al.,
2013).

The model is consistent with effects observed in temporal
probabilistic cuing (no effect on the auditory N1 for the short
interval and a reduction for the long interval; Lampar and Lange,
2011, Experiment 1), the reduced N1 to self-generated stimuli
in the self-generation paradigm; Lange (2011), and the reduced
N1 in rhythmic attention when the rhythmic sequence reliably
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predicts sound onset (Lange, 2009). For rhythmic attention with
uncertainty, the model as presented here predicts an enhance-
ment for the rhythmic condition that changes to a reduction
over time, which is also similar to the pattern observed in Lange
(2010). Finally, the model adequately describes the N1 enhance-
ments obtained in filter paradigms (e.g., Lange et al., 2003, 2006;
Sanders and Astheimer, 2008). The only temporal orienting data
that cannot be easily described by the model as is are the results
for the long interval of Lampar and Lange (2011), Experiment 2.
This experiment has elements of both a probabilistic cuing task
(attended stimuli are more likely than unattended ones) and of
a filter task (responses are only required for attended stimuli).
The model predicts an enhancement of the N1 for both the short
and the long interval. However, the pattern observed is consis-
tent with this prediction only for the short interval. For the long
interval, the opposite effect was observed. Therefore, further stud-
ies are needed to identify limiting conditions or complement the
model by further variables and/or further relationships between
variables.

Notably, the model also gives rise to several novel predictions
for effects of task-relevance, rhythmic or probabilistic cuing, and
motor-induced predictions—when different tasks are combined.
First, according to the model, manipulations of task-relevance
should yield smaller effects on N1 when combined with rhythmic
or probabilistic cuing. This is because rhythmic or probabilis-
tic cuing increases predictions for attended stimuli: Hence, the
enhancing effect of attention on the N1 will be counteracted
by the decreasing effect of (valid) predictions. Because, however,
both cuing manipulations are thought to increase both attention
and prediction, the reduction of the N1 effect may be relatively
small. Hence, one may have to make an effort to demonstrate
this empirically. Notably, however, at a descriptive level, there are
findings which are well in line with this assumption: In the spa-
tial attention study by Schröger (1993), attention effects on N1
were larger when attention was manipulated by task-relevance
alone (Experiment 1) compared to a condition, in which task-
relevance and probabilistic cuing were combined (Experiment 2).
Moreover, in previous studies of temporal orienting, the N1
effects seemed to be more pronounced in studies employing
pure manipulations of task-relevance (e.g., Lange et al., 2003;
Sanders and Astheimer, 2008) compared to a combination of
task-relevance and probabilistic cuing (Lampar and Lange, 2011).
Second, both rhythmic and probabilistic cuing may consistently
lead to a reduction of the N1, when only passive stimulation
is used. This is, because the model assumes that the impact of
rhythmic and probabilistic cuing on attention depends on the
(potential) task-relevance of these stimuli. In this case, the prob-
ability manipulations will not induce an orienting of attention,
while predictions are still possible—similar to earlier studies of
sensory predictability or studies of motor-induced suppression
(e.g., Schafer and Marcus, 1973; McCarthy and Donchin, 1976;
Schafer et al., 1981; Ford et al., 2001, 2007; Clementz et al., 2002;
Bäß et al., 2008). In a related fashion, the model also predicts
that the motor-induced suppression of the N1 to the effects of
one’s own actions may be reduced if participants oriented their
attention to the self-elicited stimuli because they were relevant
to the task at hand. In this case, stimuli rendered predictable

by means of the preceding motor action would not only elicit a
prediction-related decrease but in addition an attention-related
increase of the N1, resulting in a reduction (or even an elimina-
tion) of the overall effect. Future studies are needed to address
these hypotheses and provide evidence in favor of the basic idea
represented in the model. Moreover, future research may investi-
gate how the attention and prediction processes are related when
it comes to non-temporal stimulus features.

OPEN QUESTIONS
Although the physiological mechanisms and the functional inter-
pretation of the heterogeneous N1 effects still need to be iden-
tified, I will briefly discuss a tentative account of a potential
physiological mechanism and a functional interpretation in the
following. It is conceivable, that both the N1 attenuation induced
by stimulus predictability and the N1 enhancement induced by
attention reflect a modulation of the frontal subcomponent 3
of the auditory N1 (according to Näätänen and Picton, 1987).
Näätänen and Picton (1987) already discussed the notion that
the frontal sub-component of the N1 is attenuated by tem-
poral predictions (“knowledge of the timing of the stimulus,”
p. 412) and recent studies suggest that this unspecific compo-
nent is also involved in motor-induced suppression of the N1
(SanMiguel et al., 2013; Timm et al., 2013). Notably, it has been
suggested recently that this component may also be subject to
manipulations of temporal attention (Lange, 2012a).

The processes underlying the N1—particularly its frontal sub-
component—are most likely not involved in the perceptual anal-
ysis and the identification of specific sound attributes (e.g., Davis
and Zerlin, 1966; Parasuraman and Beatty, 1980; Butler, 1972;
Pratt and Sohmer, 1977, see Näätänen and Picton, 1987 for a
review). Rather, there is evidence that the amplitude of the N1
is related to the detection of the onset of a sound (e.g., Davis
et al., 1968; Squires et al., 1973; Parasuraman and Beatty, 1980;
Parasuraman et al., 1982) and to the sound’s attention-catching
properties, more distracting sounds being associated with a larger
N1 (Campbell et al., 2003; Rinne et al., 2006). Acknowledging
these and other findings, Näätänen et al. (2011) suggest that the
N1 is associated with an attention call signal, triggered by a mech-
anism dedicated to onset-detection. According to these authors,
early auditory processing engages two parallel pathways: One ded-
icated to onset detection and one associated with auditory feature
analysis. It is assumed that the N1 (particularly the frontal sub-
component) is generated by the detection mechanism and that
the main function of the underlying process is to increase the
likelihood that the outcome of the feature analysis mechanism
becomes available for conscious perception (e.g., Näätänen et al.,
2011).

The next step for future studies is to identify the precise
physiological mechanisms behind the ERP effects of attention
and predictability. If temporal attention and temporal predic-
tions indeed modulate the frontal sub-component of the N1
(e.g., Näätänen and Picton, 1987; see also Lange, 2012a), their
respective functional roles could be to enhance and reduce the
attention-catching properties of sounds and hence the likelihood
of conscious sound processing. From a functional point of view,
such an interpretation is highly plausible: An increased attention
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call for task-relevant sounds is adaptive, since these stimuli
typically require an overt response, hence necessitating fur-
ther conscious processing and evaluation. By contrast, in stud-
ies investigating pure effects of sound predictability, processing
requirements are mostly similar for predictable and unpredictable
sounds. In this case, there is less need for a mechanism promot-
ing differential conscious processing. Moreover, when thinking of
the most common instance of predictable events, i.e., all kinds of
sensory events that result from our own motor actions, it is even
more adaptive to reduce the likelihood of conscious processing—
otherwise we would be almost constantly distracted by what seem
by-and-large irrelevant events.

CONCLUSIONS
In the present paper, I briefly reviewed the heterogeneous ERP
data of auditory temporal orienting paradigms using either
task-relevance or expectations to induce a temporal orient-
ing of attention. In order to explain this pattern of results, I
presented a working model assuming that both manipulations
activate a single attention process that enhances the auditory
N1. Paradigms manipulating expectations to induce attention
additionally involve prediction processes, which lead to an N1
attenuation. Open questions that are of relevance with respect
to the interpretation of the enhancing and reducing effects of
attention and predictions on N1 amplitudes concern the physio-
logical mechanisms underlying these effects and their functional

significance. With respect to the physiological interpretation, it
needs to be investigated whether prediction and attention affect
the same process in opposite directions—or whether they merely
co-occur in time. Future studies may address this question by
employing orthogonal manipulations of attention and predic-
tion in the same experiment to test whether or not the respec-
tive effects are additive. Moreover, the physiological mechanisms
underlying these effects need to be identified: Do they constitute
modulations of the sensory-evoked N1 (or one of its subcompo-
nents) or are they due to additional, endogenous voltage shifts
(e.g., Giard et al., 2000 for a review on a similar discussion
for non-temporal attention). The answer(s) to this question will
also help to pinpoint the functional interpretation of the effects.
Finally, the working model as presented here is not meant to be
exhaustive. Rather, it is a first approach to explain most of the
partly discrepant findings of previous temporal orienting research
in a parsimonious way by taking into consideration factors that
differed between studies. Hence, the model needs adaptation to
accurately describe the existing data, in addition to empirical
evaluation of its predictions.

ACKNOWLEDGMENTS
The work reviewed in the present paper has been supported by
the Deutsche Forschungsgemeinschaft (DFG), grants LA 2486/1-
1 and 1-2. I thank Dr. Daniela Czernochowski for her helpful
comments on an earlier draft of the manuscript.

REFERENCES
Alcaini, M., Giard, M. H., Echallier, J.

F., and Pernier, J. (1994). Selective
auditory attention effects in tono-
topically organized cortical areas:
a topographic ERP study. Hum.
Brain Mapp. 2, 159–169. doi:
10.1002/hbm.460020305

Alho, K., Töttölä, K., Reinikainen, K.,
Sams, M., and Näätänen, R. (1987).
Brain mechanisms of selective
listening reflected by event-related
potentials. Electroencephalogr. Clin.
Neurophysiol. 68, 458–470. doi:
10.1016/0168-5597(87)90057-8

Aliu, S., Houde, J., and Nagarajan,
S. (2009). Motor-induced sup-
pression of the auditory cortex.
J. Cogn. Neurosci. 21, 791–802. doi:
10.1162/jocn.2009.21055

Baldeweg, T. (2007). ERP
Repetition effects and mis-
match negativity generation. A
predictive coding perspective.
J. Psychophysiol. 21, 204–213. doi:
10.1027/0269-8803.21.34.204

Bäß, P., Jacobsen, T., and Schröger, E.
(2008). Suppression of the audi-
tory N1 event-related potential
component with unpredictable
self-initiated tones: evidence for
internal forward models with
dynamic stimulation. Int. J.
Psychophysiol. 70, 137–143. doi:
10.1016/j.ijpsycho.2008.06.005

Bueti, D., Bahrami, B., Walsh,
V., and Rees, G. (2010).
Encoding of temporal prob-
abilities in the human brain.
J. Neurosci. 30, 4343–4352. doi:
10.1523/JNEUROSCI.2254-09.2010

Butler, R. A. (1972). Auditory evoked-
response to stimuli producing
periodicity pitch. Psychophysiology
9, 233–237. doi: 10.1111/j.1469-
8986.1972.tb00758.x

Campbell, T., Winkler, I., Kujala, T.,
and Näätänen, R. (2003). The N1
hypothesis and irrelevant sound:
evidence from token set size effects.
Cogn. Brain Res. 18, 39–47. doi:
10.1016/j.cogbrainres.2003.09.001

Chait, M., de Cheveigné, A., Poeppel,
D., and Simon, J. Z. (2010). Neural
dynamics of attending and ignor-
ing in human auditory cortex.
Neuropsychologia 48, 3262–3271.
doi: 10.1016/j.neuropsychologia.
2010.07.007

Cherry, E. C. (1953). Some exper-
iments on the recognition of
speech, with one and with two ears.
J. Acoust. Soc. Am. 25, 975–979. doi:
10.1121/1.1907229

Clementz, B. A., Barber, S. K., and
Dzau, J. R. (2002). Knowledge
of stimulus repetition affects the
magnitude and spatial distribution
of low-frequency event-related
brain potentials. Audiol.

Neurootol. 7, 303–314. doi: 10.1159/
000064444

Correa, A. (2010). “Enhancing
behavioural performance by visual
temporal orienting,” in Attention
and Time, eds A. C. Nobre and J.
T. Coull (New York, NY: Oxford
University Press), 359–370. doi:
10.1093/acprof:oso/9780199563456.
003.0026

Correa, A., Lupiánez, J., Madrid, E.,
and Tudela, P. (2006). Temporal
attention enhances early visual
processing: a review and new
evidence from event-related
potentials. Brain Res. 1076,
116–128. doi: 10.1016/j.brainres.
2005.11.074

Correa, A., Lupiánez, J., Milliken, B.,
and Tudela, P. (2004). Endogenous
temporal orienting of attention in
detection and discrimination tasks.
Percept. Psychophys. 66, 264–278.
doi: 10.3758/BF03194878

Correa, A., Lupiánez, J., and Tudela,
P. (2005). Attentional preparation
based on temporal expectancies
modulates processing at the percep-
tual level. Psychon. Bull. Rev. 12,
328–334. doi: 10.3758/BF03196380

Correa, A., and Nobre, A. C. (2008).
Neural modulation by reg-
ularity and passage of time.
J. Neurophysiol. 100, 1649–1655.
doi: 10.1152/jn.90656.2008

Coull, J. T., and Nobre, A. C. (1998).
Where and when to pay atten-
tion: the neural systems for direct-
ing attention to spatial locations
and to time intervals as revealed by
both PET and fMRI. J. Neurosci. 18,
7426–7435.

Davis, H., Bowers, C., and Hirsh, S.
K. (1968). Relations of human
vertex potential to acoustic
input—loudness and masking.
J. Acoust. Soc. Am. 43, 431–438. doi:
10.1121/1.1910849

Davis, H., and Zerlin, S. (1966).
Acoustic relations of human vertex
potential. J. Soc. Am. 39, 109–116.
doi: 10.1121/1.1909858

Doherty, J. R., Rao, A., Mesulam,
M. M., and Nobre, A. C. (2005).
Synergistic effect of combined
temporal and spatial expectations
on visual attention. J. Neurosci.
25, 8259–8266. doi: 10.1523/
JNEUROSCI.1821-05.2005

Drake, C., and Botte, M.-C. (1993).
Tempo sensitivity in auditory
sequences: evidence for a multiple-
look model. Percept. Psychophys. 54,
277–286. doi: 10.3758/BF03205262

Feldman, H., and Friston, K. (2010).
Attention, uncertainty, and free-
energy. Front. Hum. Neurosci. 4:215.
doi: 10.3389/fnhum.2010.00215

Ford, J. M., Mathalon, D. H., Heinks,
T., Kalba, S., Faustman, W.

Frontiers in Human Neuroscience www.frontiersin.org June 2013 | Volume 7 | Article 263 | 12

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Lange Attention, prediction, and the auditory N1

O., and Roth, W. T. (2001).
Neurophysiological evidence
of corollary discharge dysfunc-
tion in schizophrenia. Am. J.
Psychiatry 158, 2069–2071. doi:
10.1176/appi.ajp.158.12.2069

Ford, J. M., Roach, B. J., Faustman, W.
O., and Mathalon, D. H. (2007).
Synch before you speak: auditory
hallucinations in schizophre-
nia. Am. J. Psychiatry 164,
458–466. doi: 10.1176/appi.ajp.
164.3.458

Friston, K. (2005). A theory of cor-
tical responses. Philos. Trans. R.
Soc. B Biol. Sci. 360, 815–836. doi:
10.1098/rstb.2005.1622

Ghose, G. M., and Bearl, D. W. (2010).
Attention directed by expectations
enhances receptive fields in cortical
area MT. Vision Res. 50, 441–451.
doi: 10.1016/j.visres.2009.10.003

Ghose, G. M., and Maunsell, J. H.
R. (2002). Attentional modulation
in visual cortex depends on task
timing. Nature 419, 616–620. doi:
10.1038/nature01057

Giard, M. H., Fort, A., Mouchetant-
Rostaing, Y., and Pernier, J. (2000).
Neurophysiological mechanisms
of auditory selective attention in
humans. Front. Biosci. 5, d84–d94.
doi: 10.2741/Giard

Giard, M. H., Perrin, F., Pernier, J.,
and Peronnet, F. (1988). Several
attention-related wave forms in
auditory areas: a topographic
study. Electroencephalogr. Clin.
Neurophysiol. 69, 371–384. doi:
10.1016/0013-4694(88)90008-9

Griffin, I. C., Miniussi, C., and Nobre,
A. C. (2001). Orienting attention in
time. Front. Biosci. 6, 660–671. doi:
10.2741/Griffin

Griffin, I. C., Miniussi, C., and Nobre,
A. C. (2002). Multiple mechanisms
of selective attention: differential
modulation of stimulus processing
by attention to space or time.
Neuropsychologia 40, 2325–2340.
doi: 10.1016/S0028-3932(02)
00087-8

Haenschel, C., Vernon, D. J., Dwivedi,
P., Gruzelier, J. H., and Baldeweg, T.
(2005). Event-related brain poten-
tial correlates of human auditory
sensory memory-trace formation.
J. Neurosci. 25, 10494–10501. doi:
10.1523/JNEUROSCI.1227-05.2005

Hansen, J. C., and Hillyard, S. A.
(1980). Endogenous brain poten-
tials associated with selective audi-
tory attention. Electroencephalogr.
Clin. Neurophysiol. 49, 277–290. doi:
10.1016/0013-4694(80)90222-9

Heinks-Maldonado, T. H., Mathalon,
D. H., Gray, M., and Ford,
J. M. (2005). Fine-tuning of
auditory cortex during speech

production. Psychophysiology 42,
180–190. doi: 10.1111/j.1469-8986.
2005.00272.x

Heinks-Maldonado, T. H., Nagarajan,
S. S., and Houde, J. F. (2006).
Magnetoencephalographic evidence
for a precise 4b forward model
in speech production. Neuroreport
17, 1375–1379. doi: 10.1097/01.wnr.
0000233102.43526.e9

Hillyard, S. A. (1981). Selective audi-
tory attention and early event-
related potentials—a rejoinder. Can.
J. Exp. Psychol. 35, 159–174. doi:
10.1037/h0081155

Hillyard, S. A., Hink, R., Schwent, V. L.,
and Picton, T. W. (1973). Electrical
signs of selective attention in the
human brain. Science 162, 177–180.
doi: 10.1126/science.182.4108.177

Hillyard, S. A., Vogel, E. K., and Luck,
S. J. (1998). Sensory gain con-
trol (amplification) as a mecha-
nism of selective attention: elec-
trophysiological and neuroimaging
evidence. Philos. Trans. R. Soc. Lond.
B Biol. Sci. 353, 1257–1270. doi:
10.1098/rstb.1998.0281

Houde, J. F., Nagarajan, S. S., Sekihara,
K., and Merzenich, M. M. (2002).
Modulation of the auditory cor-
tex during speech: an MEG study.
J. Cogn. Neurosci. 14, 1125–1138.
doi: 10.1162/089892902760807140

Hughes, G., Desantis, A., and Waszak,
F. (2013). Mechanisms of inten-
tional binding and sensory atten-
uation: the role of temporal pre-
diction, temporal control, identity
prediction, and motor prediction.
Psychol. Bull. 139, 133–151. doi:
10.1037/a0028566

Janssen, P., and Shadlen, M. N. (2005).
A representation of the hazard rate
of elapsed time in macaque area
LIP. Nat. Neurosci. 8, 234–241. doi:
10.1038/nn1386

Kauramaki, J., Jaaskelainen, I. P., and
Sams, M. (2007). Selective atten-
tion increases both gain and fea-
ture selectivity of the human audi-
tory cortex. PLoS ONE 2:e909. doi:
10.1371/journal.pone.0000909

Kok, P., Rahnev, D., Jehee, J. F. M., Lau,
H. C., and De Lange, F. P. (2012).
Attention reverses the effect of pre-
diction in silencing sensory signals.
Cereb. Cortex 22, 2197–2206. doi:
10.1093/cercor/bhr310

Lampar, A. L., and Lange, K. (2011).
Effects of temporal trial-by-trial
cuing on early and late stages of
auditory processing: evidence from
event-related potentials. Attent.
Percept. Psychophys. 73, 1916–1933.
doi: 10.3758/s13414-011-0149-z

Lange, K. (2009). Brain correlates of
early auditory processing are atten-
uated by expectations for time and

pitch. Brain Cogn. 69, 127–137. doi:
10.1016/j.bandc.2008.06.004

Lange, K. (2010). Can a regular
context induce temporal ori-
enting to a target sound? Int.
Psychophysiol. 78, 231–238. doi:
10.1016/j.ijpsycho.2010.08.003

Lange, K. (2011). The reduced
N1 to self-generated tones: an
effect of temporal predictability?
Psychophysiology 48, 1088–1095.
doi: 10.1111/j.1469-8986.2010.
01174.x

Lange, K. (2012a). The N1 effect of
temporal attention is independent
of sound location and intensity:
implications for possible mech-
anisms of temporal attention.
Psychophysiology 49, 1468–1480.
doi: 10.1111/j.1469-8986.2012.
01460.x

Lange, K. (2012b). The temporal ori-
enting P3-effect to non-target stim-
uli: does it reflect motor inhibi-
tion? Biol. Psychol. 89, 433–434. doi:
10.1016/j.biopsycho.2011.12.010

Lange, K., Krämer, U. M., and Röder,
B. (2006). Attending points in time
and space. Exp. Brain Res. 173,
130–140. doi: 10.1007/s00221-006-
0372-3

Lange, K., and Röder, B. (2006).
Orienting attention to points in
time improves stimulus processing
both within and across modalities.
J. Cogn. Neurosci. 18, 715–729. doi:
10.1162/jocn.2006.18.5.715

Lange, K., and Röder, B. (2010).
“Temporal orienting in audition,
touch, and across modalities,”
in Attention and Time, eds
A. C. Nobre and J. T. Coull
(Oxford: Oxford University Press),
393–405. doi: 10.1093/acprof:oso/
9780199563456.003.0028

Lange, K., Rösler, F., and Röder, B.
(2003). Early processing stages
are modulated when auditory
stimuli are presented at an
attended moment in time: an
event-related potential study.
Psychophysiology 40, 806–817. doi:
10.1111/1469-8986.00081

Mangun, G. R., and Hillyard, S. A.
(1991). Modulations of sensory-
evoked brain potentials indicate
changes in perceptual processing
during visual-spatial priming.
J. Exp. Psychol. 17, 1057–1074. doi:
10.1037//0096-1523.17.4.1057

Martikainen, M. H., Kaneko, K.,
and Hari, R. (2005). Suppressed
responses to self-triggered sounds
in the human auditory cortex.
Cereb. Cortex 15, 299–302. doi:
10.1093/cercor/bhh131

May, P. J. C., and Tiitinen, H.
(2010). Mismatch negativity
(MMN), the deviance-elicited

auditory deflection, explained.
Psychophysiology 47, 66–122. doi:
10.1111/j.1469-8986.2009.00856.x

McCarthy, G., and Donchin, E.
(1976). The effects of temporal
and event uncertainty in deter-
mining the waveforms of the
auditory event related poten-
tial (ERP). Psychophysiology 13,
581–590. doi: 10.1111/j.1469-
8986.1976.tb00885.x

Miall, R., and Wolpert, D. (1996).
Forward models for physiologi-
cal motor control. Neural Netw.
9, 1265–1279. doi: 10.1016/S0893-
6080(96)00035-4

Miniussi, C., Wilding, E. L., Coull,
J. T., and Nobre, A. C. (1999).
Orienting attention in time.
Modulation of brain poten-
tials. Brain 122, 1507–1518. doi:
10.1093/brain/122.8.1507

Näätänen, R. (1982). Processing neg-
ativity: an evoked-potential reflec-
tion of selective attention. Psychol.
Bull. 92, 605–640.

Näätänen, R., and Alho, K. (2004).
“Mechanisms of attention in audi-
tion as revealed by the event-related
potentials of the brain,” in Cognitive
Neuroscience of Attention, ed M. I.
Posner (New York, NY: Guilford
Press), 194–206.

Näätänen, R., Gaillard, A. W. K.,
and Mäntysalo, S. (1978). Early
selective-attention effect on
evoked potential reinterpreted.
Acta Psychol. 42, 313–329. doi:
10.1016/0001-6918(78)90006-9

Näätänen, R., Kujala, T., and Winkler,
I. (2011). Auditory processing that
leads to conscious perception: a
unique window to central auditory
processing opened by the mismatch
negativity and related responses.
Psychophysiology 48, 4–22. doi:
10.1111/j.1469-8986.2010.01114.x

Näätänen, R., and Picton, T. W. (1987).
The N1 wave of the human electric
and magnetic response to sound: a
review and an analysis of the com-
ponent structure. Psychophysiology
24, 375–425. doi: 10.1111/j.1469-
8986.1987.tb00311.x

Niemi, P., and Näätänen, R. (1981).
Foreperiod and simple reaction
time. Psychol. Bull. 89, 133–162.
doi: 10.1037//0033-2909.89.1.133

Nobre, A. C. (2004). “Probing the
flexibility of attentional orienting
in the human brain,” in Cognitive
Neuroscience of Attention, ed M.
I. Posner (New York, NY: The
Guilford Press), 157–179.

Nobre, A. C., and Coull, J. T.
(2010). Attention and Time.
Oxford: Oxford University
Press. doi: 10.1093/acprof:oso/
9780199563456.001.0001

Frontiers in Human Neuroscience www.frontiersin.org June 2013 | Volume 7 | Article 263 | 13

http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive


Lange Attention, prediction, and the auditory N1

Nobre, A. C., Rohenkohl, G., and
Stokes, M. G. (2012). “Nervous
anticipation. Top-down biasing
across space and time,” in Cognitive
Neuroscience of Attention, 2nd Edn.,
ed M. I. Posner (New York, NY:
Guilford Press), 159–186.

Ozaki, I., Jin, C. Y., Suzuki, Y., Baba,
M., Matsunaga, M., and Hashimoto,
I. (2004). Rapid change of tono-
topic maps in the human audi-
tory cortex during pitch discrim-
ination. Clin. Neurophysiol. 115,
1592–1604. doi: 10.1016/j.clinph.
2004.02.011

Parasuraman, R., and Beatty, J. (1980).
Brain events underlying detection
and recognition of weak sensory
signals. Science 210, 80–83. doi:
10.1126/science.7414324

Parasuraman, R., Richer, F., and
Beatty, J. (1982). Detection and
recognition—concurrent processes
in perception. Percept. Psychophys.
31, 1–12. doi: 10.3758/BF03206196

Posner, M. I., Snyder, C. R. R., and
Davidson, B. J. (1980). Attention
and the detection of signals.
J. Exp. Psychol. 109, 160–174. doi:
10.1037//0096-3445.109.2.160

Pratt, H., and Sohmer, H. (1977).
Correlations between psychophys-
ical magnitude estimates and
simultaneously obtained auditory
nerve, brain stem and cortical
responses to clikc stimuli in
man. Electroencephalogr. Clin.
Neurophysiol. 43, 802–812.

Rauss, K., Pourtois, G., Vuilleumier, P.,
and Schwartz, S. (2012). Effects of
attentional load on early visual pro-
cessing depend on stimulus timing.
Hum. Brain Mapp. 33, 63–74. doi:
10.1002/hbm.21193

Riehle, A., Grün, S., Diesmann, M.,
and Aertsen, A. (1997). Spike syn-
chronization and rate modulation
differentially involved in motor
cortical function. Science 278,
1950–1953. doi: 10.1126/science.
278.5345.1950

Rif, J., Hari, R., Hämäläinen, M. S.,
and Sams, M. (1991). Auditory
attention affects two different
areas in the human supratemporal
cortex. Electroencephalogr. Clin.
Neurophysiol. 79, 464–472. doi:
10.1016/0013-4694(91)90166-2

Rimmele, J., Jolsvai, H., and Sussman,
E. (2011). Auditory target detection
is affected by implicit temporal
and spatial expectations. J. Cogn.
Neurosci. 23, 1136–1147. doi:
10.1162/jocn.2010.21437

Rinne, T., Särkkä, A., Degerman, A.,
Schröger, E., and Alho, K. (2006).
Two separate mechanisms under-
lie auditory change detection and
involuntary control of attention.
Brain Res. 1077, 135–143. doi:
10.1016/j.brainres.2006.01.043

Röder, B., Krämer, U. M., and Lange,
K. (2007). Congenitally blind
humans use different stimulus
selection strategies in hearing: an
ERP study of spatial and temporal
attention. Restor. Neurol. Neurosci.
25, 311–322.

Rohenkohl, G., and Nobre, A.
C. (2011). Alpha oscillations
related to anticipatory attention
follow temporal expectations.
J. Neurosci. 31, 14076–14084. doi:
10.1523/JNEUROSCI.3387-11.2011

Sanabria, D., and Correa, A.
(2013). Electrophysiological evi-
dence of temporal preparation
driven by rhythms in audition.
Biol. Psychol. 92, 98–105. doi:
10.1016/j.biopsycho.2012.11.012

Sanders, L. D., and Astheimer, L.
B. (2008). Temporally selec-
tive attention modulates early
perceptual processing: event-
related potential evidence. Percept.
Psychophys. 70, 732–742. doi:
10.3758/PP.70.4.732

SanMiguel, I., Todd, J., and Schröger,
E. (2013). Sensory suppression
effects to self-initiated sounds
reflect the attenuation of the
unspecific N1 component of the
auditory ERP. Psychophysiology 50,
334–343. doi: 10.1111/psyp.12024

Schafer, E. W. P., Amochaev, A., and
Russell, M. J. (1981). Knowledge
of stimulus timing attenuates
human evoked cortical poten-
tials. Electroencephalogr. Clin.
Neurophysiol. 52, 9–17. doi:
10.1016/0013-4694(81)90183-8

Schafer, E. W. P., and Marcus, M.
M. (1973). Self-stimulation
alters human sensory brain
responses. Science 181, 175–177.
doi: 10.1126/science.181.4095.175

Schoffelen, J. M., Oostenveld, R.,
and Fries, P. (2005). Neuronal
coherence as a mechanism of
effective corticospinal interac-
tion. Science 308, 111–113. doi:
10.1126/science.1107027

Schröger, E. (1993). Event-related
potentials to auditory stimuli
following transient shifts of spa-
tial attention in a Go/Nogo task.
Biol. Psychol. 36, 183–207. doi:
10.1016/0301-0511(93)90017-3

Schröger, E. (1994). Human brain
potential signs of selection by loca-
tion and frequency in an audi-
tory transient attention situation.
Neurosci. Lett. 173, 163–166. doi:
10.1016/0304-3940(94)90174-0

Schröger, E. (1998). Measurement and
interpretation of the mismatch
negativity. Behav. Res. Methods
Instrum. Comput. 30, 131–145. doi:
10.3758/BF03209423

Schröger, E., and Eimer, M. (1997).
Endogenous covert spatial orienting
in audition: “Cost-Benefit” analysis
of reaction times and event-related
potentials. Q. J. Exp. Psychol. A 50,
457–474. doi: 10.1080/713755706

Schröger, E., and Wolff, C. (1996).
Mismatch response of the human
brain to changes in sound loca-
tion. Neuroreport 7, 3005–3008.
doi: 10.1097/00001756-199611250-
00041

Schubotz, R. I. (2007). Prediction of
external events with our motor sys-
tem: towards a new framework.
Trends Cogn. Sci. 11, 211–218. doi:
10.1016/j.tics.2007.02.006

Schwent, V. L., Hillyard, S. A., and
Galambos, R. (1976). Selective
attention and the auditory
vertex potential. II. Effects of
signal intensity and masking
noise. Electroencephalogr. Clin.
Neurophysiol. 40, 615–622. doi:
10.1016/0013-4694(76)90136-X

Sowman, P. F., Kuusik, A., and Johnson,
B. W. (2012). Self-initiation and
temporal cueing of monaural tones
reduce the auditory N1 and P2.
Exp. Brain Res. 222, 149–157. doi:
10.1007/s00221-012-3204-7

Sperry, R. W. (1950). Neural basis
of the spontaneous optokinetic
response produced by visual inver-
sion. J. Comp. Physiol. Psychol. 43,
482–489. doi: 10.1037/h0055479

Squires, K. C., Hillyard, S. A., and
Lindsay, P. H. (1973). Vertex
potentials evoked during auditory
signal-detection—relation to deci-
sion criteria. Percept. Psychophys. 14,
265–272. doi: 10.3758/BF03212388

Summerfield, C., and Egner, T.
(2009). Expectation (and atten-
tion) in visual cognition. Trends
Cogn. Sci. 13, 403–409. doi:
10.1016/j.tics.2009.06.003

Timm, J., SanMiguel, I., Saupe, K.,
and Schröger, E. (2013). The N1-
suppression effect for self-initiated
sounds is independent of atten-
tion. BMC Neurosci. 14:2. doi:
10.1186/1471-2202-14-2

Todorovic, A., and de Lange, F. P.
(2012). Repetition suppression
and expectation suppression
are dissociable in time in
early auditory evoked fields.
J. Neurosci. 26, 13389–13395. doi:
10.1523/JNEUROSCI.2227-12.2012

Todorovic, A., van Ede, F., Maris, E.,
and de Lange, F. P. (2011). Prior
expectation mediates neural adap-
tation to repeated sounds in the
auditory cortex: an MEG study.
J. Neurosci. 31, 9118–9123. doi:
10.1523/JNEUROSCI.1425-11.2011

Von Holst, E., and Mittelstaedt, H.
(1950). Das Reafferenzprinzip.
(Wechselwirkungen zwis-
chen Zentralnervensystem und
Peripherie.). Naturwissenschaften
37, 464–476. doi: 10.1007/
BF00622503

Vroomen, J., and Stekelenburg, J.
J. (2010). Visual anticipatory
information modulates multi-
sensory interactions of artificial
audiovisual stimuli. J. Cogn.
Neurosci. 22, 1583–1596. doi:
10.1162/jocn.2009.21308

Woldorff, M. G., and Hillyard, S.
A. (1991). Modulation of early
auditory processing during selec-
tive listening to rapidly presented
tones. Electroencephalogr. Clin.
Neurophysiol. 79, 170–191. doi:
10.1016/0013-4694(91)90136-R

Conflict of Interest Statement: The
author declares that the research
was conducted in the absence of any
commercial or financial relationships
that could be construed as a potential
conflict of interest.

Received: 28 January 2013; accepted: 23
May 2013; published online: 11 June
2013.
Citation: Lange K (2013) The ups and
downs of temporal orienting: a review
of auditory temporal orienting studies
and a model associating the heteroge-
neous findings on the auditory N1 with
opposite effects of attention and predic-
tion. Front. Hum. Neurosci. 7:263. doi:
10.3389/fnhum.2013.00263
Copyright © 2013 Lange. This is
an open-access article distributed under
the terms of the Creative Commons
Attribution License, which permits use,
distribution and reproduction in other
forums, provided the original authors
and source are credited and subject to any
copyright notices concerning any third-
party graphics etc.

Frontiers in Human Neuroscience www.frontiersin.org June 2013 | Volume 7 | Article 263 | 14

http://dx.doi.org/10.3389/fnhum.2013.00263
http://dx.doi.org/10.3389/fnhum.2013.00263
http://dx.doi.org/10.3389/fnhum.2013.00263
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Human_Neuroscience
http://www.frontiersin.org
http://www.frontiersin.org/Human_Neuroscience/archive

	The ups and downs of temporal orienting: a review of auditory temporal orienting studies and a model associating the heterogeneous findings on the auditory N1 with opposite effects of attention and prediction
	What is Selective Attention and how is it Induced?
	Attention and Stimulus Predictability have Opposite Effects on Early Auditory ERPs
	Effects of Attention Based on Task-Relevance
	Effects of Stimulus Predictability

	Probabilistic Cuing: Caught in the Middle between Attention and Predictability
	Temporal Orienting of Attention
	ERP Studies of Temporal Orienting Based on Task-Relevance
	ERP Studies of Temporal Orienting Based on Temporal Expectations
	Temporal relationships between discrete sensory events: probabilistic cuing
	Temporal relationships between periodic sensory events: rhythmic cuing
	Rhythmic cuing in the auditory domain
	The role of temporal predictability in rhythmic cuing
	Rhythmic cuing may affect stimulus processing both by prediction and by attention



	Explaining Effects of Auditory Temporal Orienting by Opposite Effects of Attention and Prediction
	A Working Model on N1 Effects in Tasks Related to Temporal Attention
	Open Questions

	Conclusions
	Acknowledgments
	References


