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Such a kind of BCI is a natural way to augment human capabili-
ties by providing a new interaction link with the outside world and 
is particularly relevant as an aid for disabled people. The central 
tenet of a BCI is the capability to distinguish different patterns 
of brain activity, each being associated to a particular intention 
or mental task. Hence adaptation is a key component of a BCI 
because users must learn to modulate their brainwaves so as to 
generate distinct brain patterns. In some cases, user training is 
complemented with machine learning techniques to discover the 
individual brain patterns characterizing the mental tasks executed 
by the user.

With the field now entering a more mature phase of develop-
ment, the time is ripe to focus on the development of practical 
BCI applications aimed at improving the lives of physically disa-
bled individuals1. Furthermore, if our goal is to offer solutions to 

IntroductIon
Imagine being able to control a robot or other machine using only 
your thoughts – this fanciful notion has long since captured the 
imagination of humankind, and, within the past decade, the ability 
to actually bypass conventional channels of communication (i.e., 
muscles or speech) between a user’s brain and a computer has become 
a demonstrated reality. Known as brain–computer interfaces (BCIs), 
the field has already seen several early prototypes (Nicolelis, 2001; 
Millán, 2002; Wolpaw et al., 2002; Wickelgren, 2003; Allison et al., 
2007; Dornhege et al., 2007). A BCI monitors the user’s brain activ-
ity and translates their intentions into commands without activat-
ing any muscle or peripheral nerve. BCI as a proof-of-concept has 
already been demonstrated in several contexts; driving a robot or 
wheelchair (Millán et al., 2004a,b, 2009), operating prosthetic devices 
(Müller-Putz et al., 2005, 2006; Pfurtscheller et al., 2000, 2003), select-
ing letters from a virtual keyboard (Birbaumer et al., 1999; Donchin 
et al., 2000; Millán, 2003; Obermaier et al., 2003; Millán et al., 2004a; 
Scherer et al., 2004; Müller and Blankertz, 2006; Sellers et al., 2006; 
Williamson et al., 2009), internet browsing (Karim et al., 2006; Bensch 
et al., 2007; Mugler et al., 2008), navigating in virtual realities (Bayliss, 
2003; Leeb et al., 2007a,b), and playing games (Millán, 2003; Krepki 
et al., 2007; Nijholt et al., 2008b; Tangermann et al., 2008).
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1That is, people with different degrees of stabilized motor disability as a conse-
quence of traumatic lesions (spinal cord injury), cerebrovascular diseases (stro-
ke), or degenerative neuromuscular diseases (muscular dystrophies and motor 
neuron disorders such as amyotrophic lateral sclerosis and spinal muscular 
atrophies) that are characterized by a progressive loss of muscular activity. In 
all these cases, however, cognitive functions are spared to a large, if not com-
plete, extent.
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these people, and to augment their capabilities, then BCIs must 
be combined with existing assistive technologies (AT), especially 
those they already utilize.

Most BCIs for human subjects rely on non-invasive electroen-
cephalogram (EEG) signals; i.e., the electrical brain activity recorded 
from electrodes placed on the scalp. The reason is that EEG is a practi-
cal modality if we want to bring BCI technology to a large population2. 
For this reason, in this review, we focus on EEG-based BCIs and how 
to combine them with AT. We also identify and review some princi-
ples and research challenges that we consider fundamental to bring 
BCI technology out of the lab. These principles include the develop-
ment of hybrid BCI (hBCI) architectures, the design of user–machine 
adaptation algorithms, the exploitation of users’ mental states for BCI 
reliability and confidence measures, the incorporation of principles in 
human–computer interaction (HCI) to improve BCI usability, and the 
development of novel BCI technology including better EEG devices. 
Note, however, that most of the principles we put forward here can 
also be applied to other types of BCI, either invasive (single-unit activ-
ity, Carmena et al., 2003; Hochberg et al., 2006; electrocorticogram, 
Leuthardt et al., 2004; Pistohl et al., 2008) or non-invasive (MEG, 
Kauhanen et al., 2006; Mellinger et al., 2007; fMRI, Weiskopf et al., 
2004; Yoo et al., 2004; NIRS, Coyle et al., 2007; Sitaram et al., 2007).

In this paper, we identify four application areas where BCI 
assistive technology can have a real, measurable impact for people 
with motor disabilities; namely “Communication and Control”, 
“Motor Substitution”, “Entertainment”, and “Motor Recovery”. The 
remainder of the paper is organized as follows. The rest of this 
section is devoted to the research challenges currently faced by 
BCI-based assistive technology. Then, in Sections “Communication 
and Control”, “Motor Substitution”, “Entertainment”, and “Motor 
Recovery”, each application area is discussed, and the current state-
of-the-art of each is reviewed. Finally, in Section “Summary”, we 
summarize the main message of this review paper.

HybrId bcI
What kind of assistance can BCI actually offer to disabled persons? 
Despite progress in AT, there is still a large number of people with 
severe motor disabilities who cannot fully benefit from AT due to 
their limited access to current assistive products (APs). For them, 
BCI is the solution. However, notwithstanding the impressive dem-
onstrations of BCI technology around the world, today’s state-of-
the-art is such that BCI alone cannot make patients interact with 
and control assistive devices over long periods of time and without 
expert assistance. But this doesn’t mean that there is no place for 
BCI. The solution is to use BCI as an additional channel. Such a 
hybrid approach, where conventional APs (operated using some 
residual muscular functionality) are enhanced by BCI technology, 
leads to what we call hybrid BCI (hBCI).

As a general definition, a hBCI is a combination of different signals 
including at least one BCI channel. Thus, it could be a combination 
of two BCI channels but, more importantly, also a combination of 
BCI and other biosignals [such as electromyographic (EMG), etc.] 
or special AT input devices (e.g., joysticks, switches, etc.). The control 
channels (BCI and other modalities) can operate different parts of 
the assistive device or all of them could be combined to allow users to 
smoothly switch from one control channel to the other depending on 
their preference and performance. An example of the former case is 
a neuroprostheses that uses residual movements for reaching objects 
and BCI for grasping. In the latter case, a muscular dystrophy patient 
may prefer to speak in the morning and switch to BCI in the after-
noon when fatigue prevents him from being able to speak intelligibly. 
Moreover, in the case of progressive loss of muscular activity [as in 
muscular dystrophy, amyotrophic lateral sclerosis (ALS), and spinal 
muscular atrophies] early BCI training while the user can still exploit 
her/his residual motor functions will increase long-term use of APs 
by smoothing the transition between the hybrid assistive device and 
pure BCI when muscular activity is too weak to operate the APs.

An effective way for a hBCI to combine all the control channels is 
to merge their individual decisions – i.e., the estimation of the user’s 
intent – by weighting the contribution of each modality. These 
weights reflect the reliability of the channel, or confidence/certainty 
the system has regarding its output. The weights can be estimated 
from supervision signals such as mental states [e.g., fatigue, error 
potentials (ErrPs)] and physiological parameters (e.g., muscular 
fatigue). Another source to derive the weights is to analyze the 
performance of the individual channels in achieving the task at 
hand (e.g., stability over time).

There exist a few examples of hybrid BCIs. Some are based on 
multiple brain signals. One of such hBCIs is the combination of 
motor imagery (MI)-based BCI with ErrP detection and correction 
of false mental commands (Ferrez and Millán, 2008b). A second 
example is the combination of MI with steady state visual evoked 
potentials (SSVEPs) explored in some offline studies (Allison et al., 
2010; Brunner et al., 2010). Other hBCIs combine brain and other 
biosignals. For instance, Scherer et al. (2007b) combined a standard 
SSVEP BCI with an on/off switch controlled by heart rate variation. 
Here the focus is to give users the ability to use the BCI only when they 
want or need to use it. Alternatively, and following the idea of enhanc-
ing people’s residual capabilities with a BCI, Leeb et al. (2010b) fused 
EMG with EEG activity, so that the subjects could achieve a good 
control of their hBCI independently of their level of muscular fatigue. 
Finally, EEG signals could be combined with eye gaze (Danoczy et al., 
2008). Pfurtscheller et al. (2010) have recently reviewed preliminary 
attempts, and feasibility studies, to develop hBCIs combining multi-
ple brain signals alone or with other biosignals. Finally, hybrid BCIs 
could exploit several brain imaging techniques simultaneously; i.e., 
EEG together with MEG, fMRI, NIRS, and even TMS. As mentioned 
above, our focus in this review paper is on principles to develop hBCI 
that, when coupled with existing AT used by disabled people, can 
effectively improve their quality of life.

AdAptAtIon
The kind of switch mentioned above offers a first level of self-
 adaptation, in that the user can dynamically choose the best inter-
action channel at any time. To the best of our knowledge, this is a 

2Besides electrical activity, neural activity also produces other types of signals, such 
as magnetic and metabolic, that can be also measured non-invasively. Magnetic 
fields can be recorded with magnetoencephalography (MEG), while brain meta-
bolic activity –  reflected in changes in blood flow – can be observed with positron 
emission  tomography (PET), functional magnetic resonance imaging (fMRI), and 
optical imaging (NIRS). Unfortunately, such alternative techniques require sophi-
sticated  equipment that can be operated only in special facilities. Moreover, tech-
niques for measuring blood flow have long latencies and thus are less appropriate 
for interaction.
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HumAn–computer InterActIon
A related issue is how to improve the performance and reliability 
of current BCIs, which are characterized by noisy and low-bit-rate 
outputs. A promising possibility is the use of modern HCI princi-
ples to explicitly take into account the noisy and lagged nature of 
the BCI control signals to adjust the dynamics of the interaction 
as a function of the reliability of user’s control capabilities. Such a 
HCI approach can also include the ability to “degrade gracefully” 
as the inputs become increasingly noisy (Williamson, 2006).

Human–computer interaction principles can lead to a new gen-
eration of BCI assistive devices by designing more suitable and 
comfortable interfaces that will speed up interaction, as demon-
strated by the recent virtual keyboard “Hex-O-Spell” (Müller and 
Blankertz, 2006; Williamson et al., 2009). Regarding interaction 
and control of complex devices like neuroprostheses and mobile 
robots (or wheelchairs), it has recently been shown how shared 
autonomy techniques can drastically enhance the performance and 
robustness of a brain-controlled wheelchair (Vanacker et al., 2007; 
Galán et al., 2008; Millán et al., 2009). In a shared autonomy frame-
work, the outputs of the BCI are combined with the information 
about the environment (obstacles perceived by the robot sensors) 
and the robot itself (position and velocities) to better estimate the 
user’s intent. Some broader issues in human–machine interaction 
are discussed in Flemisch et al. (2003), where the H-Metaphor is 
introduced, suggesting that interaction should be more like riding 
a horse, with notions of “loosening the reins”, allowing the system 
more autonomy.

Shared autonomy (or shared control) is a key component of 
future hybrid BCI as it will shape the closed-loop dynamics between 
the user and the brain-actuated device such that tasks are able to 
be performed as easily as possible. As mentioned above, the idea 
is to integrate the user’s mental commands with the contextual 
information gathered by the intelligent brain-actuated device so 
as to help the user to reach the target or override the mental com-
mands in critical situations. In other words, the actual commands 
sent to the device and the feedback to the user will adapt to the 
context and inferred goals. In such a way, shared control can make 
target-oriented control easier, can inhibit pointless mental com-
mands, and can help determine meaningful motion sequences (e.g., 
for a neuroprostheses). Examples of shared control applications 
are neuroprostheses such as robots and wheelchairs (Millán et al., 
2004b, 2009; Vanacker et al., 2007; Galán et al., 2008; Tonin et al., 
2010), as well as smart virtual keyboards (Müller and Blankertz, 
2006; Wills and MacKay, 2006; Williamson et al., 2009), and other 
AT software with predictive capabilities.

The issue of improving the user interface is not a new prob-
lem; in addition some of the issues such as error rate and time 
taken to make a selection are not new in the general area of AT. 
The emphasis has mainly been on improving controllability and 
accuracy. Applications designed for BCI should be able to use dif-
ferent methods of BCI control, account for individual differences, 
optimize the user interface and incorporate artificial intelligence 
techniques. Simulation techniques can provide helpful information 
about the expected usability of a system. For instance, Biswas and 
Robinson (2007) describes a simulator which incorporates models 
of the application, interface and user to predict the performance 
of assistive technology devices.

aspect of BCI that has not been addressed before. A second level 
of self-adaptation concerns the choice of the EEG phenomena that 
each user better controls, which can range from evoked poten-
tials like P300 (Farwell and Donchin, 1988; Nijboer et al., 2008) 
or SSVEP (Sutter, 1992; Gao et al., 2003; Brunner et al., 2010) to 
spontaneous signals like slow cortical potentials (Birbaumer et al., 
1999) and rhythmic activity (Babiloni et al., 2000; Wolpaw et al., 
2000; Pfurtscheller and Neuper, 2001; Millán et al., 2002; Blankertz 
et al., 2007). This necessitates the development of novel training 
protocols to determine the optimal EEG phenomenon for each user, 
building upon work on psychological factors in BCI (Neumann 
and Kübler, 2003; Nijboer et al., 2007).

Still another aspect of self-adaptation is the need for online 
calibration of the decoding module (which translates EEG activity 
into external actions) to cope with the inherent non-stationarity of 
EEG signals. Recently, a number of papers have studied how EEG 
signals change during BCI sessions (Shenoy et al., 2006; Sugiyama 
et al., 2007; Vidaurre et al., 2008; von Bünau et al., 2009). This 
non-stationarity can be addressed in three different ways. First, by 
rejecting the variation of the signals and retaining the stationary 
part as in Kawanabe et al. (2009) and von Bünau et al. (2009). In 
these works, different methods to design robust BCI systems against 
non-stationarities are described. Second, by choosing features from 
the EEG that carry discriminative information and, more impor-
tantly, that are stable over time (Galán et al., 2007, 2008). Third, 
by applying adaptation techniques. This adaptation can, as well, be 
carried out at different modules of the BCI: in the feature extraction 
(for example with the use of adaptive autoregressive coefficients 
or time domain parameters, Schlögl, 2000; Vidaurre et al., 2009) 
in the spatial filtering (Zhang et al., 2007; Vidaurre and Blankertz, 
2010) or at the classifier side. Adaptation of any of the modules can 
be done in a supervised way (when the task to perform is known 
beforehand) or in an unsupervised manner (no class labels are 
used to adapt the system). Although not very common, supervised 
adaptation of the classifier has been explored in several studies 
(Millán, 2004; Buttfield et al., 2006; Shenoy et al., 2006; Vidaurre 
et al., 2006; Millán et al., 2007). Recently, some groups have also 
performed unsupervised adaptation of the features (Schlögl, 2000; 
Vidaurre et al., 2009) and of the classifier. Unsupervised classifier 
adaptation has also been applied to P300 data (Lu et al., 2009) and 
to MI data (Blumberg et al., 2007; Sugiyama et al., 2007; Vidaurre 
et al., 2008).

Regardless whether adaptivity is applied in one or more modules 
of the BCI, it allows the simultaneous co-adaptation of the BCI 
to the user and vice versa. A recent study with healthy volunteers 
(Vidaurre and Blankertz, 2010) who either had no experience or 
had not been able to control a BCI with sufficient level of control 
for a communication application (70% of accuracy in a two class 
system) has shown the advantage of this approach. During the BCI 
session, of approximately 2 h, some users could develop SMR. This 
is a big step forward in BCI research, because at least 25–30% of 
all users are not able to use a BCI with sufficient level of control 
(Guger et al., 2003). We hypothesize that selection of stable discri-
minant features and BCI adaptation could facilitate and accelerate 
subject training. Indeed, these techniques increase the likelihood 
of providing stable feedback to the user, a necessary condition for 
people to learn to modulate their brain activity.
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new eeG devIces
The fifth and final area of necessary progress surrounds the develop-
ment of a new class of BCI devices based on easy-to-use and esthetic 
EEG equipment. So far, laboratory experimentation has never 
required attention to issues like portability, esthetic design, conform-
ity, certification, etc. Many current BCI applications exist in the form 
of software running on a personal computer; but many users will not 
accept the burden of a desktop PC and its screen to utilize a BCI. In 
addition, there is a need for a common implementation architecture 
to facilitate commercial take-up – and the field is taking steps toward 
standardization in the design of BCI (Cincotti et al., 2010). The merger 
of esthetic and engineering design is a key issue that any practical 
BCI for disabled people must overcome. Users don’t want to look 
unusual– therefore, social acceptability is a key concern for them3. For 
this reason we expect new EEG technology based on dry electrodes 
and esthetic wireless helmets. Different teams have recently developed 
some prototypes of dry electrodes that overcome the need of gel, one 
of the main limitations of current EEG technology (Popescu et al., 
2007). Moreover, different companies like Quasar Inc. (San Diego, 
USA) (Sellers et al., 2009), Emotiv Systems Inc. (San Francisco, USA), 
NeuroSky Inc. (San Jose, USA) (Sullivan et al., 2008), and Starlab 
(Barcelona, Spain) (Ruffini et al., 2007) are now commercializing dry 
electrodes, mainly for gaming. Although some doubts exist about the 
kind of physiological signals these systems actually exploit for control, 
they are definitely pushing the field forward.

dIscussIon
In summary, time is ripe to develop a new generation of hybrid BCI 
assistive technology for people with physical disabilities that will 
advance the state of the art in a number of ways:

•	 Conventional	 AP	 will	 be	 enhanced	 by	 BCI	 technology:	 the	
incorporation of a brain channel can provide an additional 
degree of freedom, enhance the robustness of the control 
signals by combining EEG and other AT, or be the only means 
of interaction. BCI will expand the range of opportunities 
available to AT teams worldwide for building flexible and 
 personalized solutions for their clients needs.

•	 BCI	assistive	devices	will	be	endowed	with	novel	self-adaptive	
capabilities: this will be achieved through the incorporation 
of fusion techniques for combining EEG with other signals, 
automatic choice of EEG phenomena, online adaptation to 
changing EEG signals, the use of modern HCI principles for 
shaping the interaction, and recognition of user’s mental states 
and cognitive processes.

•	 Brain–computer	interaction	will	become	more	robust:	combi-
nation of EEG with other signals allow users to become more 
autonomous and interact over long periods of time.

•	 Brain–computer	interaction	will	increase	its	performance	and	
reliability significantly: the use of modern HCI and shared 
autonomy principles will make it possible.

•	 Brain–computer	interaction	will	reduce	user’s	cognitive	effort:	
this will be possible because of the use of modern HCI as well as 
the recognition of user’s mental states and cognitive processes.

Finally, until fairly recently, the focus of software design and 
evaluation has been on usability and functionality in what are 
referred to as instrumental qualities. Current trends emphasize 
non-instrumental aspects of interface design and evaluation. 
These can be separated into the three categories; hedonics (con-
cerned with [un]pleasant sensations), esthetics, and pleasure/fun 
(Mahlke, 2005). This development might be seen as attempting 
to establish the basics first before fine-tuning the details later. 
Nevertheless, Tractinsky et al. (2000) demonstrates that the per-
ception of how usable a system is increases as visual esthetics of the 
system increases, although its actual usability remains unchanged. 
A valid question to ask, then, is whether BCI application design 
and evaluation can and should follow the same pattern of develop-
ing usable systems first before “targeting” the non-instrumental 
qualities. Given the current limitations of BCIs, how much of 
the existing knowledge of HCI design and evaluation can be 
applied to BCIs? It depends on the purpose of the application 
and how much control is required for the application to be used. 
Computer applications for BCI might be divided into three broad 
 categories – programs for communication, tools for functional 
control, and entertainment applications. Entertainment programs 
can further be subdivided into games, tools for creativity and 
interactive media. The focus of evaluation for communication 
and functional applications should be on usability and functional-
ity, while the focus of entertainment applications should be on 
pleasure and entertainment.

mentAl stAtes
A fourth area where BCI assistive technology can benefit from 
recent research is in the recognition of the user’s mental states 
(mental workload, stress level, tiredness, attention level) and cog-
nitive processes (awareness to errors made by the BCI), which 
could facilitate interaction and reduce the user’s cognitive effort 
by making the BCI assistive device react to the user. This is again 
another aspect of self-adaptation: for instance, in case of high 
mental workload or stress level, the dynamics and complexity of 
the interaction will be simplified or it will trigger the switch to 
stop brain interaction and move on to muscle-based interaction 
(see above). As another example, in the case of detection of exces-
sive fatigue, the mobile robot would take over complete control 
and move autonomously to its base station close to the user’s bed. 
Pioneering work in this area deals with the recognition of mental 
states (such as mental workload, Kohlmorgen et al., 2007; attention 
levels, Hamadicharef et al., 2009; and fatigue, Trejo et al., 2005) 
and cognitive processes (such as error-related potentials, Blankertz 
et al., 2003; Ferrez and Millán, 2005, 2008a,b; and anticipation, 
Gangadhar et al., 2009) from EEG. In the latter case, Ferrez and 
Millán (2008a,b) have shown that errors made by the BCI can 
be reliably recognized and corrected, thus yielding significant 
improvements in performance.

Also, as mentioned before, mental states can provide useful 
information to estimate the reliability of the individual channels. 
For instance, in the case of a high attention level, we could assign a 
large weight to the EEG channel, while this weight would be small 
in the case of high mental workload. Also, repetitive error-related 
potentials should reduce the weight of the channels that mainly 
contributed to the estimation of the user’s intent.

3Clearly, all these issues (from standardization to esthetics) are relevant to any kind 
of BCI, regardless of the kind of brain signal in use.
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accelerometers, where tilt control was used to maneuver through 
a hexagonal tessellation. The text entry system is controlled by the 
two mental states imagined right hand movement and imagined 
right foot movement. Expert subjects achieved typing speed of up 
to 7.5 char/min. A recent development in the field of HCI, inspired 
by a similar approach to Hex, is the Nomon selection system, based 
on the use of phase angle in clock-like displays (Broderick and 
MacKay, 2009). Still another speller designed upon efficient HCI 
principles is DASHER (Wills and MacKay, 2006).

Most BCI spelling devices, especially those actually used by 
disabled people, are based on the detection of potentials that are 
evoked by external stimuli rather than spontaneous mental states. 
The most prominent is the approach that elicits a P300 component 
(Donchin et al., 2000). In this approach, all characters are presented 
in a matrix, and the symbol which the user focuses her/his attention 
on can be predicted from the brain potentials that are evoked by 
random flashing of rows and columns. Similar P300-based spelling 
devices have since been extensively investigated and developed (e.g., 
Sellers et al., 2006; Nijboer et al., 2008; Silvoni et al., 2009).

bcI control of web browsers
The history of providing internet access to ALS patients dates 
back to 1999 when the TTD developed in Tübingen was used to 
operate a standard web browser. In a first implementation, called 
“Descartes” (Karim et al., 2006), the web window was shown for 
a certain amount of time (about 120 s), then a navigation screen 
would present the links from the current web page as leaves in a tree. 
A more advanced prototype, called “Nessi” (Bensch et al., 2007), 
allowed a more flexible selection of links thanks to a better user 
interface, again highlighting how BCI operation can be facilitated 
and improved by better HCI principles. More recently, this group 
has developed another browser based on P300 (Mugler et al., 2008). 
Theoretically, a browser with P300 control can enable selection 
from as many links as the elements in the P300 matrix (for a 6 × 6 
matrix, 36), and the selection of a link could be completed in one 
step, although reliable recognition requires several iterations of the 
presentations of row/columns.

bcI And AssIstIve tecHnoloGy
Brain–computer interface technology can be seen as a special 
Assistive technology in the area of Information and Communication 
Technologies (AT ICT), which is defined the Class 22 of ISO 
9999:2007 (APs for communication and information):

“AT ICT products are understood to be devices for helping a per-
son to receive, send, produce and/or process information in different 
forms. Included are, e.g., devices for seeing, hearing, reading, writing, 
telephoning, signalling and alarming, and information technology.”

A large variety of assistive technology is available today, provid-
ing the opportunity for nearly all people to access ICT. However, 
an individual with proper assistive technology has no guarantee of 
access. ICT products must be designed and created in ways that allow 
all users to access them, including those who need AT. It is for this 
reason that BCI must be combined with state-of-the-art AT ICT.

The standard user interface of a personal computer is power-
ful and flexible, but this flexibility is often a barrier to accessibil-
ity for many people with disabilities: many small icons, multiple 
open windows on a complex desktop, drag-and-drop, and so on. 

•	 Brain–computer	 interaction	 will	 be	 easier:	 the	 design	 of	
 efficient training protocols will accelerate, improve and make 
more intuitive user’s mastering of the BCI assistive technology; 
also, the development of new electrodes and esthetic helmets 
will facilitate operation of BCI by laypeople.

•	 Novel	BCI	designs	will	ensure	 the	outcome	follows	standard	
BCI assistive technology: past lack of coordination in BCI rese-
arch has thus far impeded the creation of a shared model and 
standards among BCI groups.

communIcAtIon And control
Brain–computer interfaces have the potential to enable severely 
disabled individuals to communicate with other people and to 
control their environment. Communication functions consist 
mainly of sending/receiving emails, chatting, using VoIP phones 
and surfing the web. During the last 10 years, it has been proven 
in the labs that persons, even those suffering of severe disabilities, 
may interact with computers by only using their brain – in the 
extreme case using the brain channel as a single switch, just like a 
computer mouse.

There is also a commercial system that, in principle, allows BCI 
communication and control. Brain Actuated Technologies intro-
duced “Cyberlink” in 1996, a system that records electrical signals 
from three electrodes integrated into a headband on the subject’s 
forehead (Junker et al., 2002). Because of the location of the elec-
trodes, users mainly use subtle facial muscles activity and eye move-
ment for control, although the electrodes can also measure brain 
activity in the usual theta, alpha, and beta frequency bands. Recently 
OCZ Technology Inc. (San Jose, USA) acquired the company and 
is now commercializing the “Neural Impulse Actuator (NIA)”, the 
first consumer device that can be used for controlling standard 
video games without using mouse or joystick. OCZ is available 
since 2008 at a cost of about 300 USD.

bcI-drIven spellInG devIces
In 1999, the Tübingen BCI group developed the Thought-
Translation-Device (TTD; Birbaumer et al., 1999), a system that 
could be operated by patients suffering from ALS through the 
modulation of brain rhythms. Binary decisions made by the BCI 
were used to select letters in a procedure where the alphabet was 
iteratively split into halves. The achieved spelling rate was about 
0.5 char/min. Since then, other groups have developed BCI-driven 
spelling devices based on the detection of voluntarily patterns of 
activity in the spontaneous EEG. These systems can operate syn-
chronously (Birbaumer et al., 1999; Obermaier et al., 2003) or asyn-
chronously (Millán, 2003; Millán et al., 2004a; Scherer et al., 2004; 
Müller and Blankertz, 2006; Williamson et al., 2009). Interestingly, 
one patient suffering from severe cerebral palsy could operate the 
Graz system at about 1 char/min. In the case of Millán’s approach, 
trained subjects have taken 22.0 s on average to select a letter, 
including recovery from errors, with peak performances of 7.0 s 
per letter. Particularly relevant is the spelling system developed by 
the Berlin group in cooperation with the University of Glasgow, 
called Hex-o-Spell (Williamson et al., 2009), which illustrates how 
a normal BCI can be significantly improved by state-of-the-art HCI 
principles. The idea for Hex-o-Spell was taken from the Hex system 
which was designed for use on mobile devices augmented with 



Frontiers in Neuroscience | Neuroprosthetic  September 2010 | Volume 4 | Article 161 | 6

Millán et al. Combining BCI and AT

and Durfee, 1996; Kobetic et al., 2003). A passive, but lockable 
orthosis stabilizes the knee joint during the stance phase without 
the need for a continuous co-contraction of antagonistic muscle 
groups. For the restoration of an elbow function much less torque 
has to be generated and held, thus supporting the idea that a 
passive, lockable orthosis combined with a FES-system will be 
successful in restoration of upper limb function. Up to now such 
a system does not exist.

Current neuroprosthesis for the restoration of forearm function 
(hand, finger, and elbow) require the use of residual movements 
not directly related to the grasping process. Traditional APs like 
head, mouse, or control devices using tongue or eye movements 
have not been accepted by patients for control of neuroprosthesis, 
because these APs hinder their communication ability, which is 
most important to patients for participation in normal social activi-
ties, and the design is not esthetic. It is for this reason that recently 
some groups have started to explore BCI approaches in the case 
where no, or only minor, residual motor control is available. For a 
review see Müller-Putz et al. (2006).

Pioneering work by the groups in Heidelberg and Graz showed 
for the first time the feasibility of the combination of BCI and a 
FES-system with surface electrodes (Pfurtscheller et al., 2003). In 
this study the restoration of a lateral grasp was achieved in a spinal 
cord injured subject, who suffers from a complete motor paralysis 
with missing hand and finger function. The patient is able to trig-
ger sequential grasp phases by the imagination of foot movements. 
After many years of training and use of his BCI, the patient is able 
to control the system even during conversation with other persons. 
The same groups did a short-term BCI training of another tetra-
plegic patient who was provided with a Freehand system in the 
year 2000. After 3 days of training the patient was able to control 
the grasp sequence of the implanted neuroprosthesis sufficiently 
(Müller-Putz et al., 2005). More recently, they introduced a new 
method for the control of the grasp and elbow function by a BCI 
(Müller-Putz et al., 2007). The idea is to use a low number of pulse-
width coded brain patterns to control sequentially more degrees 
of freedom. Millán’s group used the MI of hand movements to 
stimulate the same hand for a grasping and writing task (Tavella 
et al., 2010), so the subjects thought about moving the right arm 
and the system stimulated the right arm. Furthermore, they used 
an adaptable passive hand orthosis, which evenly synchronizes the 
grasping movements and applied forces on all fingers. This orthosis 
also avoids fatigue in long-term stimulation situations by locking 
the position of the fingers and switching the stimulation off (Leeb 
et al., 2010a).

It’s worth noting that Fetz’s group (Moritz et al., 2008) has 
recently described an invasive approach to brain-controlled ortho-
sis conceptually similar to previous attempts based on non-invasive 
BCI mentioned above. In this experiment, a monkey, paralyzed via a 
nerve block, can regain control of its forearm by using FES and single 
cell recordings of the motor cortex. This brings us to an important 
underlying issue in the development of neuroprosthesis, namely the 
choice of the kind of mental task to use for control. In most work in 
non-invasive BCI, people use imagination of different limbs (right/
left hand, feet) to deliver different commands to the neuroprosthesis 
for, say, the right hand. However, it seems more natural to rely on the 
recognition of different imagined movements of the same limb the 

This kind of interface makes using a PC difficult and confusing 
for many people, like people with physical disabilities or first time 
users such as elderly people. A common approach to assisting peo-
ple in using ICT is to add some assistive technology on top of the 
standard interface, such as text-to-speech or screen magnifiers. 
This approach has provided considerable benefit to specific user 
groups, but it does not remove the main limitation of standard user 
interfaces. The solution is then to design simpler user interfaces 
from scratch whose interaction principles and graphical appear-
ance is uniform across applications. One of the few commercial 
state-of-the-art AT ICT products is “QualiWORLD” by QualiLife 
Inc. ( Paradiso-Lugano, Switzerland).

motor substItutIon
GrAspInG
In Europe alone, an estimated number of 300,000 people are suffer-
ing from a spinal cord injury (SCI) with 11,000 new injuries per year 
(Wyndaele and Wyndaele, 2006). Forty percent of the total popula-
tion of the SCI patients are tetraplegics. Loss of motor functions, 
especially grasping, leads to a life-long dependency on care-givers 
and to a dramatic decrease in quality of life (Anderson, 2004).

Beside SCI persons, other neurological patients also suffer from 
paralysis of the upper extremities and the related restrictions in 
terms of independence and life quality. In Germany, 60% of the 
150,000 patients affected by a stroke for the first time survive the 
first year, one-third of them with a hemiplegia (Exner, 2004). 
In Germany, 10% of the annual 250,000 traumatic brain injury 
patients live with motor deficits at the upper extremities.

Today, if surgery is not an option, functional electrical stimu-
lation (FES) is the only possibility for partially restoring lost 
motor functions (Hentz and Le Clercq, 2002). In this context, 
the term neuroprostheses is used to describe FES systems aim-
ing at the restoration of a weak or lost grasping function of 
the hand. Some of these neuroprostheses are based on surface 
electrodes for external stimulation of muscles of the hand and 
forearm. Examples are the commercially available NESS-H200 
System (Bioness Inc., Valencia, USA) (Ijzermann et al., 1996) and 
other more sophisticated research prototypes (Thorsen et al., 
2001; Mangold et al., 2005). The Freehand system (NeuroControl, 
Cleveland, USA), an implantable neuroprostheses, overcomes the 
limitations of surface stimulation electrodes concerning selectiv-
ity and reproducibility (Keith and Hoyen, 2002). All FES systems 
for grasp restoration have in common the fact that they can 
only be used by patients with preserved voluntary shoulder and 
elbow function, which is the case in patients with an injury of the 
spinal cord below C5. Only two groups have dealt with the prob-
lem of restitution of elbow and shoulder movement. Memberg 
et al. (2003) used an extended Freehand system, while Handa’s 
group (Kameyama et al., 1999) developed a system based on 
intramuscular electrodes. Both systems represent exclusive FES 
systems, which stimulate the appropriate muscle groups not only 
for dynamic movements but also for maintaining a static posture. 
Due to the weight of the upper limb and the non-physiologic 
synchronous activation of the paralyzed muscles through exter-
nal electrical pulses, rapid muscle fatiguing occurs. An alternative 
is, as for the case of standing and walking neuroprosthesis, to 
use a combination of FES with a mechanical orthosis (Goldfarb 
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the need for a manual user intervention. The NavChair (Levine et al., 
1999; Simpson and Levine, 1999) and the Bremen Autonomous 
Wheelchair (Röfer and Lankenau, 2000) are examples of this second 
category. The problem with all these approaches is, however, that the 
switching is hard-coded and independent of the individual user and 
his specific handicap. An extensive literature overview of intelligent 
wheelchair projects can also be found in Simpson (2005).

In the case of brain-controlled robots and wheelchairs, Millán’s 
group has lead the development of a shared autonomy approach 
in the framework of the European MAIA project that solves the 
two problems mentioned above. This approach estimates the user’s 
mental intent asynchronously and provides appropriate assistance 
for navigation of the wheelchair. This approach has shown to drasti-
cally improve BCI driving performance (Vanacker et al., 2007; Galán 
et al., 2008; Millán et al., 2009; Tonin et al., 2010). Despite that 
asynchronous spontaneous BCIs seem to be the most natural and 
suitable alternative, there are a few examples of evoked BCIs for the 
control of wheelchairs (Rebsamen et al., 2007; Iturrate et al., 2009). 
Both systems are based on P300, a potential evoked by an awaited 
infrequent stimulus. To evoke the P300, the system flashes the pos-
sible predefined target destinations several times in a random order. 
The subject’s choice is the stimulus that elicits the largest P300. Then, 
the intelligent wheelchair reaches the selected target autonomously. 
Once there, it stops and the subject can select another destination – a 
process that takes around 10 s. A similar P300 approach has been 
followed to control a humanoid robot (Bell et al., 2008).

entertAInment
The area of entertainment has typically had a lower priority in 
BCI work, compared to more “functional” activities such as basic 
communication or control tasks. For the purposes of this survey, 
entertainment encompasses everything from video games, to inter-
action with collections of media to control of ambient features, 
such as wall displays, lighting, and music. In tasks such as music 
or images, the feedback from even a “wrong” selection is usually 
pleasant (assuming the user likes the music or images in their collec-
tion), and interaction techniques can be focused on more explora-
tory approaches to browsing collections. This is sometimes called 
hedonic interaction in distinction from utilitarian interaction, and 
it leads to a need for a more broad set of metrics for evaluation of 
user experience. In this context, a BCI will facilitate activities such 
as browsing digital photo collections or music collections, where 
the control might be at the level of specifying a mood or genre. 
Such systems might also provide opportunities for users to express 
their emotional state, or desires to a caregiver more rapidly and 
expressively than using written language.

As an example of this BCI approach to entertainment, very 
recent work has begun to gather experience with synchronous and 
asynchronous BCI “painting” applications which allow the user 
creative expression. Preliminary results indicate that the applica-
tion provides pleasure to patients, healthy volunteers, and artists 
(Kübler et al., 2008; Halder et al., 2009).

GAmInG
Although gaming has not been the main focus of BCI research, there 
exist some prototypes that demonstrate the feasibility of games 
controlled by a BCI (Millán, 2003; Lalor et al., 2005; Krepki et al., 

neuroprosthesis controls. Initial evidence for such a possibility has 
been recently provided in an offline study where subjects imagined 
the execution of different wrist movements (Gu et al., 2009).

Finally, a BCI-controlled FES orthosis can be also relevant for 
motor recovery of the upper extremities in stroke patients. Despite 
the fact that there is no literature available on the use of such a 
type of device in this patient population, some studies on the 
topic of FES training have emerged recently. For example, Hara 
(2008) claims that user-driven electrical muscle stimulation – but 
not machine-paced electrical muscle stimulation – improves the 
motor function of the hemiparetic arm and hand. A new hybrid 
FES therapy comprising proportional EMG-controlled FES and 
motor point block for antagonist muscles have been applied with 
good results in an outpatient rehabilitation clinic for patients with 
stroke. Additionally, Hara et al. (2008) have shown that a daily 
task-oriented FES home therapy program can effectively improve 
wrist and finger extension and shoulder flexion. Furthermore, 
proprioceptive sensory feedback might play an important role 
in this kind of therapy. The results of the single-case study from 
Page et al. (2009) supports these promising results. Moreover, 
another recent single-case study supports the benefit of a com-
bination of FES and BCI (Daly et al., 2009). However, this use of 
BCI plus FES in the field of motor recovery has to be investigated 
more extensively.

AssIstIve mobIlIty
A second area where BCI technology can support motor substitu-
tion is in assisting user’s mobility, either directly through brain-
controlled wheelchairs (e.g., Millán et al., 2009) or by mentally 
driving a telepresence mobile robot – equipped with sensors for 
obstacle detection as well as with a camera and a screen – to join 
relatives and friends located elsewhere and participate in their 
activities (Tonin et al., 2010). Several commercial platforms already 
exist for allowing this kind of interaction: e.g., peoplebot (Mobile 
Robots Inc., Amherst, USA), iRobot (iRobot Corp., Bedford, USA), 
robotino (Festo AG, Dietikon, Switzerland).

Underlying all assistive mobility scenarios, there is the issue of 
shared autonomy. The crucial design question for a shared control 
system is: who – man, machine or both – gets control over the 
system, when, and to what extent? Several approaches have been 
developed, in particular for intelligent wheelchairs. A common 
aspect in all these approaches is the presence of different assistance 
modes. These modes can either be different levels of autonomy 
or different algorithms for different maneuvers. Based on these 
modes, existing approaches can be classified into two categories. 
Firstly, there are approaches where mode changes are triggered by 
a user’s action through the operation of an extra switch or but-
ton. Examples of smart wheelchairs of this category are SENARIO 
(Katevas et al., 1997), OMNI (Hoyer, 1995), MAid (Prassler et al., 
2001), Wheelesley (Yanco, 1998), VAHM (Bourhis and Agostini, 
1998), and SmartChair (Parikh et al., 2004). However, those explicit 
interventions can be difficult and tiring for the users. These users 
have problems operating a conventional interface, and adding but-
tons or functionality for mode selection makes this interface only 
more complex to operate and less user-friendly. Secondly, there are 
approaches with implicit mode changes where the shared control 
system automatically switches from one mode to another without 
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and psychophysiological measures as each in itself is insufficient to 
get the full picture (IJsselsteijn et al., 2008). Much of the research 
in pleasure and satisfaction in entertainment focuses on gam-
ing but some might be applied to entertainment in general. For 
example, “fun” in a game includes challenge, curiosity, fantasy, and 
Csikszentmihalyi’s theory of flow (level of engagement that one is 
completely absorbed in the current activity and enjoys it in itself 
without any need for future benefit), but these can also apply to 
interactive art and creativity (and by extension interactive media, 
Costello and Edmonds, 2007). Only such a kind of evaluation will 
prove beneficial for BCI games in general, and for disabled people 
in particular. Otherwise, BCI games will be just another “fast-food 
toy” that customers buy and stop using quickly, thus risking to 
seriously damage the credibility of the BCI field – such a blow that 
early in its development stage could cripple the field, by project-
ing a negative image to the public, other industrial sectors, and to 
funding agencies.

vIrtuAl reAlIty
Because BCI are a closed-loop systems, feedback is an important 
component. Various methods of providing feedback can inform 
the participant about success or failure of an intended act. Thus, 
feedback either supports reinforcement during the learning/train-
ing process or in controlling the application. In particular, the use 
of virtual reality (VR) has been proven to be an interesting and 
promising way to realize such feedback.

Several prototypes have enabled users to navigate in virtual 
scenes solely by means of their oscillatory cerebral activity, 
recorded on the scalp via EEG electrodes. Healthy participants 
were exploring virtual spaces (Leeb et al., 2007b,c; Scherer et al., 
2008; Ron-Angevin et al., 2009), were manipulating virtual 
objects (Lecuyer et al., 2008), and a spinal-cord injured patient 
was controlling a wheelchair through a virtual street (Leeb et al., 
2007a). Additionally, evoked potentials (P300, Bayliss, 2003; and 
SSVEPs, Lalor et al., 2005) have been used to control VR feedback 
as well. In these studies, BCI users who use immersive Virtual 
Environments (VEs) make fewer errors, report that BCIs are easier 
to learn and use, and state that they enjoy BCI use more (Leeb 
et al., 2006, 2007b; Ron-Angevin et al., 2009). These benefits may 
occur because VEs enhance vividness and mental effort, which 
may lead to more distinct brain patterns and improve pattern 
recognition performance. Nevertheless, VR technologies provide 
motivating, safe, and controlled conditions that enable improve-
ment of BCI learning as well as the investigation of the brain 
responses and neural processes involved, meanwhile testing new 
virtual prototypes.

musIc browsInG
Since the introduction of mp3 compression technology and easy-
to-use mobile music players (such as Apple’s iPod player, and iTunes 
software), there has been an explosion in the use of computers 
for listening to music. For example, listeners can create “playlists” 
of their favorite tracks to listen to, burn tracks to CDs, or share 
with friends. In many cases, though, typical users find that this 
requires too much effort. Recently a lot of publicity has been given 
to the “Genius” feature on Apple’s widely used iTunes software, 
although a range of alternatives have been in existence for some 

2007; Nijholt et al., 2008b; Tangermann et al., 2008; Finke et al., 
2009; Nijholt, 2009). Such BCI games could allow severely disabled 
persons to not only experience a little bit of entertainment, but to 
also to improve their quality of life, mainly through social interac-
tion. For instance, Tangermann et al. (2008) shows evidence that 
real-time BCI control of a physical game machine is possible with 
little subject training. The gaming machine studied (a standard 
pinball machine) required only two classes for control with fast 
and precise reaction; predictive behavior and learning are manda-
tory. Games can be either competitive (requiring fast responses) 
or strategic (usually slower).

These BCI games are based on different BCI protocols, from 
spontaneous EEG (Millán, 2003; Krepki et al., 2007; Tangermann 
et al., 2008) to evoked EEG potentials (Lalor et al., 2005; Finke 
et al., 2009), where the user delivers (as usual for a BCI) mental 
commands to control some aspect of the game. Another alterna-
tive is to determine the user’s mental or affective state from their 
EEG and to use this information to adapt the dynamics of the 
game to the user’s affective state (Nijholt et al., 2008b). As stated 
in Nijholt et al. (2008a), “Measuring brain activity for gamers can 
be used so that the game environment (1) knows what a subject 
experiences and can adapt game and interface in order to keep 
the gamer “in the flow” of the game, and (2) allows the gamer to 
add brain control commands to the already available control com-
mands for the game.” This perspective matches well that described 
in Williamson (2006) when discussing a general framework for 
interaction design.

It is usually assumed that, because of the huge yearly turnovers 
of the game industry, once BCI games reach the mass market, BCI 
technology would become so cheap that every disabled person 
would be able to afford it for functional interaction. Some support 
this view. For instance, commercial “BCI” sensors are coming into 
the mainstream gaming world (e.g., Emotiv and Neurosky). Also, as 
Nijholt (2009) points out: “There are also other reasons that make 
games, gamers and the game industry interesting. Gamers are early 
adaptors. They are quite happy to play with technology, to accept 
that strong efforts have to be made in order to get minimal advan-
tage, and they are used to the fact that games have to be mastered 
by training, allowing them to go from one level to the next level 
and to get a higher ranking than their competitors”. However, we 
cannot take for granted that the kind of BCI technology (sensors 
and brain signals) that the game industry would eventually develop 
will automatically be appropriate for functional interaction. This is 
the case for current “BCI” game sensors that are limited in number 
and position over the users head (normally just over the forefront, 
where there is no hair).

One concern with the mass-produced BCI games is proper 
evaluation; namely, how to prove that the user’s brainwaves are 
the actual control signals driving the game. Of course, from a hybrid 
BCI perspective, gamers can (and must) also use other physiologi-
cal signals and interaction modalities. The point, however, is to 
demonstrate that users have a sufficient degree of mental control 
for those aspects of the game that require so, as advertised. This 
issue also raises the question of how to evaluate games as a whole 
to ensure that they provide a valuable and enjoyable experience. In 
this respect, the Fun of Gaming (FUGA) project advocates a multi-
dimensional evaluation using self-reports, behavioral  observations 
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motor recovery
Motor impairment after stroke is the major cause of permanent 
disability. Recovery of hand motor function is crucial in order to 
perform activities of daily living, but is often variable and incom-
plete (Duncan et al., 1992). Indeed, stroke rehabilitation efficacy 
is limited (de Pedro-Cuesta et al., 1992; Duncan, 1997) with 30 to 
60% of patients unable to use their more affected arms functionally 
after discharge (Kwakkel et al., 1999; Lai et al., 2002). Currently, 
neuroscience-based rehabilitation seeks to stimulate spontaneous 
functional motor recovery by capitalizing on the inherent potential 
of the brain for plastic reorganization after stroke (Chollet et al., 
1991; Netz et al., 1997; Platz et al., 2000; Feydy et al., 2002; Cramer, 
2004; Dobkin, 2004; Ward and Cohen, 2004; Gerloff et al., 2006; 
Nudo, 2006).

In this regard, evidence from animal studies encourage the par-
allelism between plasticity mechanisms in the developing nervous 
system and those taking place in adult brain after stroke (Murphy 
and Corbett, 2009). On the other hand, understanding the effect 
of rehabilitative practices on brain plasticity has the potential to 
provide a neural substrate to underpin rehabilitation and hence, in 
developing novel rehabilitation strategies (Liepert et al., 2000).

Rehabilitative interventions aimed at functional motor recovery 
in stroke patients are based mainly on active movement training 
such as constraint-induced therapy and/or passive mobilization 
(Liepert et al., 2000; Schaechter, 2004; Wolf et al., 2006). Recent 
clinical trials have provided new insights into the methods to assist 
motor recovery after stroke (Dobkin, 2008; Langhorne et al., 2009; 
Subramanian et al., 2010). A recurrent theme is that interventions 
emphasizing intense active repetitive task-oriented movements are 
of high value in this regard. To promote the effects of training and 
practice, biomedical engineers, neuroscientists, and clinicians have 
started an intense joint collaboration over the past 10 years. This 
technological approach holds a promise for enhancing traditional 
post-stroke recovery in different ways: exercise in virtual environ-
ments could provide feedback to aid skills learning (Jack et al., 2001; 
Holden et al., 2005; Merians et al., 2006); robotic assistive devices 
with sensory feedback for repetitive practice could provide therapy 
for a long periods of time, in a consistent and measurable manner 
(Takahashi et al., 2008; Volpe et al., 2009); FES of muscles might 
enable movements not otherwise possible during the practice of 
tasks such as reaching to grasp an object (Alon et al., 2007). These 
are only a part of the increasing technological developments which 
have been recently applied in sample of stroke patients and showed 
the feasibility in providing a clear incremental reduction of motor 
impairments offering, therefore the opportunity to build a better 
outcome for patients.

These treatments are based on the ability of the patients to per-
form actions with the affected hand or arm and therefore, require 
residual motor ability. Many patients however, are prevented from 
training based on the above treatments due to having no residual 
hand motor functions. In case of moderate to severe motor deficits, 
MI represents an intriguing new “backdoor” approach to access 
the motor system and rehabilitation at all stages of stroke recovery 
(Sharma et al., 2006, 2009a,b; Page et al., 2007). MI can be defined as 
a dynamic state during which the representation of a specific motor 
action is internally rehearsed without any overt motor output, and 
that is governed by the principles of central and peripheral motor 

time (e.g., websites such as last.fm, pandora.com, www.spotify.
com). Moodplayer is an application that lets you create playlists 
on the go based on your mood and the mood of songs in your music 
library, and which can be installed on iPhones or Nokia phones. 
This is a natural application area for BCI. Although no BCI music 
browser has been developed yet, some BCI for music composition 
(Miranda, 2006) do exist.

pHoto browsInG
Existing research has focused on determining what kinds of photo-
graphs people have, what tasks they perform with them (and what 
tasks they would like to perform but cannot), and what structure 
the collections have. In particular, Frohlich et al. (2002) and Kirk 
et al. (2006) examine how users utilize their personal digital pho-
tographs. Both noted the general lack of organization of digital 
photographs, and the use of very simple exploration techniques. 
Complex searching activities were not found to be of particular 
benefit to users when dealing with their personal archives. Rodden 
and Wood (2003) also examined digital photograph activities, 
observing a distinct lack of annotation activity and the utility of 
temporal structuring in exploration of photo archives. An indi-
vidual picking up an interactive photo display often does not have 
a clear idea of what images he or she wishes to see. This partially 
explains why many sophisticated and powerful organization and 
query interfaces are not widely adopted. Few users know what they 
want to see before they begin; fewer still are able to distill those 
intents into meaningful queries across the attributes of images 
which the system observes. Photo journalists, archivists or other 
workers with very specific and well-defined needs may benefit from 
such interactions. This use case, however, is exceedingly rare among 
home users exploring personal photograph collections.

Although users may not have a definite idea of what images 
they would be interested in seeing, or are unable to commu-
nicate their preferences given the available metadata attributes, 
they may instead be able to iteratively refine selections to find 
images of interest. The presentation of a sample from a large set 
of images can stimulate memories; user can then follow paths 
through photo space by indicating that they would like to see 
more images “similar” to one or more of those displayed. Using 
rich similarity metrics is essential in obtaining effective naviga-
tion by this means. This style of interaction has much in common 
with Bates’ “berry picking” model of information retrieval (Bates, 
1989). In this model, users wander through an information space, 
finding results and modifying their queries as they go. The final 
goal of the user adapts as they bounce through the results from 
each previous query. This approach is well-suited to develop BCI 
tools for photo browsing. The idea is to combine BCI with sim-
ple image search techniques. Users will mentally select pictures 
representing possible categories in their photo archives with a 
P300-based BCI, and image search techniques will provide simi-
lar pictures. In fact, there is some preliminary work that follow 
this P300 approach (Touyama, 2008). Also of interest is the use 
of rapid serial visual presentation (RSVP) paradigms for image 
triage (Gerson et al., 2006). In this approach, users watch many 
images presented a high rate (say, 4 Hz) and the presence of a 
P300 evoked potential indicates images of interest that are ranked 
on top of the final selection.
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Cincotti et al., 2003; Kübler et al., 2005). This makes possible the 
development of flexible and affordable BCI tools to objectify and 
to monitor individual MI execution both in terms of perform-
ance (relation between subject MI performance and subject level 
of accuracy in controlling BCI-operated basic applications) and 
compliance (identification of a correct MI task which is needed to 
achieve BCI-system control).

Within the BCI community, the opportunity to use BCI proto-
cols to promote recovery of motor function by encouraging and 
guiding plasticity phenomena occurring after stroke (or more gen-
erally after brain injury) is at a very preliminary stage (for review see 
Birbaumer et al., 2008; Daly and Wolpaw, 2008; Mak and Wolpaw, 
2010). Discussion is currently underway over several factors includ-
ing: the extent to which patients have detectable brain signals that 
can support training strategies; which brain signal features are best 
suited for use in restoring motor functions and how these features 
can be used most effectively; and what the most effective formats 
are for the BCIs aimed at improving motor functions (for instance, 
what guidance should be provided to the user to maximize training 
that produces beneficial changes in brain signals). So far, prelimi-
nary findings are promising: Scherer et al. (2007a) suggested that 
event-related EEG activity time-frequency maps of event-related 
EEG activity and their classification are proper tools to monitor 
MI related brain activity in stroke patients and to contribute to 
quantify the effectiveness of MI. Buch et al. (2008) have shown that 
six out of eight chronic stroke patients suffering from a handplegia 
learned to control a magnetoencephalography-based BCI by MI. 
In all these cases, the best signals were depicted over the ipsilateral 
(unaffected hemisphere). Other attempts to use non-invasive BCI 
for rehabilitation include Ang et al. (2009) and Prasad et al. (2009). 
Finally, the idea that BCI technology can induce neuroplasticity 
has received remarkable support from the community based on 
invasive detection of brain electrical signals (for recent review see 
Wang et al., 2010).

As mentioned above, a general consensus from the clinical 
point of view is still lacking on the content, dose, and strategy of 
the MI intervention in stroke rehabilitation. What’s more, there 
is no evidence so far, that one intervention protocol can be more 
effective with respect to another, for the mental practice of motor 
actions. According to the extensive review by Sharma et al. (2006) 
only few studies have paid attention to the previous issues and the 
conclusion can be summarized as follows: (i) MI training has to be 
provided in addition to a background rehabilitation therapy; (ii) 
MI tasks should be practiced in the patient’s functional context to 
be most effective; in this regard, the MI tasks can be chosen from 
activities of daily life (i.e., reaching for and grasping a cup or other 
objects, turning page in a book, proper use of writing tool) from 
the content of the occupational therapy (Page et al., 2007). A more 
recent approach suggests MI interventions to be tailored on specific 
individual possibilities, skills, and needs of the patient in accordance 
with evidence-based practice (Braun et al., 2008).

Finally, the measurement of the impact of new rehabilitative 
interventions on patient motor impairment is another issue of 
utmost importance. One valuable instrument which can offer a solid 
way to generalize results obtained from clinical/research trials, is 
represented by International Classification of Functioning (ICF). In 
a recent study, the effectiveness of a mental  practice-based  training 

control (Decety and Jeannerod, 1995; Berthoz, 1996; Jeannerod 
and Frak, 1999; Lotze and Halsband, 2006). This is likely the reason 
why mental practice using MI training results in motor perform-
ance improvements (for a review in athletes, see Feltz and Landers, 
1983; Dickstein and Deutsch, 2007). In addition, MI training can 
independently improve motor performance and produce similar 
cortical plastic changes (Lotze and Halsband, 2006), providing a 
useful alternative when physical training is not possible.

Despite this evidence, imagery training of movements combined 
with conventional physiotherapy of the hand has been reported in 
few structured clinical trials including subacute to chronic stroke 
patients and they demonstrated a greater improvement of hand 
function with the additional mental practice (Braun et al., 2006; 
Page et al., 2007; Malouin et al., 2008; Simmons et al., 2008; Verbunt 
et al., 2008). Up to now, no definite conclusions can be drawn, 
except that further research using a clear definition of mental prac-
tice content and standard outcome measurements are needed. As 
for the first point, it follows from the definition of MI that because 
of its concealed nature, a subject may surreptitiously use alternative 
cognitive strategies that, if not screened for, could confound inves-
tigations and produce conflicting results. Because the aim of MI is 
to activate the motor networks, it is crucial that subjects perform 
the mental task from the first person perspective (so called kines-
thetic MI), in contrast to third person perspective or visual imagery 
(Decety and Grezes, 1999; Neuper et al., 2005). In this regard, a 
recent fMRI study on MI (Guillot et al., 2008) has looked at this 
issue by assessing subjects’ imagery abilities using well-established 
psychological, chronometric, and new physiological measures from 
the autonomic nervous system. The results suggest that visual and 
kinesthetic imagery are mediated through separate neural systems, 
which contribute differently during processes of motor learning 
and neurological rehabilitation.

Beyond these overall considerations, the challenge neuroreha-
bilitators are faced with is clear: to modulate the sensorimotor 
experience of stroke patients to induce specific form of plasticity to 
boost relearning processes. Pulling all previous evidence together, a 
promising and challenging approach is to deploy BCI technology as 
a tool to tackle the challenge in the field of functional motor recov-
ery after stroke. Indeed, the inherent BCI training paradigms will 
be exploited as a behavioral, controlled strategy to recruit and/or 
reinforce patient’s sensorimotor experience (like MI and/or residual 
motor ability) during functional motor recovery after stroke and, 
thus to enhance those physiological plasticity phenomena which 
are the substrate for the functional motor recovery itself. The fea-
sibility and effectiveness of a BCI-based neurofeedback paradigm 
will be enhanced by combining MI with motor action observation; 
this latter cognitive strategy will be allowed via technology such as 
visual representation and FES of the hand. Moreover, a multimodal 
brain imaging approach will provide detailed knowledge of how 
the brain encodes and processes information when it imagines the 
control or actually controls a peripheral device. This knowledge 
will, in turn, unravel to what extent long-term use of BCI “per se” 
affects the brain activity of the user.

The BCI community has a long-standing experience with one of 
the employed strategies for operating EEG-based BCI systems – the 
modulation of sensorimotor EEG reactivity induced by movement 
imagery tasks (Pfurtscheller et al., 1997; Neuper et al., 1999, 2006; 
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summAry
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