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Our ability to measure time extends from 
microseconds to days (Buonomano and 
Karmarkar, 2002; Buhusi and Meck, 2005). 
Given the wealth of experimental support 
for a number of different models of timing, 
it has been recently suggested that multi-
ple mechanisms act in concert to transition 
smoothly between both temporal ranges 
and modalities (Wiener et al., 2011). This 
underscores the importance of determin-
ing the specific contributions of individual 
mechanisms to better understand these 
transitions and any relevant idiosyncrasies 
of timing in a particular context.

We focus here on interval discrimination 
in the range of tens to hundreds of milli-
seconds, which plays an important role in 
a variety of tasks, such as speech processing, 
motion detection, and fine motor coordi-
nation. It has been proposed that such 
timing can emerge directly from the tem-
poral properties intrinsic to neural circuits 
(Buonomano and Mauk, 1994; Buonomano 
and Merzenich, 1995; Karmarkar and 
Buonomano, 2007; for review see Ivry and 
Schlerf, 2008). Broadly, this class of mech-
anisms can be described as population or 
network clocks, as the timing of incoming 
stimuli is coded as the changes they effect 
in a population of neurons. This can also be 
thought of as the change in the overall state 
of the network. Compared to models of mil-
lisecond timing based on a single central-
ized mechanism (Treisman, 1963; Church, 
1984; Gibbon et al., 1997; Ivry and Spencer, 
2004) network clock models imply that tim-
ing is being done in multiple loci across the 
cortex. This is interesting because it means 
that the dynamics of timing are dependent 
on the properties of the underlying local cir-
cuitry, which could vary across modalities.

To understand the behavior of network 
clocks, it is useful to examine a particular 
instantiation, referred to as a state-depend-
ent network (SDN), which has been devel-
oped in the context of sensory processing 
(Karmarkar and Buonomano, 2007). For 
SDNs an incoming stimulus changes the 

network state not only by causing some 
population of neurons to fire, but also by 
engaging a number of intrinsic properties 
such as short-term plasticity, that change 
with specific time constants on the milli-
second scale. As a result, the response of the 
network to a particular piece of temporal 
information is dependent on its recent his-
tory. Thus instead of marking each inter-
val separately, timing is done continuously, 
with the network linking multiple signals 
together as a temporal object. The SDN 
can only measure information indepen-
dently, or reset, when the interval between 
stimuli has been sufficiently long to allow 
the network to return to its baseline state. 
This makes two predictions about interval 
discrimination, the first being that a variable 
context (or “distractor” stimulus) should 
have a greater impact or disruption on tim-
ing than a fixed one. The second prediction 
is that when comparing two intervals, tim-
ing of the second will be influenced by the 
first if they are not separated by more time 
than the reset threshold. These predictions 
can be tested psychophysically to distin-
guish the extent to which various types of 
timing arise from network clocks.

In the auditory system, multiple stud-
ies examining interval discrimination with 
reset tasks have shown results consist-
ent with an SDN model (Karmarkar and 
Buonomano, 2007; Buonomano et  al., 
2009; Spencer et  al., 2009). Based on this 
data, the influence of the SDN appears to 
fall off somewhere between intervals above 
250 but below 500 ms (Buonomano et al., 
2009). This limit is potentially as restric-
tive as 300 ms, since stimuli including that 
interval do not show the expected pattern 
of impairment due to a variable context 
(Spencer et al., 2009). However, a secondary 
analysis of the data from that study might 
suggest that distractor signals prior to the 
target interval do appear to exert some bias 
on discrimination as long as the whole stim-
ulus sequence, or temporal object, does not 
significantly exceed 400 ms (Figures 3 and 5, 

Spencer et  al., 2009). A threshold in this 
vicinity is consistent with the assumptions 
of the SDN model since it is dependent on 
the time constants of short-term plasticity, 
which are on the order of a few hundreds 
of milliseconds (e.g. Zucker, 1989).

Such a restriction in range could be 
perceived as a challenge to the relevance 
of SDNs, or network clocks in general, to 
other sensory modalities. Though intervals 
of less than 300–400 ms can be useful for 
somatosensory timing, the visual system 
appears to operate on a fundamentally 
slower timescale. Experiments in which 
individuals had to reproduce durations 
represented by visual stimuli showed that 
participants’ lowest estimated duration was 
300 ms, even when the target interval was 
less than 100  ms, suggesting difficulty in 
accurately perceiving those shorter times 
(Lewis and Miall, 2009). In addition, visual 
discrimination of intervals has been shown 
to be less precise, that is, to have a higher 
variance, than auditory perception of the 
same durations (Merchant et  al., 2008), 
which could prevent effective measurement 
of time spans less than 200 ms. Based on this 
data, the range over which the SDN operates 
for auditory stimuli might appear to render 
it inconsequential for visual ones.

It should be noted though, that previous 
studies have revealed some visual discrimi-
natory capabilities for intervals in the 100 
to 200-ms range (e.g. Mattes and Ulrich, 
1998; Westheimer, 1999). Furthermore, 
interval timing in the visual system is spa-
tially localized (Johnston et al., 2006; Burr 
et  al., 2007), suggesting that the mecha-
nism is specific to early visual cortices, 
consistent with the idea of a local network 
clock. As such, it is possible that some of 
the reduction in precision for interval 
timing is due to the inherent variance of 
the basic response time in primary visual 
cortex. This could be considered a time-
independent issue that influences the sys-
tem by adding noise rather than indicating 
a non-SDN mechanism. 
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Vision has been considered a difficult 
modality for defining or studying tempo-
ral processing mechanisms. This is because 
visual timing is extremely sensitive to a num-
ber of atemporal stimulus characteristics 
(Eagleman, 2008), and is generally tightly 
linked to spatial information, as in motion 
detection. However, we propose that it is key 
in determining whether the SDN can be con-
sidered a general model of sensory timing.

Finally, it is important to recognize that 
there are other network clock models based 
on differing circuitry (e.g. Buonomano and 
Mauk, 1994; Medina et al., 2000; Fiete et al., 
2010). This reflects the broader concept of 
an intrinsic timer, that temporal processing 
is dependent on the specific properties of 
the neural locus in question. The differences 
in the structure of these models also lead to 
differences in the range of times they can 
process, and their ability to integrate spatial 
and temporal information. For example, it 
has been proposed that population clock 
models that leverage recurrent excita-
tory connections with strong weights can 
account for motor timing that extends from 
milliseconds into seconds (Buonomano and 
Laje, 2010). Despite this diversity, network 
clock models largely show the same phe-
notype of continuous temporal processing, 
in which sequences are treated as temporal 
objects, making reset-type tasks a general 
diagnostic tool for this class of timers. As 
a result, using psychophysical measures to 
investigate timing directly across modali-
ties is an important first step in defining 
the contribution of network clock models 
to human interval discrimination.
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