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The article describes the current status and potential directions of development of agent-
based models of social opinion dynamics. Despite extensive effort, the models achieve, at
best, only qualitative agreement with social observations. To understand the increasingly
pressing issues such as all-encompassing political and social polarization, resurgence of
fundamentalist and populist movements, persistence of socially dangerous trends such as
denial of climate change, or the anti-vaccination activism, the models must be capable of
handling much more complex set of agent characteristics, content of the communications
(between agents and through media) as well as psychologically adequate reaction
mechanisms, and realistic influence networks. Moreover, to meet the challenge of
understanding the globally growing political polarization and changes brought by
increasing reliance on electronic communication, the models should adapt to the post-
truth era. It is necessary to include in the models phenomena such as fake news,
omnipresent exaggerations and stereotypes, trolling, and algorithmic biases funneling
personal information universe. We also need to consider that most social systems may be
described as transient, out-of-equilibrium ones, where a crucial role is played by the
models’ initial conditions. In this work, we analyze the challenges facing the modeling
community and point out certain promising directions for development.
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1 INTRODUCTION

The idea to use the concepts and rigor of physical sciences to describe social phenomena dates back as
far as 18th century. One could point to Marquis de Condorcet, who introduced a concept of social
arithmetics in 1794. Adolphe Quetelet published Sur l’homme et le développement de ses facultés, ou
Essai de physique sociale in 1835. Auguste Comte proposed physique sociale (social physics) as a new
science in 1839, in the fourth tome of his Cours de philosophie positive. The arguments were not just
purely scientific—applying to social sciences the same requirements as to physics or chemistry was
proposed as the means of promoting progress through better understanding. But it was only during
the last decades of the 20th century, when advances in physics of complex systems and in computer
technologies have allowed actual possibility to apply these ideas.

Often referred to as “sociophysics” [1, 2], these studies covered a range of social phenomena.
Among those, modeling of social processes of opinion formation was among the earliest applications.
Using analogies with physics of magnetism, the early models focused on conditions in which society
members (compared to atoms in a crystalline lattice) would achieve consensus (equivalent to
ferromagnetic transition). Direct mapping of notions from physics, such as temperature, has resulted
in model parameters that were incomprehensible for social scientists. One could legitimately ask
what is the “social temperature”? How does one measure it? How does limiting the interactions to
immediate neighborhood on a periodic lattice correspond to the complexity of human relationships?
Moreover, the models usually followed the path of spontaneous magnetization studies, that is, they
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started from random initial conditions (corresponding in
physical systems to high enough temperatures) and followed
the ordering resulting from “cooling down.” The obvious
problem that social systems are seldom fully randomized was
often glossed over. Similarly neglected was the observation that it
is by far not obvious that the social systems are in equilibrium
state (or even to a steady state).

With very few exceptions, sociophysical models were created
without active participation of sociologists or psychologists, and
published in journals typically neglected by the social sciences
community. A similar gulf separated the modeling community
from the practitioners of public opinion measurement.

The later developments have alleviated some of the above
problems, bringing models closer to descriptions of real social
systems, at least in a qualitative way. The interacting entities
corresponding to people and their relationships grew more
complex, and a new name, agent-based models (ABMs), grew
in popularity. The parallel rise in Internet-based interactions and
social networks, which have allowed to observe at least the
expressed opinions and to follow the patterns of connections
between people and their reactions to various types of messages,
has allowed the models to get closer to quantitative description
goals, at least for some of the characteristic features. Advances in
data-mining techniques allowing to recognize not only topics but
also associated sentiments of these digital communications,
spurred extensions of the models based on more than a simple
one-dimensional opinion range, for example, including emotions.
It is interesting to observe that while the focus of the early works
was “getting to consensus” (achieving perfect magnetization), the
rise of polarization and persistent conflicts in many societies have
prompted some (but not all) researchers to construct models
which would result in polarized, disjoint final states.

The rise of populist ideas, in many cases, considered to be
dangerous by the political commentators and actively shunned by
the traditional political parties (e.g., AfD in Germany or National
Front/National Rally in France); growth of polarization and
partisanship spanning whole social structures (from social
grassroots to the highest institutions, e.g., the U.S. Congress
and Senate and even the Supreme Court); the apparent
impossibility of combatting various forms of terrorism all have
indicated the need for a better understanding of the phenomena
driving social opinion changes. The response of the modeling
community has been, however, mixed. In the current article, we
shall describe not only the history and current status of the agent-
based models of opinion dynamics but also the potential
directions of development and choices faced by the research
community.

2 THREE MODEL GENERATIONS

The development of social opinion dynamics models may be
roughly divided into three phases. In the first one, very simple
models, based on rough, intuitive analogies with certain physical
systems were introduced. This phase, which started some thirty
years ago, was focused on “discovering” the qualitative
similarities between physical phenomena such as spontaneous

magnetization and social ones, for example, appearance of a
consensus within a social group. Many works in this approach
covered “society” in an abstract and explicitly incorrect way, for
example, assuming that individuals are distributed on a regular
grid and interact only with their nearest neighbors.

As the research community grew, the models became more
elaborate. In particular, attempts were made to include
enhancements to the models, which would allow them to
correspond to more complex social phenomena, in particular
to describe polarization and extremism. Such extensions included
adding agents’ roles and behaviors (e.g., contrarian stances,
inflexibility, leadership, and extremism), considering the
opinion space as multidimensional (and, by including
relationships between opinions on related issues, analyzing the
opinion dynamics within such belief landscapes), or including
noninformational aspects of processes driving individual opinion
changes, for example, agents’ emotions.

The last phase—currently at a nascent stage—may be called
“post-truth” opinion modeling. It is driven, on one side, with
increasing ability to gather data on opinions expressed in social
media (thus allowing monitoring individuals’ and social group
opinions on a much more detailed level than opinion polls,
consumer data, or election results), and on the other, by an
increased realization that much of the influences shaping public
(and individual) opinions on various matters are driven by fake
news, manipulation, algorithmic filtering, and various forms in
human biases.

In this section, we will list the main characteristics of the three
modeling generations, in particular noting the challenges faced by
them. While we try to cover most of the directions taken by the
research community in the past thirty or so years, this work is not
a complete review of the field. For a recent, comprehensive
review, the reader is encouraged to consult [3].

2.1 Physics of Unphysical Systems
As noted above, the first generation of the opinion change models
have “borrowed” many notions from physics, in particular from
physics of magnetism. This included describing individual
opinions through a one-dimensional parameter, which could
be continuous or discrete. In the latter case, the opinions
attributed to people had, by design, a lot in common with
atomic spins. The external influence was introduced through
parameters corresponding to external magnetic field, and the
volatility of individual opinions was connected to “social
temperature.” The analogy between human behavior and
atomic spins has led to coining of a notion of spinson (spin-
person, Ref. 4). The topology of social contacts was typically one
of three variants: fully connected network, in which any person
could communicate with any other person; a regular grid
(typically two-dimensional square lattice, the easiest one for
graphical presentation of results), where the agents could
interact with their neighbors (either only the closest
neighborhood or a suitably chosen extended one); a random
network of a given density of links. Somewhat later on, the
popularity of “network science” has led to models based on
more complex interaction networks, including the scale-free
topology, found to be present in many social systems.
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The last component of the models was the interaction
mechanism—describing the influence of one agent on others.
This could take the form of one-to-one interactions (one agent
trying to convince the other, or two agents sharing a discussion
and trying to convince each other, e.g., the voter model [5–8] and
the bounded confidence model [9–12]) or many-to-one “group
influence” models (where a suitably averaged opinion of a group
“surrounding” an agent influenced its opinion, e.g., Galam
models [13–17], the social impact model [18–22], or the
Hegselmann–Krause model [23]). A rather complete review if
this generation of opinion models is presented in Ref. 24. The
specific conditions required for an agent to keep/change its
opinion varied between the models, leading to different
process dynamics. There was, however, an assumption which
was used in most of the early models: an interaction between two
agents with differing opinions would diminish the difference or,
at worst, leave it unchanged. This basic individual dynamics, in
the absence of additional constraints (e.g., fixing certain agent’s
opinions or providing opinion change mechanisms, other than
interactions between agents), should eventually lead to a
convergence of opinions. In fact, many of the early works
considered the dynamics of the appearance of such consensus,
despite the rarity of such consensus in real societies. A review of
the modeling field [25] noted that only a few opinion dynamics
models made any reference to actual social systems.

The early works were later developed to include many new
mechanisms, inhibiting this trivial path to consensus. Among the
most widely recognized was the bounded confidence model,
which assumed that the opinions of the two interacting agents
could get closer to each other only if the initial difference was
suitably small, below the tolerance threshold. Depending on the
tolerance, this could lead to consensus (if the tolerance was high)
or a stable coexistence of two or more groups, within which the
opinions would converge to different values. The bounded
confidence model itself has been developed to cover many
variants, some of them including repulsion of suitably
different opinions, considerations of multidimensional opinion
spaces, presence of minority groups holding fast to their opinions,
and many others.

Another concept contributing to a potential lack of consensus
in a society was to consider coupling of the individual opinion
changes with the evolution of the social contacts network. The
agents might be “allowed” to cut the social links with other agents
if the differences in opinions were too high and to replace them
with links to more like-minded agents. The result of this process
is a separation of the community into unconnected parts, which
was compared to sociological notion of echo chambers and
selective attention. When the two processes—opinion change
and social network evolution—are considered together, the final
configuration may be quite complex and interesting. The topic of
co-evolution of opinions and social networks has been studied,
for example, in Refs. 26–30.

The first-generation models had brought to attention several
issues, some of which are not satisfactorily resolved to this day.
One of them is the choice of starting conditions. Physics of
magnetism typically uses the high-temperature limit in which the
atomic spins are random and uncorrelated. Lowering of

temperature leads to ordering and eventual appearance of
interesting, nonrandom phenomena. Most of the models of
opinion dynamics have started from a similar random state.
However, the assumption that social systems can be
“prepared” in such fully randomized way is not realistic. What
is worse? Starting a simulation from some partially ordered state
may lead to results specific to these conditions. A different initial
state can lead to the final one that is grossly different from the
previous case. So, how do we know if we are starting the model
from the “right” conditions? Most models continue to be initiated
randomly, hoping for some universality of the final
configurations, but this universality is by no means assured.
Some recent models analyze other ways in which randomness
may influence the system behavior, for example (Ref. 31),
consider the role of noise (defined as randomness in adopting
opinions) in consensus formation.

The second problem of the first-generation models is the
mapping of the model time-ticks to real-world time. First,
while the spin flops of single atoms can be considered
instantaneous, when compared, for example, to the timescale
of the sample temperature changes, the time it takes a person to
process information and respond to an external influence by
changing the previously held opinion may not only be quite long,
but can also significantly vary between people and circumstances.
Second, the same or even greater diversity may be present in the
frequency of contacts. The events influencing our opinions may
be separated by seconds (if we consider, e.g., a conversation as
composed of separate messages) or by weeks or months, or, in the
case of political campaigns preceding elections, even years.

In contrast, most ABMs measure time in simulation steps (or
simulation steps per agent). And the scale of the simulations may
span vast ranges: from hundreds of steps per agent to tens of
thousands or even longer times. In many cases, the research
focuses on reaching a final stable state (or at least some semi-
stable one) of the system, which means that agents may have
extremely large number of “occasions” to flip their opinions.
While such picture poses no problem in studies of magnetism, it
seems rather distant from the intuitions and observations of
human behavior. Mapping the simulation time to the real
world is made even more difficult if we include the problems
of the initial conditions. The assumption that we should focus on
stable states is by no means necessary. It may well be that most of
the social situations are transients, and the perception of
equilibrium and stability comes from inadequate observation
windows.

In some cases (e.g., reactions to significant one-time events,
such as natural disasters or acts of terror), we can monitor the
characteristic times of social behavior (e.g., the surges in charity
donation rates or political reactions). This could provide an
indication of the correspondence between models and reality,
if the models exhibit similar large-scale time dependencies. In
other cases, we can hope for even closer correspondence, for
example, when the communication is mediated by social
networking tools such as Twitter or Facebook or Internet
discussions. If we treat each such message as corresponding to
a single simulation event, we could test the model capability to
mimic global dynamics using “realistic” numbers of time-ticks.
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While the issues related to the initial conditions and to the
understanding of timescales of changes observed in the
simulations have been known for years, they are far from
resolved and are still subject of active research, for example,
Ref. 32.

The first-generation models of opinion dynamics are still
present in the current literature, despite their limited
application to social sciences. One of the reasons is that the
flexibility of the topology of the interaction network, coupled with
possible ways of describing the individual opinions (starting from
the simplest, binary “spin-like” opinions, through discrete multi-
valued opinions, to continuous versions and multidimensional
ones), creates a large number of “unphysical systems” which can
be studied with the focus on typically physical characteristics. It
should be no surprise that most of such articles are published in
journals traditionally devoted to pure physics.

2.2 Enhanced Models
The second generation of models resulted from the expansion of
interest of the researchers to the actual social systems and their
properties. The differences from simple analogy to magnetism
included such highly relevant phenomena as the role of leaders
and media; the appearance, long-term stability, and influence of
extremism; persistence of minorities based on opinions and
worldviews; and the global resurgence of increasing polarization.

The last issue has been a true puzzle for the models as far back
as the earliest attempts to provide mathematical framework to
opinion dynamics [33]. That the problem remained valid after
half a century may be confirmed by Ref. 34, which put the
question how groups become polarized or how two groups can
become more and more different? in their list of important
unsolved problems of sociology. Similar sentiment was voiced
in Ref. 3. Due to the social importance of the persistent conflicts
and increasing division spanning all levels of democratic societies
on many issues, the second generation of opinion models often
focused on the issue.

One way of achieving polarization is through assuming an
existence of special classes of agents (inflexibles, zealots, or
extremists: [35–45]). If inflexible agents represent opinions at
the extreme ends of the allowed spectrum, they may drive the
opinion dynamics and “pull” the moderates toward them,
creating a strongly polarized society. In fact one does not have
to include any special class of inflexibles into the model, for
example, within the bounded confidence framework, all that is
required is a condition that the opinions close to the extreme ends
of the opinion space are associated with decreasing tolerances, a
rather intuitive observation. In such situation, most of the agents
not only move to the extreme opinions but also at the same time,
they become inflexibles themselves [46].

There are other ways to arrive at a polarized final state, for
example, considering multiple topics, some of which may be
more “important” to the agents, where disagreement on the more
important opinion may drive polarization in the less important
one [47–49]. The “multidimensional” models may become quite
complex, as demonstrated by Ref. 50; combining internal
dimensions characterizing the agents (education level and
socioeconomic) and topic dimensions (relative to financial and

social issues). The number of parameters in such model is usually
quite large and allows similar systems to evolve either toward
consensus or diversity of opinions.

Encounters between people in which they discuss their
opinions often involve the arguments that are used in support
of these opinions.When two persons share similar views, they can
intensify their opinions by providing each other with new ways of
supporting them, becoming more extreme in result. This
approach, dubbed persuasive argument theory, has been used
in several polarization models, for example, Refs. 51–55.

Still another approach is to include repulsive reactions to
opinions similar to one’s own, via nonconformism and
contrariness [56–63]. There are also models stressing
dissimilarity effects in which the agents do not only move
their opinions closer to each other, if their opinions are
relatively similar, but also split further apart, if the initial
difference is greater than a certain threshold (e.g., Refs. 64, 65.
Such “repulsive force” models have some justification from
psychology, in particular in the studies of the “backfire” effects
[66–70]. When confronted with information contrary to the
current beliefs, for example, when two agents holding
opposing opinions meet, instead of changing their opinions
toward some averaged value, they may move in opposite
directions.

At the same time, in considering the effectiveness of the
backfire effect and its contribution to continued polarization,
one should take into account the selective attention and
confirmation bias [71–74], which severely limit the frequency
and importance of encounters with opposite views. If we avoid
contact with people or media presenting opposite views, wemight
be less angered by them, and the effects of repulsion would be
diminished. The bias toward interactions with the agents who are
sufficiently close to our opinions results in splitting of the society
into weakly or noninteracting groups. Such effects were modeled
in the original bounded confidence approaches [9–12], as well as
in the network-based models assuming dynamic nature of the
social links [30, 75, 76]. Thus, polarization understood as division
of a society into separable groups holding nonoverlapping
opinions can be explained by the above mechanisms. On the
other hand, without repulsive forces, it is difficult for the models
to reproduce the evolution toward more and more extreme
opinions, often associated with polarization. A recent survey of
advances in opinion dynamics [77] lists several “milestone”
extensions to the classical models, most of which were already
mentioned here: stubbornness, presence of bias, manipulation of
opinion (in the meaning of media influence), presence of
repulsive behaviors, interrelations between multiple topics, and
the difference between expressed and private opinions. An
interesting direction, pointed out by Noorazar, which we have
not discussed so far, is the introduction of the evolution of power
in a social network.

As one can see, there are multiple solutions proposed to
resolve the problem of polarization and, in general, the
complexity of opinion dynamics. They differ not only in the
“mechanics” of the models but also in their reference to
psychological and social theories used as backgrounds. This is
not surprising: the wide variety of models reflects an even greater
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variety of explanations proposed in social sciences, often
connected in complex ways or even mutually contradictory.

The second generation of models’ research interests was not
limited to studies of polarization. Another interesting direction,
initiated quite early, was the study of the role of leaders. Initial
work in this direction started quite early [21, 22, 78–81]. It is
somewhat surprising that the topic has not attracted a greater
attention recently (there are relatively few articles on the subject,
e.g., Refs. 82–86 in the light of the modern day phenomenon of
“influencers.” This can be explained partially by the focus on the
scale-free network topology and the natural assignment of the
“leader” role to the highly connected network hubs. Such
emphasis on the network characteristics of high-influence
agents/people does not explain the origin of new opinion
leaders and extremely interesting time dependencies of their
rise of popularity and its waning. With the current availability
of the Internet-based data concerning various areas in which the
influencers operate (culture, fashion, lifestyle, politics, etc.) the
leadership models certainly deserve even more attention.

Another direction of development of the opinion dynamics
models was brought by combining themwith studies of sentiment
(or emotion) in interpersonal communications, especially those
conducted via electronic means. The development of effective
sentiment analysis software, such as SentiStrength [87, 88] has
allowed to classify medium- and large-scale datasets of Internet
discussions and social media activities. It has been found that
emotions not only “accompany” exchanges of opinions but also,
in many cases, determine the outcomes of such exchanges and
shape the communication processes. Starting from these
observations, ABMs including emotions as parameters allowed
to reproduce a wide range of characteristic features of
communications on a wide range of topics [89–94]. The
success of combining information and emotions in a single
framework has led to further development of ABMs devoted
to a broader range of issues. For example, the emotion/
information/opinion (EIO) model [95, 96] used nonlinear
dynamics of the interplay between emotions and information
received to shape individual opinions. The model has allowed to
predict, through fully abstract model, the results of Polish
Parliamentary elections of 2015 with 3% accuracy [97]. The
interest in modeling the role of emotions in various opinion
dynamics contexts is very promising [98–101].

2.3 Post-Truth World Modeling Challenges
Despite the advances offered by the second generation of models
(e.g., the capacity to mimic not only consensus but also conflicts
and disagreements), there is still an enormous gap between the
wealth of actual human behaviors and the limited range of actions
and characteristics included in the agent-based models.

In some cases, these limitations touch the very foundations of
the early model paradigm. For example, the information
transmitted in person-to-person contacts or received from
media or observations might be inaccurate, manipulated, or
false. The origin of the difference between the communicated
values and the true state (e.g., the true opinion of the person we
talk with or an accurate description of the matter related by
media) might be intentional or not. Conscious lies might be

driven by an effort to achieve certain goals, to defend or preserve
one’s position in a group or society. But false information might
also result from self-delusion or self-deception. Moreover,
purposeful misrepresentation is not necessarily
“evil”—manipulation of information is used in many
situations “for the benefit of all interested,” including the
recipient (who would then make “correct” decisions based on
erroneous data). Inclusion of misrepresentation and
manipulation into the modeling framework is extremely
difficult, as it depends on our ability to assign goals and
motivations to the agents. There is very little we know about
the statistical distribution of such characteristics, so creating
sensible initial conditions, especially for large-scale
simulations, would be next to impossible.

Even more deeply, the influence of the communication on
particular person opinionmay be (and often is) dependent on one
or more cognitive biases, triggered by the communication
content, form, or even by external circumstances. Psychology
research recognizes over a hundred different (named) types of
biases [102–105], resulting from factors such as information
overload, lack of meaning, the need to act fast, and selective
information processing and memorization. Which biases
dominate for a particular person in a given situation is far
from obvious and may depend on the personal history or on
circumstances that are typically absent in the modeling
framework.

Some of these biases are relatively simple to include in small-
scale simulations [106]. The general integration of the biased
processing into the ABM approach is still missing, although there
are recent works tackling parts of the problem, for example [107],
which shows how three levels filtering the information
(individual, social, and technological) may be incorporated
into the modeling framework.

In Section 5, we will attempt to list some of the components
and ideas for the future model generation allowing to cover the
post-truth world. However, before we move to these suggestions,
it is worthwhile to consider the general goals of modeling
(Section 3), as well as some most pressing examples of
situations where ABMs would have significant value (Section 4).

3 WHY MODEL?

Perhaps to answer in which direction the opinion dynamics
models should develop, we should ask a more fundamental
one, concerning their goals. The use of models, which rely on
selected features of the observed phenomena and provide tools to
describe and predict the behavior of the studied system and to
compare it with the observations, is the cornerstone of modern
science. Mathematical models have allowed physics to go from
historical descriptions of observations to an operational
understanding of the world around us.

Observing regularities of physical and (especially)
astronomical systems prompted model creation. In return,
studying the model behavior allowed to predict future events
and behaviors (such as eclipses or trajectories of a projectile).
Even in cases where early models were superseded by completely
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different and more accurate ones (one could refer here to the
transition from Ptolemaic epicycles to Newton’s laws of motion
applied to planets and then to Einstein’s general relativity), the
very capacity of constructing such models was instrumental in
making physics (and later, chemistry and biology) so successful.

Understanding human behavioral patterns and social systems
has never reached a similar accuracy and reproducibility. The
dream of “social physics” is still unfulfilled. The matter is simply
too complex, too difficult. In many cases, the observations are
reduced to anecdotal science, or to grossly simplified
generalizations. The efforts to create a quantitative framework
in social sciences are often limited to statistical tools. And because
it is extremely difficult to control all the conditions of
experiments or observations, the reproducibility in sociology
and psychology is quite low, which has recently been
recognized as an important problem.

The agent-based model approach may provide a partial
solution to these limitations of psychological and especially
social studies. Reference 108 asked the title question and
suggested some meaningful reasons, other than prediction.
These included goals related to deeper understanding of the
situation, such as explanation, understanding of core
dynamics, or illuminating uncertainties. Other goals bridged
the gap between models and empirical studies, with models
providing guidance for data collection, showing inconsistencies
between theories and data and indicating new questions that
could move empirical sociology and psychology forward.
Epstein’s reluctance to promote prediction as the main goal of
the models has prompted an important discussion [109, 110]
which focused on the meaning of the notion of prediction. In the
realm of social sciences, where events are often unique or only
qualitatively similar, prediction and comparison with empirical
observations play a less dominant role than in physics or
astronomy. But if we accept a more general definition of
predictions—generation of expectations of the studied system
behaviors, the links between explanation and prediction become
much stronger.

The epistemological status of simulations has also been
discussed by Ref. 111. It suggested answer to the “why
model?” question being “to develop a mental model” which
might seem circular. A model to develop a model? How is the
computer model (simulation) different from the mental one? One
possible answer is that by using computers, we can “run”multiple
scenarios, following dynamics too complex or too
computationally intensive for our thinking, looking for
statistical regularities or tracing the important development
paths. The results of the simulation may be quite unexpected,
even if we know the conditions embedded in the model. And this
very “embedding,” needed to create a computer simulation,
requires the researchers to internalize the relative importance
of the processes and their limitations, providing a deeper
understanding of the studied process. Discrepancies between
model results and observations point out that some of the
assumptions might be wrong.

Shifting our attention back to physical sciences, this focus on
unexpected differences between theoretical models and
observations is crucial. It might signify deficiency in the model

(most often) or inaccuracies or errors in observations or
experiments (less common case). The use of mathematical
models has not only brought precise predictions of various
phenomena but also understanding of the underlying reality.
The derivation of Newtonian gravity from Kepler’s laws, or
quantum mechanics from discrepancies of atomic physics by
the beginning of 20th century clearly show that models can drive
explanation.

Have these goals of explanation and understanding been really
achieved in opinion dynamics research? Despite the increasing
complexity of the models and growing volume of publications, it
is hard to provide examples of which models have suggested a
solution to open questions in social sciences. Even in the cases
where simulations correspond to realistic cases, the modeling
community is often happy with achieving a qualitative
reproduction of observed phenomena (more about this in the
following section).

There is, however, another way in which computers are used in
science, which has risen in prominence since the works quoted
above. The developments in readily applicable artificial
intelligence tools (also referred to as machine learning, deep
learning, or deep neural networks) have resulted in a wave of
research using these tools to “solve” problems in many
disciplines. Articles with titles or abstracts containing the
phrase “use of deep learning in . . .” (or similar) and claiming
breakthrough advances may be found in such “hard sciences” as
physics, astronomy, and (bio)chemistry. Sometimes they provide
incredible speedups over traditional methods, based on direct
application of known dynamics laws (see, e.g., Ref. 112. But these
undoubted achievements often lead to questions regarding the
potential of deep neural models to increase our understanding of
the phenomena. The AI models are “trained” by requiring
“similarity” with some previously analyzed sets: configurations
leading to “wrong” results are culled out. Would the final neural
network with optimized parameters be capable of finding new
phenomena, or do we introduce a strong bias into our tools?
Another issue is connected with the fact that the AI models are,
for all practical purposes, black boxes. We do not know which
parameters are “important” and which are secondary; we do not
gain knowledge why the studied system evolves this or that way.
In cosmology or materials physics, researchers have the “backup”
strategy of existing fundamental models, but in the case of
modeling of social phenomena, this is not the case.

While the deep learning models are not prominent (yet) in the
scientific studies of social behaviors, there are indications that
they are used in commercial environments, such as banking (for
the evaluation of credit status), Internet media filtering, and
advertising or in government activities (e.g., predicting
criminal behavior). The biases present in these models,
resulting from the biased training sets, cause well-justified
protests against the use of the AI tools in sensitive areas.

3.1 Linking Modeling With Psychological
Theories and Empirical Sociology
A deepened relationship between traditional social sciences and
agent-based models can be mutually beneficial. As already noted,
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models may add the capability of qualitative (and, in the future,
quantitative) predictions of social systems behaviors. When
properly constructed and optimized, the ABMs may also
increase our levels of insights into human behaviors, especially
with respect to large groups, fact noted outside the ABM
community [113]. While the predictive capabilities may have a
dark side (see next section), the improved understanding of the
actual mechanisms, beyond single person or small group
experiments, can not only move science forward but also allow
us to respond better to societal needs.

Models may also prove to be valuable in the “measurement
revolution” brought to social sciences by “big data” analyses
[114]. ABMs may become the link between huge sets of digital
traces we leave online and the theoretical concepts and debates in
psychology and sociology.

On the other hand, the modeling community would greatly
benefit from a development of a common language with social
sciences, from an improved ability to ask theoretical and
empirical questions in a way that provides input to models.
This input may take the form of initial data or suggestions
regarding the intrinsic model dynamics (of the agents or of
the influence processes).

Unfortunately, such multidisciplinary approach is currently
quite rare. The methodologies used by the social scientists (where
quantitative analyses focus on finding which theoretical
parameters have the highest statistical significance) and the
modeling community (where focus is on model evolution and
scenario outcomes as functions of model parameters) need to be
connected. Moreover, the two groups of researchers typically
publish in and read separate sets of research journals, which
inhibits communication and creation of new ideas. Similar ethical
issues may be present in the case of opinion dynamics models (see
Section 3.2).

3.1.1 Can Simple Opinion Dynamics Models Provide
Meaningful Results?
Simple, even simplistic, models, which clearly lack the depth to
match the real-world systems can, nevertheless, be useful. This
situation happens when we can clearly distinguish the dominant
processes and when we are interested in studying the dynamics
and conditions connected to them. Of course, to be useful, the
models have to offer something beyond crude analogies (such as
“consensus � full magnetization”).

A possible goal would be to focus the model on a single
measurable aspect and try to find the driving forces. An
example—so far less studied than it deserves—may be
provided by modeling the relaxation of opinions resulting
from high impact, emotionally loaded spikes; in other words:
how quickly we forget what seems to be the most important issue
at the moment, and which individual and social mechanisms
drive this process. Is there any threshold above which the impact
of such driving event becomes (semi-)permanent? Is the decrease
of importance mainly due to a gradual memory fading, or to
competition with more recent, and equally “important” events?
How do individual memory effects “translate” into collective
memory? What processes govern habituation to events
spanning long periods of time?

As the above example shows, the “relaxation” model does not
need to be very complicated. Moreover, because of the dominance
of social networks in large-scale communications, we may expect
that there would be ample empirical data to compare the models
with reality. There are excellent examples of recent works
exploring this direction [115–117].

3.1.2 How Can We Use Complex Models Without
Getting Lost in Details?
While simple models’ weaknesses lie in the disregard of some
aspects of the situation, the complex models are mired in our lack
of understanding of the interactions of multiple dynamical
mechanisms and scarce information about the initial
conditions which should be used in the models. In large part,
this may be traced to the state of knowledge provided by sociology
and psychology. Social sciences offer multiple, often
contradictory, “explanations” of our behaviors, and it is quite
possible to build ABMs, using these diverse explanations as the
underlying behavioral mechanisms.

This multiplicity of explanations can be seen already for
simple models. The examples below are taken from the
current author’s limited forays into the field of modeling
opinion polarization. They show, how different, often separate
mechanisms can lead to similar results.

The lack of capacity to achieve a common viewpoint can be
attributed, for example, to the interplay between individual
opinion changes and the adjustments in the social network,
due to avoidance of contacts with agents holding opposite
opinions [30]. In such a model, the appearance of polarization
(understood as stable division of opinions into two groups)
depends on the ratio between freely modifiable social links
and those which are fixed (e.g., family or workplace
relationships).

Another way of “explaining” polarization may be via taking
into account emotions and emotional commitment of the agents
[95, 96]. The nonlinearity of interactions between received
information and emotional state has been sufficient not only
to describe polarization and minority persistence but also to
predict results of actual elections in Poland [97], using (in
contrast to the previous example) a simplistic, fixed square
lattice social network topology.

Extreme polarization (growth of the separation of opinions of
opposing groups) has often been explained through inclusion of
special class of agents (extremists, inflexibles, etc.). However, as
shown in Ref. 46, such inclusion is not necessary. What suffices is
a simple mechanism linking the more extreme views (in a
continuum space) with a decreased tolerance for other positions.

The last example (Ref. 106) focuses on the issue of biases in
information processing by individual agents, including
phenomena such as confirmation bias, motivated reasoning,
and memory effects. Complex “biased” agents can polarize,
even in a radically simplistic social environment.

All the above models have corresponding psychological or
sociological foundations, either theoretical or empirical. Because
all of them point into the same “direction” of a polarized society,
their combination in a single complex model would (probably)
raise only the question of the dominant mechanism: what drives
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the polarization the fastest in a given environment. This issue is,
in fact, present in many social sciences articles.

The situation becomes more complex when the competing
mechanisms point in different, often contradictory, directions.
Assigning correct weights to various elements of the model
dynamics may result in completely different results. Consider,
for example, a potentially very important application of opinion
dynamics models to the case of determination of which social
activities and policies could lead to a decrease in the currently
observed high levels of polarization and intergroup aggression.
The individual- and group-based mechanisms combine in ways
that are far from linear. This nonlinearity seriously impacts the
usability of ABMs in such cases—unless we can come up with
good controls, or novel simplifications preserving and focusing
on the core part.

Complex models face one additional obstacle: they require
much more initial data to run. Starting conditions describe both
the individual and social interaction levels. Where to get such
data from? How to assign the initial conditions, in a way that
would not lead to spurious effects (as is the case of random initial
conditions)? Are there correlations in the initial data that have to
be taken into account? Such questions cannot be answered by the
modeling community alone; we have to link more closely with
social sciences practitioners. But as sociology and psychology rely
(in their “hard” core) on statistical descriptions, even a close
cooperation between the modelers and social scientists may miss
the effects of individuals or small groups, anything not captured
by statistically expressed empirical descriptions.

So, are the efforts to develop more and more complex models
misguided? Would we get lost in an exponentially growing
number of parameters and their interactions? Perhaps part of
the answer would lie in borrowing methods and approaches of
disciplines faced with equally complex problems. Examples of
such fields may be provided by climate modeling or by the
challenges found in multiscale models of complex materials.
Both these fields need to include phenomena occurring at
various time and size scales. In both, it is simply impossible to
use the most accurate dynamics at the lowest scale for the whole
modeled system. The response, developed in both disciplines, was
to create a hierarchy of scales and to create tools for transitions
between the levels of such hierarchies. In fact, these transitions,
defining what characteristics must be preserved in detail, and
which can be simplified (e.g., averaged or considered locally
stable) are the most challenging in achieving the high-quality
models.

Of course, it is possible to create and investigate complex
models with the goal of studying the models themselves. There
might be some very interesting consequences of the nonlinear
interactions between various mechanisms and abstract initial
conditions—but I leave the reader to decide whether such
approach, decoupled from empirical focus, is important enough.

Do these obstacles mean that there is no point in developing
complex models? Not necessarily. First, there might be social
situations in which we do know enough to construct a model that
is sufficiently realistic in its details and in the knowledge of initial
conditions. This could happen in two extreme circumstances:
either for small, highly controlled groups, with agents designed to

mimic specific individuals and their behaviors or in highly
homogenized, large groups, such as crowds united by strong
emotions (fear, anxiety, and joy), where the dominant agent states
may be sufficiently uniform.

Another case where complex models might be useful is when a
combination of several mechanisms creates a positive feedback
loop, resulting in a system dynamics that is largely insensitive to
the details of the starting setup. The value of the model is then in
illuminating the way in which these different, but coupled,
processes (each of which alone might not be sufficiently
potent) reinforce each other. Models of this kind might be
important in practical terms, helping to understand how
radicalization of views may encompass large parts of societies,
leading to undesirable behaviors. One could also use them to look
for processes and mechanisms which could disrupt the feedback
loop and inhibit crowd mentality.

3.2 Ethical Dilemmas
One of the lessons of the recent decade is that the availability of
increasingly detailed data on our behaviors, and the tools to
analyze it open the way not only to understand social behaviors
but also to monitor (often in real time) and manipulate
behaviors, both on an individual level and for social groups.
The tools initially focused on the data stored in the records of
our Internet activities (some of which we provide voluntarily,
some of which are collected without our knowledge, thought
with formal approval1). Today, the social networks and
Internet activity datasets are (may be) coupled with records
from CCTV monitoring, face and speech recognition
algorithms, mobile phone data, including geographic
positioning, etc. The advances in AI technologies further
improve the whole system capacity to record and analyze
our patterns of behavior.

Compared with the wealth of such data and the largely
unknown capacities of algorithms and applications used by
various government agencies and commercial companies, the
research community has relatively limited access to sensitive data
and much less freedom to experiment. The ethical guidelines and
restrictions on academic research are quite stringent. Despite
these constraints, it is possible to use ABMs to predict results of
political campaigns and analyze “what-if” scenarios in politics
with publicly available data, as shown, for example, by Ref. 97. In
this context, we suspect, with quite large probability of being
right, that “powers that be” are not only using the digital traces we
leave behind us to predict our behaviors but also funnel our
attention and manipulate our perceptions. This manipulation is
not limited to facts but covers also our information about what
other people think and feel.

In the case of scientific research, serious, large-scale
manipulation is, fortunately, out of question. The few

1The almost automatic agreement to requests for acceptance of Web site cookies
and associated data processing has been the subject of a large number of jokes. And
while, in principle, people recognize that there are “some” consequences of clicking
the “I agree” button, almost all of us are guilty of doing it without any real
consideration.
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exceptions, such as Ref. 118, are actually proving the rule. Using
truly personal, multifaceted data (combining expressed
opinions and social activities with detailed personal
information, containing, e.g., the socioeconomic status,
education, family, residence, and employment history) are
mostly impossible. From one point of view, the ethics boards
and committees do a great job, inhibiting misuses of power in
the name of science. On the other hand, we do not really know
what are the true capabilities of those entities (commercial,
government, and illegal) with less stringent controls. All these
ethical considerations have no simple solutions [119] but should
be weighted by each researcher and team. What are our
obligations and goals as scientists and as members of society?
Can we add value beyond the creation of yet another abstract
model? Can we describe and predict behaviors of real social
systems? Should we? Without providing a general answer
(impossible task), we would focus not on a couple of actual
systems, focusing on their characteristics, which are quite
difficult for the models to grasp.

4 REAL-WORLD EXAMPLES IN NEED OF
GOOD MODELS

To provide a better understanding and an illustration of the
complexities of opinion dynamics modeling and the challenges
posed by the real-world situations, we will now focus on two
highly publicized examples. The first is the anti-vaccination
movement. Many democratic countries have reported, in the
past two decades, a significant drop in vaccination rates,
sometimes considered as posing a real danger to societal
health. These developments took place against clear and
unified support for vaccination from the medical and
scientific communities and from the governmental agencies.
In many cases, the anti-vaccination activities grew, despite
active administrative or legal countermeasures. While the
empirical literature on the anti-vaccination movement is
quite rich, there is little effort to use ABMs to model it and
understand the basic processes—a matter of high societal
importance.

The second empirical topic worthy of modeling effort is the
growth of political polarization (and the increased shift toward
more extreme views at the expense of the political middle
ground). As in the case of vaccination support, the political,
social, and psychological literature devoted to extremism and
polarization are quite rich. Here, there are many ABM-based
efforts to explain the origins and mechanisms driving
polarization, but we are still quite away from realistic
models capable of more than qualitative similarities with
actual cases. Below, we will describe some of the
characteristic features of the two domains that pose
challenges for the modeling approach.

4.1 Anti-Vaccination Movement
The influence flows in the vaccination/anti-vaccination debate
and the factors driving the individual decisions have some specific

features, only a few of which are covered in the traditional and
even in the extended families of models.

• Asymmetry in emotional content between the pro- and anti-
vaccination influences. The latter ones often evoke the fear
of health of one’s own children—an extremely strong and
motivating factor. In contrast, the pro-vaccination
influencers (governmental, medical, and social actors) use
either a nonemotional, rational arguments and language or
appeals based on the interests of the society as a whole (such
as threats to “herd immunity”). The pro-vaccination
arguments in most cases miss the intimacy and urgency
of mother–child emotions, used effectively by the anti-
vaccination movement. To model this difference in the
communication modes and the associated reactions, one
would have to use quite complex description of the influence
process (including much more than simple comparisons of
current opinions between agents) and much more complex
agents as well, capable of contextually diverse reactions.
These phenomena could, perhaps, be captured in emotion-
based models [95, 120], but even these models require many
additional adjustments and modifications.

• Strong dependence of the anti-vaccination influence on the
social status of the influencer, disconnected from the actual
expertise and knowledge regarding the subject (the
disproportionate influence of celebrities, such as actors/
actresses). Interestingly, here, we can observe an
asymmetry, too. The pro-vaccination stance of well-
recognizable nonprofessionals appears to have less
importance than a similar activity of anti-vaccination
celebrities. This may be due to a lesser emotional appeal
(see above) but also to the campaign to decrease the trust in
experts by the anti-vaccination movement. This is achieved
by portraying them as paid agents of pharmaceutical
industry of governments. In contrast, the involvement of
celebrities fighting vaccination is presented and perceived as
coming from genuine concerns, quite often originating from
the universally recognized and respected personal
experiences and fears. As above, there are some models
which incorporate a special role of high-influence agents
(leaders), but the asymmetry has to be carefully introduced
into them.

• Another complication is introduced by diversity of
motivation and knowledge of the subject among the
participants in the vaccination debate. Compared to the
general public, the anti-vaccination activists show much
higher levels of apparent knowledge related to the issue.
They are able to muster their arguments in a coherent way
(despite the fact that most of these arguments are false or
only partially true and misrepresented). An average person
could be overwhelmed by case histories, scientific-sounding
arguments, references to research (actual or invented), etc.
Moreover, the activists have higher motivation and
persistence in their influence efforts. In contrast, the
general public (the majority that actually vaccinates their
children) is much less prepared to argue for the vaccination
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and to counter the pseudoscientific jargon. And because of
their lesser motivation (after all their kids are already
protected), their involvement and levels of activity are
smaller. Such differences could be included in an ABM
model but would require great care to avoid triviality of
results (where the model output simply follows directly
from the input parametrization).

• Connected with the previous issue is the trustworthiness of
the experts/champions of the two viewpoints. The role of
the experts has been incorporated in the ABM previously
[121], but the problem lies in the fact that the very status of
an expert is rather complex. Psychological research shows
that the agreement that a person is an expert in a given field
depends on the cultural bias and opinion held by the
evaluating person [122]. In addition to “raw credentials”
(such as having a scientific degree or association with a
research institution), the experts are judged trustworthy
and influential on the basis of other factors. One is their
alignment with currently held views (confirmation bias),
considered in the ABM context, for example, by Ref. 123.
Another is the perceived motivation of the expert in
voicing their views. The anti-vaccination movement
presents their experts as ethically motivated, caring,
grassroots informal group. They are opposed by doctors
or scientists who are—depending on the social
environment—“representatives of the greedy
pharmaceutical industry,” “government lackeys,” or
“paid servants.” Such negative branding may focus on
either the government or “big pharma” (depending on
which one is more reviled in a social group or country).
The influence mechanisms focused on discrediting the
voices of the opposing party are new and not
considered in the opinion dynamics ABMs.

• At the individual person level, we deal also with many other
forms of biased information processing. The attempts to
include such biases in agent-based models are only just the
beginning. Moreover, the biases may significantly differ not
only between different people but also for a single person,
depending on the circumstances. In the context of
vaccination, the acceptance of various pro/con arguments
may crucially depend on the presence of an illness in the
family, friends circle, or immediate environment, or other
transitory circumstances.

• The last element we mention here (noting that the list is by
no means exhaustive) is the presence of systematic biases
and manipulations of the influence streams. These may
include efforts of governments and (through their
pressure) censorship of social media providers. The
models should not only have room for such systematic
modifications of the influence patterns (such as silencing
certain anti-vaccination voices) but also the countereffects,
for example, the increased trustworthiness of these voices
among the anti-vaccination community. This increase in
strength of their influence happens because of the attempts
at their silencing. The pro-vaccination censorship is taken
as the proof of the anti-vaccination arguments. From the

point of view of the modeling, we need a much better
understanding of the relative impacts of these
manipulation/countermanipulation efforts.

4.2 Political Polarization
The increases of political and social polarization and the related
extremization of views may be observed throughout the world.
They may spring from different origins: religious, ethnic,
economic, or ideological; they may be also induced by skillful
manipulation and propaganda, or be rooted in dormant fears and
prejudices.

The importance of the polarization phenomena has been
noticed by the modeling community: in the past decade, the
number of articles tackling the problem has greatly increased,
and, as noted above, several approaches have gained popularity.
Among them, the most promising are models relaying on (and
often combining) the role of a relatively small but active and
devoted groups influencing much larger sections of societies and
the potential lack of communication between the opposing
groups, inhibiting the chances for reaching a less polarized
societies.

The same increased attention to the polarization origins and
mechanisms has been present in the social sciences. For example,
Ref. 114 discuss the challenges in understanding the datasets
obtained from “big data” mining. As they rightly state, the access
to incredibly rich data from social networks, while alleviating
many of the problems present in the traditional social science
methods, has not brought a deep understanding of the social and
political phenomena. One of the indicated reasons, in our opinion
the most important one, is the need to provide conceptual
foundation in which the huge volumes of data could be
understood. This actually is a huge change for models, which
could provide a “test and understand” framework. Unfortunately,
the problems present in the empirical description of political
phenomena confirm the intuition that the process may be quite
complex and depend on many factors, many of which have not
been incorporated into the modeling frameworks.

• The first problem is related to potential biases present in the
traditional social studies (such as surveys or self-reported
characteristics and preferences). In many cases, the
empirical data obtained this way may be skewed by
attempts to present oneself in a way that is perceived as
socially acceptable. In direct words: people would often
manipulate their answers (consciously or unconsciously)
to present themselves in a good light. In the context of
political opinion models, this would correspond to a
discrepancy between the expressed opinions and the
actual ones (which may result in unexpected differences
between survey/poll results and e.g., actual voting, where
anonymity allows more “honest” actions). Moreover, the
difference between the internal (actual) opinion and the
publicly expressed one would not be context-free: a
person can be more honest with “safe” social contacts
(e.g., friends sharing the same political views), while
showing more duplicity with strangers or influential
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people known to be of opposite opinion. Describing such
self-censorship is an interesting challenge for ABMs.

• Most ABMmodels are focused on single, identifiable issues,
expecting a clear opinion of an agent. In political practice,
we observe already dominant, and still growing, importance
of the political affiliation and submission to the “party line”
at the cost of actual individual opinions on specific subject.
To paraphrase: “my party, right or wrong.” Thus, in the
ABM context, we should consider factors such as an
individual motivation (inhibiting or promoting changes
of opinion) and the “courage” to oppose the party views
or the varied importance of the specific issues for the
partisan political viewpoint (what belongs to an
immutable core, for which no dissent is allowed, and
what is left “free” to individually decide).

• Historically, most models focused on the convergent,
stable final states. This is a heritage from equilibrium
statistical physics (and equilibrium thermodynamics).
However, even a cursory observation of social
phenomena (political transitions, wars, social scares, and
fashions) proves that we are dealing with transitory,
nonequilibrium phenomena. Examples might be
provided by relatively fast responses to one-time events
(such as terrorism acts, natural catastrophes, election
campaigns, and reaction to results), or slightly slower
intergenerational social changes or effects of evolving
technologies (for an example of analysis of such change,
see Ref. 124. The dynamic nature of societies, where some
processes run much faster than others, means that the
models cannot rely on the assumption that a process
starting from a random configuration and settling down
to some stable or metastable state is a valid approach.
Significant attention must be given to the initial state, as
well as to the proper timing of various phenomena
influencing individual agents’ opinions and behaviors.

• The political processes today are largely influenced by overt
and covert manipulation, such as fake news, trolling,
algorithmic profiling, and manipulation of content
which reaches a person. Some people recognize fake
news, and others not. Some people troll, some react to
trolling, and some follow the adage “do not feed the troll.”
And many trolls are not humans at all but are perceived as
persons. Who displays these behaviors depends on many
factors and is not always repeatable, even for the same
person. The algorithmic biases are now effective down to
a single person level: googling the same set of words
results in completely different results for most of us. What
we see on Facebook or Twitter or TikTok is just as
different. Thus, even the assumption that a rational
agents should converge on a single “truth” is not valid:
if they are fed separate and on different information
streams, their worldviews would be fundamentally
different. Thus, to be more realistic, the ABMs must
include descriptions of the manipulative
practices—which is a problem because we know only
very little about the actual mechanisms, scope, and
techniques used in the manipulations.

5 FRAMEWORK FOR A POST-TRUTH
MODELS

5.1 Communications
Below we present a selection of ideas, which could be used in
models of opinion dynamics responding to the challenges shown
by the real-world situations. The first group of challenges and
ideas focuses on the communication processes influencing the
opinion changes.

5.1.1 Influence Channels
Many models already take into account differences in topologies
of interpersonal communication. The evolution of interagent
networks from simple lattice geometries to complex, data-
driven social networks, including networks that change
dynamically in parallel to opinion changes is already well-
established in the literature [30, 65, 75, 76, 125–128].
However, there is no consensus on the treatment of the
mixture of effects of interpersonal contacts and exposure to
media (both traditional unidirectional mass media: TV, radio,
printed media, and participatory/Internet based media allowing
some form of response). The two influence channels differ not
only in their basic topologies but also in the nature of the
communication (bidirectional vs unidirectional; one-to-one,
one-to-many, many-to-many; and in person vs. print/screen-
mediated). These differences may significantly impact the
strength and durability of the influence.

Additional problem, from the point of view of the modelers, is
to weigh in the relative frequencies of exposure between the
interpersonal and media-driven communication (we would
discuss the issue of strengths of influence in the next section).
As the younger generations move ever larger parts of their life
online, we might get some information from monitoring of
peoples’ activities.2

In general, the lack of understanding of the relative strengths
of various influence modes is not specific to the modeling
community. The problem has not been resolved neither in
psychology nor in sociology. The speed in which modes of
communication and tools used to transmit information and
emotions change, plus the ethical limitations associated with
such detailed studies, means that the research community
understanding is often many steps behind the societal change.

5.1.2 Fake News, Trolls, Misinformation, and
Manipulations
Fake news was always a part of our life. Rumors, accusations, and
slanders are known in all societies. In the context of political
campaigns, Ref. 129 provides a perfect historical background
story, dating back over 150 years. Historically, there were limits
on how false information could spread. The ease of creation and

2Which actually opens a very interesting topic of modeling dynamics of societies
which are mixtures of different generations (to use U.S. terminology: boomers,
Millenials, iGen), not only with differing preferences for social communication and
information consumption but also with different socioeconomic status and
position in societal hierarchies [124].
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dissemination of false or misleading news has dramatically
changed in the Internet age. Recent advances in deep fake
techniques (such as the fake Nixon’s speech announcing
Apollo 11 astronauts’ death) create a situation, where even
well-prepared and skeptical person would not be able to tell
the difference between manipulated and true records of events.
The manipulation does not even have to be so technically
advanced: the reliance on social media, implied trust in our
social networks, or preferences and selective attention in
traditional information providers allow simple manipulation
through one-sided presentation of complex issues.

This situation spurred numerous serious studies, extending
beyond anecdotal accounts. They cover the spreading of
misinformation on social networks [130–135]; the ways in
which it is processed [135, 136]; emotional components of
misinformation spread [137]; and effectiveness of countering
misinformation [67, 138].

The misinformation may originate at different places in a
society (news/media organizations, groups, or individual
persons). It may also be distributed in various ways
(traditional mass media, social networks, word-of-mouth, etc.).
In addition, the reasons for spreading of fake news may differ
enormously, frommalicious intent to innocent forwarding due to
honest concerns or even due to lack of recognition of the false
nature of the message. For these reasons, the inclusion of fake
news into the modeling paradigm is very challenging. Yet, due to
its potentially very serious consequences, the fake news
phenomenon would greatly benefit from additional
understanding which could result from properly
constructed ABMs.

A related, but separate, phenomenon, which may seriously
impact opinion dynamics, is Internet trolling. The origins of trolls
date back to early Usenet chatrooms, and since the 1980s, the
trolling has evolved in multiple dimensions [139, 140]. They now
include elements such as emotional manipulation through
provocation, incivility, abuse, but also concentrated attacks
representing specific views (sometimes attributed to foreign
meddling in political affairs, such as the “Kremlin trolls”
[141–143]). Advances in AI and text processing have also
resulted in appearance of automated (bot-based) trolling, in
addition to human agents. Detection of troll networks
(coordinated actions directed at persons, organizations, or
ideas) is getting more and more challenging [144–146].
Moreover, in addition to purposeful trolling, where abusive
and incivil behavior has manipulative goals, there are instances
in which negative emotions are genuine [89, 90, 92, 147, 148].
Trolling—in its multiple varieties—is another challenge for
modeling of opinion dynamics. At the same time, ABMs are
probably uniquely positioned to study the effects of trolling and
possible countermeasures, if we can find the right model
framework.

5.1.3 Lies, Masks, and Acting
Most of the early opinion dynamics models assumed that agent
communicate their opinions truthfully. As a result, an agent
would “know” the true opinions of those who influence it
(individual influencers, close neighbors, or societal averages).

The change of the opinion of this agent was then based on the
specific model’s mechanism, but the mechanism took into
account the correct information about other agents.

Yet we know very well, that in real life, we frequently do not
know what others think. “Everybody lies.” We try to present
ourselves in a good light, we cover our mistakes and hide our true
intentions behind masks and acting, or we think this is
advantageous or safer. Outnumbered by the opposition, we
often keep quiet or simulate agreement, keeping our thoughts
hidden. Or the opposite: we want to appear as loyal members of
the in-group and show more enthusiasm than we actually feel,
toeing the party line.

The models should therefore be able to include these false
perceptions of what other agents think. An early model
introducing the distinction between the “true” internal state of
the agent and its observable characteristics was the continuous
opinion, discrete actions (CODA) model [56, 149, 150]. The
model differentiated between more subtle (continuous) true
opinions and cruder expressed ones (discrete choices). The
differences were quite important—but still assumed that the
externally observable actions correspond to the internal
preferences of the agents. Reference 151 propose a model in
which opinions are considered on two levels, public and private. It
combines the q-voter model and sociophysics with a complex
four-dimensional model of social response, formulated by social
psychologists.

The erroneous perceptions of other agents’ opinions may
result from two sources: internal biases (see next section) and
false signals sent by others. In the case of interpersonal
relationships, both depend on the motivations, goals,
emotional states, and many other psychological and social
factors. Moreover, there are situations where programmed,
automated bots are perceived as real people. This results in a
mix of complex psychological processes on the “receiver” side and
goals and methods used by the bot owner (known or unknown).

In addition to the interpersonal communications, false
information is present in the media, not just in the form of
fake news (defined as pertaining to specific facts, events, people)
but also as fake meta-news (defined as false information about
what other people think about these specific facts, events, or other
people; manipulated information about social norms and
expectations).

5.2 Internal Processes
To correspond to real human behaviors, the models of opinion
formation and change should incorporate (or at least estimate the
effects of) a large amount of nonintuitive phenomena, beyond the
range of the simple equations used to describe individual actions
and reactions. A good example is provided by the need to
consider biased processing of information, especially the forms
of biases which unconsciously distort the way we perceive the
world or others’ opinions or the influence of moods or individual
life histories/experiences on opinion preferences and associated
activities (e.g., willingness or reluctance to spread and promote
particular views). There are several domains which are largely
neglected in the current modeling literature, yet which are known
to be important for the individual opinion dynamics.
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5.2.1 Belief Systems and Conceptual and Moral
Foundations
Specific opinions, especially binary ones, often result from more
general belief systems. These general foundations “allow” people
to express definite views on issues on which they have very little
knowledge.

There is growing evidence that at least a part of our moral
preferences and conceptual framework may have mixed cultural
and genetic components. Specific individual personality traits
(e.g., big five categories: openness, conscientiousness,
extraversion, agreeableness, and neuroticism, Ref. 152); moral
foundations (e.g., dichotomies among care/harm, fairness/
cheating, loyalty/betrayal, authority/subversion, and sanctity/
degradation, Refs. 153–155) drive individual behaviors and
responses, including preference for certain belief systems.

The presence of such comprehensive mental systems, linking
various domains and topics, has been barely touched in the
modeling approach. It would be especially important for
models of political opinion dynamics to consider what it
means to be “a conservative” or “a liberal,” and how these
general stances could be included in agents’ properties.

5.2.2 Narratives and Motivations
A closely related factor in the analysis is recognition of the fact
that we often “perceive” the reality through narratives.
Constructing stories, attributing motives (where motives are
unknown or impossible to exist, as is the case of inanimate
objects) allows us to “make sense” of certain situations
[156–158]. But these stories often are in stark contrast with
logic and may even cause us to disregard or twist factual
information [130, 159]. For example, the famous Linda effect,
a staple of irrational reasoning [160] (where many people
attribute more probability to a subset “Linda is a feminist
bankteller” than to an encompassing set “Linda is a
bankteller”) may be simply explained not as an error in logical
thinking but as a result of reliance on narrative perception: within
a “story” the subjects were given, the “ending” of Linda becoming
a feminist bankteller is much more probable.

What is important in the context of opinion dynamicsmodeling
is that the narratives are extremely effective in directing individual
opinions into desired positions [161, 162], much more effective
than “facts alone.” However, incorporation of narratives into
model construction is an extremely difficult task.

Another way in which we frequently distort information is
motivated reasoning, phenomenon well known in social sciences
[163–170]. It relies on emotions to create explanations, justifications,
or decisions that fit the person’s desires and goals, rather than those
that accurately correspond to evidence. The influence of motivated
reasoning may be the stronger the more intelligent and prepared is a
person to twist the evidence to its preferences and purposes. This
creates a nontrivial dynamics of opinion change, including
nonintuitive mechanisms, such as creation of effective
“countermessages” by certain members of the society (one can
remind here about the effort put into anti-vaccination “rebuttals”
of medical information).

5.2.3 Trust and Involvement
Our reactions to the influences and information we receive from
various sources (personal contacts and media alike) crucially
depend on the level of trust we have for these sources. Trust is not
simply a matter of holding the same views; in general, it is quite
complex socially, even at the definition level [171–173].

In fact, trust has already been incorporated into opinion
dynamics models (e.g., in Refs. 174–182). However, even a
cursory review of the literature on trust shows its complex
nature. Examples may be differentiating levels of trust
(individual, social, or abstract) [183]; the question whether
trust matters more when the conflict of interest is small or
large? [184]; roles of social preferences and adherence to social
norms [185]; the question what factors undermine trust [186]; or
the links between trust and belief and moral personality
foundations [187]. As these examples show, it is rather hard
to encode trust as a single parameter in an ABM, so there is a lot
of room for improvements.

5.2.4 Individual Opinion Dynamics and Persistence
Almost every parent has had the experience of telling their
children, with some measure of desperation, “How many
times must I tell you that [xxx] is not good for you?” The
question is extremely relevant to modeling of opinion change,
at a fundamental level. “Frequent change” solutions, such as
assuming that every encounter results in opinion change (as often
found in the spinson models), greatly underestimate the stability
of our opinions. They lead to situations in which an agent might
rapidly shift from one opinion to the opposite, depending on the
information it receives (whom it interacts with). While this
individual fluttering might slow down the overall process, it is
not supported by psychology. We do not even have a proof that
temporal averaging of frequent opinion changes would converge
to a psychologically realistic average/final outcome.

The problem is that understanding the individual opinion
stability/variability is not really well advanced in social sciences.
Pertly, this comes from the difficulty of measuring the effect. The
first question is whether opinion change is a result of separate
events or a cumulative one? Can a single dominant cause of
opinion change be named or is it only the straw that broke the
camel’s back?

The second issue is the persistence of the influence. A personal
encounter or a media story might change a person’s view on a
specific topic. But is this change permanent? Especially when the
new opinion stands in conflict with a broader system? For
example, an emotionally loaded story of a tragic death of an
immigrant child might result in acceptance of relaxing
immigration laws. But would this change persist when the
story vanishes from news-media headlines?

A few years ago, a study has appeared that addressed this very
subject [188]. Not only the effect of single encounter has been
found but also some second-level effects were suggested. And the
change touched very deeply entrenched subject of gay equality.
The work included even some time measurements of the
persistence of the effect. Unfortunately, the article methods
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were subsequently questioned [189] which led to the article
retraction.

This retraction does not diminish the importance and validity
of the research question. In a somewhat ironical twist of events,
the same authors who questioned the work on gay equality, have
published their own study [190] devoted to equally emotionally
loaded topic of reducing transphobia. This article not only
included measurements of effects of single canvassing but also
studied temporal persistence and even resilience of the new
opinion to opposing advertisements.

In light of social and environmental challenges, deep
understanding of the effectiveness and durability of opinion-
changing campaigns or actions is of great importance not only to
the modeling community but also to social sciences as a whole.
Unfortunately, all studies involving manipulation of peoples’
opinions, especially in a way that might result in long-term
changes is of high concern from the ethical point of view. The
data on individual malleability of opinions and on temporal
persistence are therefore vary scarce.

6 CONCLUSION: BACK TO MODELING
DRAWING BOARD

The preceding sections have listed numerous challenges facing
the modeling approach to social opinion dynamics. Some
technical solutions were already described, as were important
topics, in which the ABM approach could be very useful. These
examples included the studies of the timing of rise and fall of
popularity of certain issues/subjects or the influencer
phenomenon (mentioned in Section 3.1) or modeling of
misinformation spread or trolling (discussed in Section 5.1).
Here, we would point out some general potential directions of the
ABM methodology development.

The first goal should be to refocus on basics: individual behaviors
and interactions. To resort to a physical analogy: while the simple
Lennard-Jones interatomic potential can allow to describe some
macroscopic properties of materials, it misses some important ones.
To model them, more realistic descriptions of local interactions and
atomic properties are necessary.

Such “nanoscale” knowledge can be achieved only in a close
cooperation with social scientists. Combining experiments asking
relevant questions in individual psychology and small group
behaviors with models constructed specifically for the purpose
of understanding such behaviors could lead to mutual benefits:
for the social scientists and for the modeling community.
Validation of models can happen via such experiments or via
a thorough analysis of data. Such validation (and the associated
generation of new concepts and ideas) requires much closer links
between sociophysicists and representatives of psychology and
sociology and would follow paths already taken by more mature
fields such as biophysics.

The second direction could be to select cases in which at least
some of the obfuscating factors listed in this work are absent or
weak. In other words, to look for opinion dynamics is driven by only
a few dominating factors and mechanisms, which could allow to
“disentangle” the links between various mechanisms and to create
models which could improve our understanding of these processes.

One way of looking for such “clearer cases” is through big data
analyses based on social networks. There are known limitations
and problems associated with these sources, for example, the fact
that they give access only to public personas, and not to the
internal states of people. Especially interesting could be models of
naturally occurring “Internet-based experiments” (to avoid the
ethical issues connected to planned experimenting, such as
described by Ref. 191 or Ref. 118.

These developments could lead to new model paradigms,
extending beyond the spinson analogy. Rather than attempting
to create models which would describe all situations and societies,
we could focus on models devoted to specific social
circumstances. In the first case, we are faced with seemingly
insurmountable obstacle of the model complexity necessary to
contain all the psychological and social complexities. This would
render themodels to be too complex to learn anything from them.
But by focusing on cases where a few specific conditions are
crucial, the models might prove to be very useful. They could, in
particular, help understand the nonlinearities of the interactions
between competing mechanisms, something misses in purely
statistical (as opposed to causal) social analyses.

The social opinion modeling community has not only grown
enormously during the past 30 years but also begun to be
recognized by social scientists. By combining our efforts, we
could build a meaningful future not only for the opinion
modeling as a research field but also, hopefully, to provide
value for our societies.
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