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Incivility in social media has become a major concern of the public, who perceive uncivil online
interactions to be both widespread and increasing. This study provides a descriptive account of
incivility dynamics over the past 11 years by examining the trends of incivility in three main
categories of social media interactions: political, mixed, and non-political. Using longitudinal data
fromReddit that accounts for 95%of the entire Reddit universe across 11 years and relying on the
combination of supervised machine learning models and traditional statistical inference, the study
found that incivility consistently represents around 10% of total Reddit comments. Additionally,
political groups tend to be more uncivil, and discussions in mixed groups that are not overtly
political but nevertheless discuss politics are less uncivil than in political groups.We also found that
the fluctuations of incivility correspond to offline events and platform-specific policies.
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INTRODUCTION

Scholars and observers worry that public debates in the United States are growing increasingly
uncivil. Politicians attack their opponents, partisans report unprecedented hostility toward
opposition-party supporters (see Iyengar et al., 2019), and partisan media describe the opposing
party as Nazis or Communists (Berry and Sobieraj, 2013) and feature “in your face” debates (Mutz
and Reeves, 2005). Concerns with incivility often pertain to the Internet. Incivility is pervasive in
online communities (Reader, 2012). In 2018, 84% of Americans reported having experienced
incivility online, and those who did encountered it roughly 11 times a week (KRC Research,
2018). These encounters can have negative effects. For example, the use of and exposure to incivility
generates anger, anxiety, or mental distress, and can lead to aggression (Gervais, 2015) and hostile
communication (Groshek and Cutino, 2016). In addition, incivility can drive users away from online
discussions and lead to general dissatisfaction with public discourse (Anderson, et al., 2014; Bauman,
et al., 2013; Moor, et al., 2010; Ransbotham, et al., 2016).

In this project, we aim to address a fundamental descriptive question regarding over-time
variations in incivility across a range of online communities. We rely on the most comprehensive
longitudinal dataset of Reddit comments from 2008 to 2019.1 and a combination of computational

Edited by:
Alessandro Nai,

University of Amsterdam, Netherlands

Reviewed by:
Julia Partheymueller,

University of Vienna, Austria
Lukas F. Stoetzer,

Humboldt University of Berlin,
Germany

*Correspondence:
Qiusi Sun

qssun@ucdavis.edu

Specialty section:
This article was submitted to
Elections and Representation,

a section of the journal
Frontiers in Political Science

Received: 15 July 2021
Accepted: 15 October 2021

Published: 02 November 2021

Citation:
Sun Q, Wojcieszak M and Davidson S
(2021) Over-Time Trends in Incivility on
Social Media: Evidence From Political,
Non-Political, and Mixed Sub-Reddits

Over Eleven Years.
Front. Polit. Sci. 3:741605.

doi: 10.3389/fpos.2021.741605

1We note that we have 13 years of Reddit data (i.e., 2006–2019), yet only posts and comments starting in 2008 can be analyzed for
our purposes. This is because there were only 2 sub-reddits in 2006 and 4 in 2007, all created by administrators. Given that the first
political sub-reddit (politics) was created in August 2007, the comparison among sub-reddit categories was done from 2008.

Frontiers in Political Science | www.frontiersin.org November 2021 | Volume 3 | Article 7416051

ORIGINAL RESEARCH
published: 02 November 2021

doi: 10.3389/fpos.2021.741605

http://crossmark.crossref.org/dialog/?doi=10.3389/fpos.2021.741605&domain=pdf&date_stamp=2021-11-02
https://www.frontiersin.org/articles/10.3389/fpos.2021.741605/full
https://www.frontiersin.org/articles/10.3389/fpos.2021.741605/full
https://www.frontiersin.org/articles/10.3389/fpos.2021.741605/full
https://www.frontiersin.org/articles/10.3389/fpos.2021.741605/full
http://creativecommons.org/licenses/by/4.0/
mailto:qssun@ucdavis.edu
https://doi.org/10.3389/fpos.2021.741605
https://www.frontiersin.org/journals/political-science
www.frontiersin.org
https://www.frontiersin.org/journals/political-science#articles
https://www.frontiersin.org/journals/political-science
https://www.frontiersin.org/journals/political-science#editorial-board
https://doi.org/10.3389/fpos.2021.741605


methods (i.e., a neural, BERT-based classifier to capture incivility
in an incredibly large corpus of data, see Davidson et al., 2020)
and traditional statistical inference (e.g., ANOVA and student
t-test) to provide a descriptive account of online incivility 1) over-
time, 2) across different contexts of online discussions
(i.e., political, mixed, and non-political), and 3) as influenced
by external events.

Our extensive data show that the volume of incivility increased
with the overall increase in the volume of online exchanges, but its
proportion remained rather constant across the years, oscillating
at roughly 10%. Consistent with the general observations,
discussions about politics generate consistently more incivility
than non-political and mixed discussions. That said, when
aggregated across the years, incivility in gaming communities
that sometimes discuss politics is significantly higher than in
other groups, even explicitly political ones. Supporting worries
about the difficulty of cross-party exchanges, politically
heterogeneous online communities–where liberals and
conservatives meet–generate more incivility than politically
homogeneous liberal or conservative communities. Moreover,
fluctuations in incivility are affected by platform-level policies
and external events.

INCIVILITY ON SOCIAL MEDIA

There is some conceptual and operational ambiguity in existing
literature on incivility and related concepts under the umbrella of
toxic, offensive, or intolerant speech (see Kim et al., 2020 and
Rossini, 2020 for recent reviews). Sometimes incivility is used to
refer to impoliteness or negativity. Yet, unlike impoliteness,
incivility is seen as “individual behaviors that threaten a
collective founded on democratic norms” (Papacharissi, 2004,
p. 271). And unlike negativity, which can be delivered in both civil
and uncivil ways and target an issue or an individual (Brooks &
Geer, 2007), incivility actively demonstrates a lack of respect
(Gervais, 2017) and is said to be detrimental to deliberative debate
and reduce deliberative potential of offline or online
conversations (Gervais, 2017). Recent work differentiates
between uncivil and intolerant speech, with the former
including discourse that goes against accepted social norms
and the latter being discourse that promotes discrimination,
derogation, and violence (Rossini, 2020).

Here, we do not address the distinction between incivility and
other related concepts, nor do we test its democratic effects. We
follow Coe et al. (2014), seeing incivility as “features of discussion
that convey disrespectful tone toward the discussion forum, its
participants, or its topics’’ (Coe, et al., 2014, p. 660). Accordingly,
we adapt the operational definition of incivility as speech that
includes “name-calling, mean-spirited or disparaging words
directed at a person or a group of people, an idea, plan,
policy, or behavior; using vulgarity, profanity, improper
language and pejorative remarks about the way a person
communicates’’ (Coe et al., 2014, p 660). As such, our project
includes and empirically captures speech that merely counters
social norms, e.g., name-calling, as well as the arguably more

problematic intolerant speech that can be hateful toward social
groups.

Macro Trends
Many observers lament declines in the quality of public discourse
in the United States (Anderson et al., 2014; Santana, 2014) and
some scholars are concerned that the affordances of social media
platforms, such as anonymous or pseudonymous
communication, have led to increases in incivility and its
normalization in the online public sphere (Leurs and Zimmer,
2017; Theocharis et al., 2020). And yet, systematic evidence of
these potential increases in incivility on social media platforms is
still limited. Research on the temporal dynamics of incivility
mostly focuses on Twitter - a platform used by a minority of
American adults (22%; Pew Research Center, 2021) - and
typically during certain contentious times and/or salient
political events. The resulting evidence is mixed. For instance,
Siegel et al. (2018) find no constant increases in incivility on
Twitter during the 2016 presidential election and its aftermath;
rather, their data suggest random spikes in incivility unrelated to
external events. In contrast, analyzing longitudinal data from
Twitter after the 2016 presidential election, Theocharis et al.
(2020) show that the prevalence of uncivil tweets mentioning
Members of the US Congress is rather stable and spikes in
incivility correspond to political events (e.g., a white
nationalist rally) and policy debates (e.g., healthcare). Yet in
other work looking at Reddit (2021) find a sharp increase in
incivility in political sub-reddits during the 2016 presidential
campaign. Although those studies provide important insights
into the dynamics of incivility on social media platforms, the
timeframes analyzed are rather short and it is not clear whether
extant worries regarding growing incivility and its normalization
are warranted. By examining a much longer time span of nearly
the universe of online expressions on Reddit, one of the most
popular social media platforms, this project offers a macro level
panorama of variations in online expressions of incivility.We first
ask: RQ1: Has there been an increase in incivility, in the aggregate,
on Reddit between 2008 and 2019?

Contextual Influences
In addition to offering systematic evidence on whether, and the
extent to which, incivility increased on social media over the past
11 years, our major contribution lies in testing these variations
across different kinds of groups. Different topics and community
cultures in online groups, which are developed by niche interests
and user engagement, may promote, or discourage uncivil
behavior (Massanari, 2017). With different discourse
dynamics, it is possible that the variations in incivility differ
across various types of discussions, political and non-political
alike. Our project is, to our knowledge, the first to differentiate
expressions of incivility in political versus non-political groups,
and, furthermore, across various categories of political groups
(e.g., liberal, conservative, or heterogeneous), groups focusing on
non-political issues (e.g., fashion, gaming), and also groups where
users touch on both (e.g., discussing global warming in sub-
reddits dedicated to cars; see Wojcieszak and Mutz, 2009).
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Political, Mixed, and Non-political Discussions
Extant concerns with, and past work on, incivility mostly focuses
on political incivility. This work finds substantial amounts of
incivility in the comment sections of news websites (i.e., around
20% of comments were found to be uncivil in online newspaper
comment sections, Coe et al., 2014) and on social media platforms
(e.g., around 9% in political comments on Reddit, Nithyanand
et al., 2017b, between 15 and 20% on Twitter et al., 2020). Yet, the
focus on incivility in political spaces is rather narrow given that
many Americans see politics as complex, boring, or overly
divisive (Greenlee, 2014; Jacoby, 2018) and avoid information
about news and politics altogether (Feldman et al., 2013; Guess,
2021; Prior, 2007; Wojcieszak et al., in press). Accordingly, most
users do not discuss politics online (Barberá et al., 2019) and do
not follow any political accounts on social media (Thorson and
Wells, 2016; Eady et al., 2019). Clearly, examining strictly political
incivility or incivility in overtly political spaces misses a large part
of the online information and communication ecosystem.

For one, the nature of online discussion is never clear-cut, and
people do engage in political exchanges in groups organized
around non-political topics (Wojcieszak and Mutz, 2009).
There, users connect with others based on shared non-political
interests (e.g., following the same celebrity or being parents) and
yet encounter politics inadvertently (e.g., when a celebrity
endorses a politician on their Facebook page or a parenting
sub-reddit discusses funding for education) (Wojcieszak and
Mutz, 2009; Fletcher and Nielsen, 2018; Silver and Andrey,
2019). We refer to these groups as mixed, those where politics
is not the central purpose but where users nevertheless engage in
political talk. Even though users report encountering
disagreement when political discussions emerge in non-
political spaces (Wojcieszak and Mutz, 2009), research found
these mixed groups generated less incivility than explicitly
political discussions (Rajadesingan et al., 2021). After all, once
people establish a shared interest, they may be more open to
potential disagreements when politics emerges and engage with
others more politely and with an open mind.

Second, as aforementioned, most people do not go online to
exchange political information and may also shy away from
discussions that entail any political topics altogether.
Accordingly, the most popular online groups on social media
platforms pertain to entertainment. For instance, the most
followed Facebook pages are Facebook App, Samsung, and
Cristino Ronaldo, focusing on topics such as games,
technology, and celebrities (Wikipedia contributors, 2021a).
Similarly, among the top ten most followed Twitter accounts,
eight are celebrities, and only one (Barack Obama) is a political
figure (Wikipedia contributors, 2021b). The same pattern is
found in YouTube and Reddit, with all top 10 most subscribed
YouTube channels and eight sub-reddits being entertainment
(Baer, 2021;Wikipedia contributors, 2021c). Given the popularity
of non-political spaces, we attend to these largely overlooked
discussions. Even though there may be important topical
differences between non-political groups, as we detail below,
on average these groups may not entail as much name-calling,
personal attacks, or disparaging or mean-spirited language as the

political or even the mixed communities. One could expect the
members of groups focused on movies, celebrities, pets, or
technology to be bonded by common fandom (Seregina and
Schouten, 2017) and a priori more favorable toward one another
due to shared interests.

In sum, although mixed and non-political discussions may be
less uncivil than political ones, this idea remains untested.
Similarly, it is not clear whether fluctuations in incivility
would differ across political, mixed, and non-political groups.
If, as some fear, online discourse is increasingly uncivil, we would
see growth in incivility across these three types of groups. If,
however, the shared interests and common ground matter to
online discourse, the trends would be less pronounced in mixed
and especially in non-political groups. Given the lack of clear-cut
directional expectations and the largely descriptive nature of our
work, we ask: RQ2: Have there been changes in incivility between
political, non-political, and mixed groups?

Specific Types of Online Discussions
Ideologically homogeneous vs heterogeneous political and
mixed groups
To portray the tested dynamics comprehensively, we offer a
nuanced differentiation within political and mixed as well as
non-political groups. First, we distinguish between political and
mixed groups that are ideologically homogeneous versus
heterogeneous. Considering the current polarized climate in
the US, discussions between people who hold different views
may be substantially more uncivil than discussions between
people with similar political affiliations (in that Democrats
may clash with Republicans and liberals may call conservatives
names). That said, ideologically homogeneous groups could also
entail high levels of incivility (in that Democrats/liberals could
unite against former President Trump or Republicans/
conservatives could bash the policies of President Biden, for
instance). Research suggests that ideologically homogeneous
networks may cultivate beliefs in conspiracy theories or foster
extremist attitudes (Warner and Neville-Shepard, 2014); these
beliefs and attitudes may result in strong and emotional opinion
expression, which, in turn, could lead to incivility (Stevens, 2021).
In short, whether ideologically homogeneous or heterogeneous
political and mixed discussions are more uncivil is not only
unexamined but also unclear. Our next question, therefore,
asks: RQ3: Have there been changes in incivility between
ideologically homogeneous and heterogeneous groups?

Conservative vs Liberal homogeneous groups
Within ideologically homogeneous political and mixed groups,
we attend to expressions of incivility in liberal and conservative
groups. Previous studies on group identity and norms show that
conservatives and liberals follow different social norms for
incivility (Rains et al., 2017) and see incivility differently; for
instance, conservatives are less likely to perceive messages as
uncivil (Kenski et al., 2020). In addition, Donald Trump’s
presidency may have encouraged or normalized incivility
among conservatives (e.g., during Trump’s election, there was
more incivility in conservative sub-reddits; Nithyanand et al.,
2017a). Thus, conservatives may be more likely to express
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incivility as they may see it as a usual or more accepted way of
expression than liberals. On the other hand, several studies
showed that on social media platforms liberals were more
likely to “like.” or “thumb-up” uncivil comments (Rains et al.,
2017; Kim et al., 2020), indicating liberals agree with or endorse
uncivil expressions; this may lead liberals to express uncivilly to
gain agreement from their peers. And yet, a study on
unacceptable and uncivil behavior in US politics finds that
Republicans and Democrats react in similar ways to uncivil
messages (Muddiman, 2021). We therefore ask: RQ4: Have
there been changes in incivility between politically liberal and
conservative groups?

Different non-political topics
Lastly, we examine whether incivility levels differ across various
topics within the mixed and non-political groups, testing
discussions revolving around entertainment, sports, lifestyle,
and technology, among others (as detailed below). Some of
these topics may touch on individual identity, in a way similar
to political stance (e.g., sports or gaming, Vale and Fernandes,
2018; Murphy, 2004) and thus generate heated discussions that
may lead to uncivil discourse. Inasmuch as, say, fans of the Dallas
Cowboys see the Philadelphia Eagles as a rival, discussions about
sports could be more uncivil than those about politics.
Furthermore, certain hobby communities have “geek.” cultures
where incivility may be a norm (Massanari, 2017). For instance,
participants in gaming communities may bash others for losing
or call them names for poor performance (Shen et al., 2020). In
short, non-political groups discussing distinct topics might differ
in the volume and fluctuations in incivility. Also, some of those
communities (e.g., sports, gaming) may be similar to explicitly
political groups. These questions remain unaddressed in extant
work. RQ5: Have there been changes in incivility between
different non-political groups?

External Events
In testing these questions, we attend to the extent to which
external events may influence the prevalence of and changes
in incivility in the online public sphere. The aforecited research
on political incivility suggests that controversial issues and events
may lead ordinary citizens to express their opinions, lead to
emotional engagement, and trigger uncivil expression
(Theocharis et al., 2020). That is, fluctuations in incivility on
social media may be triggered by offline events. Yet, because
extant work mostly focuses on elections and/or specific short time
periods, we do not knowwhether other events could lead to spikes
in uncivil interactions online during non-election years and
across different categories of online groups. Also, the
implementation of various regulatory policies by social media
platforms could be seen as an external event that influences users’
behavior (Buntain et al., 2021). For instance, an analysis of
YouTube’s implementation of a policy regarding conspiracy-
oriented channels showed a sharp and consistent change in
trends of harmful content. Such policies serve to classify and
regulate inappropriate behaviors and content and may lead to an
increase or decrease in incivility (Blackwell et al., 2017). We thus
investigate the relation between online incivility and offline

events, both socio-political and also platform specific. RQ6:
Have any specific external events triggered increases in incivility?

METHODS

Reddit
We rely on online behavioral data from Reddit, a social media
platform with over 330 million users globally (Alexa, 2019) and
222 million in the US alone (Lin, 2021). Reddit is the only social
media platform (apart from YouTube) that saw statistically
significant growth since 2019 (Pew Research Centre, 2021)
and a steady growth in its user base since its inception. For
example, from 2013 to 2019, the annual growth rate of monthly
active users ranged from 21.42% (2014) to 47.06% (2017, Curry,
2021). Reddit is the ninth most visited website globally (Top,
2018) and the tenth most popular site in the US. Clearly, users’
expressions therein are important to study.

As in other social media platforms, Reddit allows users to
post content and discuss various issues in individual
communities, which it calls “sub-reddits.” A sub-reddit is a
specific community dedicated to a particular topic where users
can post a link, create a post, or comment on others’ posts.
Each sub-reddit has its own unique rules, moderators, and
themes for submissions. Currently there are more than 2.8
million sub-reddits, and more than 130,000 are active
(receiving at least five comments a day, Lin, 2021). Those
sub-reddits are of three privacy levels: public, restricted, and
private. Any user can join and post in a public sub-reddit, but
they can only join but not post in a restricted sub-reddit until
the moderator approves. Private sub-reddits usually have
rules governing admittance; users receive an invitation
once they meet the admission requirements.

Several features of the platform are relevant to our focus on
incivility. For one, unlike Facebook or Twitter, Reddit’s core
aspect is anonymity. Based on its privacy policy and its support
for individual freedom of expression (Reddit, 2021), Reddit
protects users’ identity and does not require real-name or
identity verification. Although this could result in an
uninhibited trolling, toxicity, or hate speech on the platform,
Reddit has several mechanisms in place to prevent this from
happening. Most sub-reddits have community guidelines
developed by the creator and also moderators that explicitly
forbid incivility, toxicity, trolling, personal attacks, or other
problematic language in posts and comments. For instance,
r/MachineLearning emphasizes “Be nice, no offensive
behavior, insults, and attacks.” as its first rule, and
r/AskReddit also requires users to “be respectful to other users
at all times and conduct your behavior in a civil manner.” The
community rules are reinforced by both automatic tools called
automods and human moderators. As a proactive tool, automods
can remove and report posts and comments with inappropriate
external links, words, and phrases. In addition, sub-reddit
members are encouraged to report and downvote problematic
posts and comments. Both auto and human reports go directly to
sub-reddit moderators, who can remove the posts and comments
that go against the sub-reddit’s rules and guidelines. In addition,
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administrators can remove content, ban users or even close down
an entire sub-reddit based on their regular review of content and
user reports.

Prior to 2015, Reddit had no specific anti-harassment policy,
taking actions such as banning a user or taking down a sub-reddit
only when certain concerns became public and received media
attention (e.g., closing down of r/beatingwoman for violence
against women and sharing users’ private information or
r/TheFappening for posting hacked celebrity pictures); it
announced its anti-harassment policy in May 2015. Reddit
defined any behavior that makes users feel unsafe and shut
users out of the conversation as uncivil (e.g., menacing
someone and directing abuse at a user or a group). The then-
developed user reporting system allowed human moderators and
administrators to decide whether a comment and a user should be
removed or prohibited (before that, users could only report
content or groups by contacting administrators).

Furthermore, in 2019, Reddit invited bystanders (e.g., regular
users not involved in the reported issues) to provide a third-
person point view on harassment reports. In addition, Reddit
introduced machine learning tools to help organize and identify
more severe cases. In 2020, in response to the George Floyd
Protests, the policy was strengthened and further enforced. So far,
Reddit still mostly relies on human judgement to identify any
communities, users, or comments that go against its anti-
harassment policy. Reddit’s hands-off administration on the
one hand and its gradually strengthened anti-harassment
policy on the other hand make it a perfect platform to observe
the natural flow of uncivil interactions.

We accessed all Reddit content from the beginning of Reddit.
com (December 2005) up to December 2019 on PushShift’s
Reddit data using Google BigQuery.2. In total, this yielded
over 6.68 billion comments. Annually, the number of unique
users commenting ranged from 23,793 (in 2006) to 80,788,041 (in
2019) (M � 19,401,466, SD � 26,733,025), and the number of
comments ranged from 417,184 (in 2006) to 1,663,587,081 (in
2019, M � 477,154,362, SD � 526,611,725). In order to offer
comprehensive evidence on the over-time fluctuations of
incivility on Reddit, we identified the most popular sub-
reddits, which represented 95% of the total Reddit comments
each year. We did that by 1) the number of comments in the sub-
reddit and 2) the number of users who posted in the sub-reddit.
This has resulted in 9,355 sub-reddits that were most popular
across the years. We therefore account for 95% of the entire
Reddit universe. Among all identified sub-reddits, yearly
comments in a sub-reddit ranged from 1,215 (in 2006) to
84,457,656 (in 2019, M � 202,786, SD � 1,173,944), and yearly
unique users ranged from 78 (in 2006) to 12,424,518 (in 2019,
M � 33,162.3, SD � 161,665.3).

Sub-Reddit Annotation
Our core questions pertain to the differences in incivility
between political, non-political, and mixed sub-reddits, and
also ideologically homogeneous (liberal or conservative) and

heterogeneous (liberal and conservative) political and mixed
sub-reddits. We eliminated non-English and banned sub-
reddits and also those English-speaking sub-reddits that
were specifically non-US (e.g., sub-reddits from or
discussing Australia, Canada, India, or the UK).3 resulting in
8,458 sub-reddits for analysis (90.41% of all identified sub-
reddits). We developed a coding manual to categorize each sub-
reddit accordingly, as detailed below. Sub-reddits that
discussed politics and news explicitly (e.g., r/politics, r/news)
were categorized as political, while those revolving around non-
political issues (e.g., r/nba, r/gaming) were categorized as non-
political. In addition, the mixed category included sub-reddits
whose purpose is not to discuss politics but where people
discuss political issues (e.g., r/AskReddit, r/pics). In addition
to these three categories, we classified the political and mixed
sub-reddits into politically homogeneous or heterogeneous
sub-reddits, and the former into liberal or conservative sub-
reddits. Politically homogeneous sub-reddits were those
where the majority of posts and comments were in favor of
liberal/left/Democratic or conservative/right/Republican ideas,
figures, and policies (e.g., r/BlueMidterm 2018; r/Conservative,
r/proguns). In turn, heterogeneous sub-reddits were those
where posts and comments had mixed perspectives (e.g.,
some comments supporting and other comments opposing
the Democratic/Republican Party, or posts expressing both
sides of an issue, such as r/news or r/PurplePillDebate). The
politically homogeneous sub-reddits were further categorized
as liberal (i.e., those supporting Democratic/liberal
ideology and/or discussing socio-political issues from the
Democratic/liberal perspective) or conservative (i.e., those
supporting Republican/conservative ideology and/or
discussing socio-political issues from the Republican/
conservative perspective).

To address our question regarding incivility in non-political
spaces, we also identified ten types of non-political sub-reddits
based both on their overt purpose and content. Sub-reddits
about games (video games, board games, etc.) and gaming
services were categorized as Games; Entertainment category
contained all sub-reddits about movies, TV programs,
celebrities, and other entertainment; sub-reddits about sports,
teams and athletes were categorized as Sports; Health sub-
reddits included all that discussed physical and mental
health; Music category included sub-reddits discussing music,
instruments, and musicians; Technology sub-reddits were those
discussing science and technology developments and education;
sub-reddits about pets and animals were categorized as Pets/
Animals; Lifestyle/Fashion category contained sub-reddits
about beauty, food, clothing, design, models, and lifestyle;
and all sub-reddits dedicated to creating and sharing memes
were categorized as Memes. The remaining sub-reddits were
categorized as Others.

2https://pushshift.io/using-bigquery-with-reddit-data/

3As an additional exploratory analysis, we describe the aggregate over-time trends
in incivility for the non-US, English speaking sub-reddits in Supplementary
Appendix SE. We find the over-time trend and the proportion of incivility in
all main categories was similar to those in the US sub-reddits.
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Seven trained coders labeled 8,458 sub-reddits (see
Supplementary Appendix SA for our detailed coding procedure
and inter-coder reliability). Figure 1 shows the distribution of the
categories and Supplementary Appendix SB presents specific
examples. We identified 312 political sub-reddits (3.69% of total
sub-reddits), of which 66.03% (206) were politically homogeneous
and 33.97% (106) heterogeneous. Among the homogeneous sub-
reddits, 72.33% 149) were liberal and 27.67% 57) conservative.
Further, 443 sub-reddits were classified as mixed (non-political
with at least 40% of posts and/or comments pertaining to politics;
these comprised 5.24% of total sub-reddits). Among themixed sub-
reddits, 40.41% 179) were ideologically homogeneous (146 liberal,
33 conservative) and 59.59% 264) heterogeneous. The remaining
7,703 sub-reddits were non-political (91.07% of total sub-reddits),
with the largest groups of non-political sub-reddits being lifestyle
and fashion (n � 2012, percentage � 23.79%), followed by games (n
� 1926, percentage � 22.77%) and entertainment (n � 954,
percentage � 11.28%).

Incivility Annotation and Classifier
To classify Reddit content as uncivil or not, we developed and
validated an incivility classifier. A coding manual was
developed based on previous research (Coe et al., 2014), and
three new trained coders labelled Reddit comments with binary
labels as civil or uncivil. Uncivil comments were those that
included 1) name-calling, mean-spirited or disparaging words

directed at a person, or a group of people; 2) aspersion, mean-
spirited or disparaging words directed at an idea, plan, policy,
or behavior; 3) vulgarity, profanity or language that would not
be considered proper; 4) pejorative or disparaging remark
about the way in which a person communicates. For
instance, comments such as “It’s OK, you’ll hit puberty one
day.” or “you’re a dumbass for simplifying the issue and trying
to jump right into the helm of the ‘y’r all hypocrites’
bandwagon.” were coded as uncivil. Our approach accounted
for both the content as well as the targets of incivility to create a
comprehensive dataset for model building. Coders received five
runs of coding exercises, with overall inter-coder reliability
resulting in a Fleiss’s kappa of 0.663, and then moved on to
individual coding. A final set of 4,000 stratified sampled
comments from each year was randomly assigned to coders,
and the individual coding and training coding were together
used for supervised model building.

In order to automatically identify incivility, we decomposed
the task into three steps. We first developed neural binary
classifiers built on top of large transformer-based language
models, namely BERT (Devlin et al., 2018). First, a pretrained
BERT model was further pretrained for domain adaptation on 3
million unlabeled Reddit comments using a masked language
modeling objective. Then the model was fine-tuned for four
epochs on 5,000 human-labeled comments with 10% of the
data set aside for training validation and 1,000 coded

FIGURE 1 | Sub-reddit Categories with Percentage. Note. (A) The inner circle represents the distribution of main categories: political, mixed, and non-
political with percentage of total number of sub-reddits. The outer circle represents the second level categories for each main category with percentage of
total sub-reddits. The second level categories include heterogeneous, liberal, and conservative for political sub-reddits; heterogeneous, liberal, and
conservative for mixed sub-reddits; gaming, entertainment, sports, health, science/technology, lifestyle/fashion, memes, and others. (B) The circle
represents the topics in mixed sub-reddits with the percentages of total number of sub-reddits, including gaming, entertainment, sports, health, science/
technology, lifestyle/fashion, memes, and others. In addition, out of political sub-reddits, heterogeneous takes 33.97%, liberal is 47.76%, and
conservative is 18.27%. For mixed sub-reddits, 59.59% are heterogeneous, 32.96% are liberal, and 7.45% are conservative.
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comments set aside for model testing (see Davidson et al., 2020).
The final F1-score.4 for the classification model was 0.786. Next,
we tried to improve computational performance by utilizing
DistilBERT (Sanh et al., 2019), a more compact version of
BERT trained using a model distillation technique. The final
F1-score of the DistilBERT model was 0.802. Considering the
large scale of our dataset, using BERT or DistilBERT models to
classify more than 10 years’ Reddit data would be both time-
consuming and computationally and financially expensive. To
address this constraint, in the third step, a logistic regression
classification model was trained using 5 million Reddit comments
labeled by our fine-tuned DistilBERT model, in addition to the

smaller human-annotated dataset. The final logistic regression
model achieves an F1-score at 0.779 which is similar to the
performance of our BERT and DistilBERT models, and our
model error falls within the 95% CI of [0.0297, 0.0547].
Figure 2 gives an overview of the computational framework.
and Supplementary Appendix SC offers details of model
building procedures. Supplementary Appendix SD presents
examples from both human annotation and machine
classification.

RESULTS

Macro Trends
The overall yearly trends in the prevalence of incivility relative to
the total content contributed is shown as the red line in Figure 3.
Between 2008 and 2019, total incivility - depictedwith the red line -
fluctuated between 8 and 12%, an estimate that is largely consistent
with evidence from Twitter (Theochairs, et al., 2020; Siegel et al.,
2018). After slight decreases in the general proportion of incivility
until about 2015, when the total proportion of comments classified
as uncivil reached the lowest point of 8.84%, incivility has been
gradually increasing since, with its levels rising to around 10% in
2016 and 2017. We note, however, that this increase was not
dramatic and that the proportion of comments categorized as
uncivil did not return to the high, pre-2015 levels of around 12%,
which is when Reddit initiated its anti-harassment policy and
banned several sub-reddits promoting incivility and hateful speech.
Addressing RQ1, we note that the proportion of incivility
fluctuates only slightly, with a current upward trend, and can
be affected by the policies of social media platforms.

Political, Mixed, and Non-political
Discussions
Are there variations in incivility across political, mixed, and non-
political groups? Addressing RQ2, political groups–the yellow line
in Figure 3—contain the highest proportion of incivility among
the three major categories (i.e., political, non-political, mixed)
across all the years analyzed, with the percentage oscillating
between 10 and 17%. Results from one-way ANOVA (F �
32.095, p < 0.001) showed a significant difference among these
categories, and post hoc Tukey’s HSD indicates that incivility in
political groups is significantly higher than in mixed (diff � 0.025,
p < 0.001) and non-political groups (diff � 0.040, p < 0.001). It is in
the political groups that we observe the steepest increase in
incivility after 2015, likely due to the highly contentious 2016
presidential elections.5 Incivility in political groups increased by
33.12% between 2015 and 2017 (see also Nithyanand et al., 2017a)
and has been growing gradually since 2017.

Inmixed groups, where participants discuss political and non-
political issues, the proportion of incivility ranged between 11 and

FIGURE 2 | Computational Framework Flow Diagram. Note. The graph
depicts the steps of the machine learning process. Both BERT and DistilBERT
followed the first two steps, but only DistilBERT was used for data labeling.
The generated labeled data from the DistilBERT model was used for
logistic regression.

4F1-score is a measurement of model accuracy for binary classification, which is
calculated from precision and recall. Precision is the number of true positives (the
incidents which are 1 and also identified as 1) divided by the number of all
positives, while recall is the number of true positives divided by the sum of true
positives and false negatives (the incidents which are 1 but identified as 0 by the
machine). F1-score is the harmonic mean of precision and recall.

5Incivility also peaked in 2009. Based on the examination of a random sample of
uncivil political comments in 2009, this increase may be due to discussions of
equality and medical care.
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13%, which is significantly higher than in non-political groups
(t � -2.940, df � 12, p < 0.01) and significantly lower than in
political groups (t � 5.333, df � 12, p < 0.001). But at some points,
such as during the 2015–2016 period, incivility in mixed groups
spiked, reaching levels of incivility similar to that in political
groups. The temporal variations in incivility in non-political
groups are similar to the total trends in incivility and those in
political sub-reddits. As could be expected, the proportion of
incivility to overall content in these groups is significantly lower
than overall proportion across all the sub-reddits (t � 8.045, df �
12, p < 0.001), as well as that in political and mixed groups.

To shedmore light on the variations between 2015 and 2019, we
also analyzed monthly data. Figure 4A depicts large variations in
incivility, yet the relative proportion of incivility in general and also
in mixed and non-political groups remains stable. Consistent with
the yearly trend, the incivility proportion in political groups (F �
2048.534, p < 0.001) is significantly higher than in mixed (diff �
0.065, p < 0.001) and non-political groups (diff � 0.064, p < 0.001).
Notably, however, political incivility increased with several spikes.
The peak in July 2016 can be linked to the 2016 Democratic
National Convention and the early email leak of the Democratic
National Committee (which can be confirmed by the boost of
incivility in the liberal group, See Figure 4C). The observed spike in
May 2017 overlapped with several actions related to the
investigation of Russian interference in the 2016 US election,
including the Great America Committee and dismissal of James
Comey. The last peak in June 2018 corresponds to several protests
against the family separation policy.

Ideological Homogeneous vs
Heterogeneous Political and Mixed
Discussions
RQ3 asked about incivility in ideologically homogeneous vs
heterogeneous groups. Figure 3, which also summarizes the
trends for political and mixed categories of ideologically
homogeneous/heterogeneous groups from 2008 to 2019 in bars,

shows that incivility in all four categories oscillated between 10 to
20%, reaching its lowest levels in 2015, and gradually increasing
since then. Although incivility in ideologically heterogeneous
political groups, where users encounter others with differing
opinions, was higher than incivility in ideologically
homogeneous political groups, Welch’s t-test showed this
difference is not significant (t � 1.545, df � 11, p � 0.15). A
detailed monthly trend from 2015 to 2019, shown in Figure 4B,
shows small yet growing fluctuations in the proportion of incivility
in ideologically homogeneous and heterogeneous political groups.
Two noticeable spikes in ideologically heterogeneous groups,
which did not have corresponding spikes in the homogeneous
groups, occurred in January 2017 and March 2018. The former
spike overlapped with executive order 13,769 (also known as
Muslim Ban) and Trump’s inauguration. The spike in March
2018 could be attributable to the breaking news of Cambridge
Analytica’s involvement in Trump’s presidential campaign. In
turn, there were two spikes in incivility in ideologically
homogeneous political groups that did not occur in ideological
heterogeneous groups, in December 2018 and March 2019. The
former can be linked to the longest US government shutdown in
history and the latter was due to the release of the Mueller Report
about Russian interference in the 2016 election.

Incivility in mixed groups that were ideologically heterogeneous
spiked in 2010 and 2012 and reached its lowest levels in 2015.
Sampling comments from mixed sub-reddits suggest that the
reasons for these spikes were discussions about healthcare reform
in 2010, whereas the peak in 2012 was due to the presidential
election. In turn, incivility in mixed groups that were ideologically
homogeneous fluctuated within a small range of 10–12%,
significantly lower than that in mixed heterogeneous groups (t �
2.881, df � 11, p < 0.05). Furthermore, the monthly proportion of
incivility in ideologically heterogeneous mixed groups from 2015 to
2019 was also significantly higher than that in homogeneous mixed
groups (t � 9.439, df � 59, p < 0.001), indicating - again - greater
usage of incivility in ostensibly non-political groups where both
liberals and conservatives sometimes discuss politics.

FIGURE 3 | Yearly Incivility Proportion from 2008 to 2019. Note. The percentage shown in the graph is the proportion of incivility content over relative total content.
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To answer RQ3, ideologically heterogeneous mixed groups
entail more incivility than homogeneous groups, but it is not the
case that discussions in ideologically heterogeneous political
groups are necessarily more uncivil than discussions in
ideologically homogeneous political groups. In addition,
discussions in ideologically heterogeneous mixed groups were
significantly less uncivil than those in ideologically heterogeneous
political groups (t � -12.987, df � 59, p < 0.001), confirming recent
findings (Rajadesingan et al., 2021).

Conservative vs Liberal Homogeneous
Groups
Next, we examined the fluctuations in incivility in ideologically
homogeneous, liberal or conservative political and mixed sub-
reddits. The bars in Figure 3 show that incivility was rather stable

in liberal groups - especially mixed - as compared to conservative
groups. Between 2008 to 2015, incivility in homogeneous liberal
political groups gradually decreased from 14.98 to 11%, and then
returned back to 14.97% in 2019. In turn, the proportion of incivility
in homogeneous liberal groups that were mixed (discussing non-
political issues but sometimes diverting to politics) decreased before
2015 and remained stable at around 11%, suggesting that the effects of
the anti-harassment policy initiated byReddit were especially effective
in liberalmixed groups (perhaps because these groups were victims of
disproportionate amount of trolling and harassment prior to the
policy).

When it comes to incivility in ideologically homogeneous
conservative groups, the oldest identified conservative sub-
reddit was founded in 2009. Before 2015, the proportion of
incivility in conservative political groups reached two peaks in
2011 and 2014. The peak in 2011may be linked to the nomination

FIGURE 4 |Monthly Incivility Proportion from January 2015 to December 2019. Note. The percentage shown in the graph is the proportion of incivility content over
relative total content. (A) is the proportion of incivility overall and in three main categories; (B) is the proportion of incivility in political heterogeneous/homogeneous and
mixed heterogeneous/homogeneous groups; (C) is the proportion of incivility in political liberal/conservative and mixed liberal/conservative groups.
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for the 2012 presidential election. In turn, uncivil comments from
2014 were mostly about gun control, minority groups, income
equality, and climate issues, probably reacting to offline events
such as legalization of same-sex marriage in several states, the
raising of the minimum wage, and news about mass shootings
and gun laws. A rapid increase in incivility in conservative
political sub-reddits occurred after 2015 and gradually
declined after 2017, consistent with the findings of political
incivility during the 2016 election period (Nithyanand, et al.,
2017a). In conservative mixed groups, incivility peaked in 2010
and declined to 9.35% in 2013 and then slowly climbed back to
15.58% in 2018. Conservative mixed groups were least affected by
Reddit’s anti-harassment policy, as incivility around 2015 was not
at its lowest point.

To answer RQ 4, we see that before 2015, incivility in liberal
political and mixed groups was higher than in conservative
political and mixed groups. The trend reversed after 2015,
with the highest incivility proportion in conservative political
groups, followed by conservative mixed groups, liberal political
groups, and liberal mixed groups. In fact, Welch’s t-tests using
monthly trends from 2015 to 2019, shown in Figure 4C, confirm
that the proportion of incivility in conservative political groups
was significantly higher than in liberal political groups (t � -6.304,
df � 59, p < 0.001). Incivility in conservative mixed groups was
also significantly higher than in liberal mixed groups (t � -16.049,
df � 59, p < 0.001). Given that conservative news media are more
likely to use outrage and divisive language (Sobieraj and Berry,
2011), this difference could be a reflection of the mainstream
political discourse.6

Topics in Mixed and Non-political Groups
To answer RQ5, we turn to the non-political topic categories in
mixed and non-political sub-reddits. Incivility in mixed
discussions varied across topics and years (shown in
Figure 5A).7 Discussions about games, sports, and memes
were most uncivil, perhaps because games and sports are ego-
involving and, similarly to politics, generate an us-versus-them
divide. In contrast, health and science/technology sub-reddits
were the least uncivil, the former likely because many health sub-
reddits discuss marijuana legitimization, which is supported by
most participants, and the latter likely because most science and
technology sub-reddits focus on problem-solving, which again,
does not generate high incivility. When it comes to incivility in
non-political sub-reddits, shown in Figure 5B, discussion about
science and technology and pets and animals were most civil,
whereas sports, memes, and entertainment generated more
incivility on average.

Lastly, we calculated the average incivility proportion for all
categories from 2008 to 2019, shown in Figure 6 (See

Supplementary Appendix SF for detailed statistics).
Interestingly, the highest average proportion of incivility was
found in the mixed gaming category, higher even than in
political sub-reddits (Welch’s t-test confirmed the significance
of the difference, t � 4.758, df � 59, p < 0.001). Online gaming
communities have their unique culture that often validates
disparaging or disrespectful language, leading to this high
aggregate proportion. Additionally reviewing comments from
the mixed gaming sub-reddits suggests that those were mostly
massive multiplayer online games with international servers
that require a high level of communication among players and
that are competitive by design, providing a hotbed for uncivil
discourses.

External Events
The fluctuations of incivility in different categories were
addressed throughout above, with some spikes in response to
offline events and the changes in platform policies. Incivility in
political and mixed groups tends to surge around highly
contentious political events, such as election campaigns (e.g.,
2016 presidential election), political scandals (e.g., Cambridge
Analytica), and controversial orders (e.g., Musilm ban). Incivility
in non-political groups also shows some spike during offline
events such as sport events (e.g., 2019 super bowl), industrial
scandals (e.g., 2016–2017 US gymnastic sexual abuse scandal),
and industrial controversies (e.g., 2016 complaints about
sexualized characters in games). Furthermore, there was a
sharp decrease in incivility in all categories except mixed
conservative groups in 2015, which corresponds to Reddit’s
anti-harassment policy. Consistent with the findings of
previous research (Buntain et al., 2021), incivility in most
categories after 2015 remained at a stable level, suggesting the
intervention has both immediate and long-lasting effects.

DISCUSSION

Even though incivility is a growing concern for the public,
politicians, and social media platforms, we know relatively
little about its fluctuation’s over-time and its prevalence across
different types of online discussions. This study offers this key
descriptive evidence, showing how incivility developed over-time
on Reddit in political, mixed, and non-political groups, and also
whether and how it differed in each group. We relied on a
combination of machine learning methods and traditional
statistical inference to examine the dynamics of online
incivility on Reddit, an increasingly popular social media
platform (Pew Research Center, 2021).

Our findings suggest that extant worries about the prevalence
and rapid growth of online incivility may have been overstated.
Incivility is not ubiquitous in Reddit discussions and has not
dramatically grown in recent years. Its proportion is rather
consistent, oscillating between 8 and 12%. The illusion of ever
more incivility is due to the increasing volume of total online
discussion in general, yet - again - the proportion of incivility to
this overall volume of content is relatively stable. We also note
that even though Reddit could invite greater incivility than

6When using the yearly data from 2008 to 2019, we find no significant differences in
incivility between liberal and conservative groups, both political (t � 0.403, df � 10,
p � 0.695) and mixed (t �-1.005, df � 10, p � 0.339).
7Although ten distinct categories were identified for non-political sub-reddits, only
eight were found in mixed groups (and are used for the comparison, i.e., the
category of Music and Pets/Animals was not present in mixed groups).
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Facebook or Twitter, due to its largely anonymous nature, the
estimates in our data are largely similar to those from studies of
other social media platforms (Siegel et al., 2018; Theocharis, et al.,
2020).

Our other noteworthy findings relate to the differences in
incivility across different categories of online discussion spaces.
For one, consistent with anecdotal observations, users
encounter more name-calling and disparaging or vulgar
language in online discussions revolving around politics.
That is, incivility is higher in political groups, followed by
mixed groups whose focus is not politics, but which
nevertheless entail socio-political discussions, and then non-
political groups, where users discuss politics only rarely, if at all.
A notable exception to this overall pattern is the mixed gaming
category, where the aggregate proportion of incivility across all
the years is higher than in political groups. Unlike other mixed
groups, where incivility may be closely moderated and
restricted by group members, gaming groups are known for
endorsing incivility as a special social norm and encouraging

uncivil behaviors such as flaming and trolling (Shen et al.,
2020). Thus, incivility is likely to be promoted in such
groups no matter whether discussions revolve around games
or politics.

Second, even though ideologically diverse political
discussions are seen as the breeding ground for uncivil
discourse (Rossini et al., 2021), political sub-reddits involving
participants expressing liberal and conservative perspectives are
not necessarily more uncivil than ideologically homogeneous
political groups. Furthermore, it is the ideologically
heterogeneous mixed groups, where discussion about political
issues may be unexpected and/or auxiliary and which involve
diverse discussants, that entail less incivility than ideologically
heterogeneous political groups, the sole purpose of which is to
discuss politics. That is, heterogeneous political discourse is less
uncivil in mixed sub-reddits than in political sub-reddits,
consistent with the findings about uncivil cross-partisan
discussions in non-political versus political online spaces
(Rajadesingan, et al., 2021). It is possible that political

FIGURE 5 | Yearly Incivility Proportion in Mixed and Non-political Topics from 2006 to 2019. Note. The percentage shown in the graph is the proportion of incivility
content over relative total content. (A) is incivility in mixed topics; and (B) is incivility in non-political topics.
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discourse is carefully moderated and restricted by moderators
and members in sub-reddits that are designed for non-political
topics, thereby preventing incivility. Alternatively, it may be
the case that once users establish common ground on non-
political topics (e.g., as chihuahua owners or Kardashians’ fans),
political disagreement with dissimilar discussants does not
generate the same levels of emotional response, and thus
incivility, as political disagreement in groups solely dedicated
to current events and potentially divisive policies. Even though
our large-scale project cannot speak to the underlying
mechanisms, our findings clearly suggest that the dynamics
of political discourse online are contingent on social context,
such that differences in the types of conversation lead to
different expressions of incivility.

Third, platform specific as well as exogenous factors may
powerfully shape online discourse, trends in incivility included.
With regard to the former, the presented patterns underscore the
effectiveness of anti-harassment policies by social media platforms.
In 2015, when Reddit allowed its users to report abuse and
harassment and consequently banned sub-reddits promoting
racism or anti-Semitism, overall incivility on the platform
dramatically declined. In turn, underscoring the influence of the
overall divisive political environment on online discussions in the
subsequent years, we show that incivility clearly increased around
the contentious 2016 elections and during Trump’s presidency.
Also, external socio-political events such as debates about welfare,
gun control, or sexual minorities, also led to fluctuations in
incivility, in line with previous research about political events
impacting the temporal dynamics of incivility (Theocharis,
et al., 2020). When these external events are divisive or

controversial, peoples’ expressions and exchanges on social
media may get heated and uncivil.

In fact, we note that after 2015, incivility in political groups
increased at higher rates than on the platform in the aggregate
and that both political and mixed conservative groups generated
significantly more incivility than liberal groups. This suggests
differential effects of the political environment. It could be that
conservatives were more susceptible to the polarized context,
especially during the presidency of Donald Trump, known for his
devise and often inappropriate rhetoric, which could have
‘trickled down’ to online communities on Reddit. In a related
vein, this difference could be a result of conservatives consuming
news from conservative sources known for their inflammatory
expression (Sobieraj and Berry, 2011). Picking up the elite cues,
either from politicians or news media, conservative Reddit users
could be adopting certain expressions in their political discourse
or using it as a basis for online discussion.

When interpreting these findings, a few limitations of our
project should be kept in mind. First, future work should
apply more sophisticated classification of political, non-
political, and mixed groups, using machine learning applied at
post level to automatically detect whether discourse is political
only, non-political only, or both. Second, as we cannot access the
deleted or removed comments, our results may be biased. Even
though deleting and removing comments could be for various
reasons, comments which are extremely uncivil were likely to be
removed or deleted and so the observed cases of incivility may be
milder, which may have led to underestimations of incivility on
Reddit. Also, our findings may not generalize to other social
media platforms, such as Facebook or YouTube. Reddit has a

FIGURE 6 | Average yearly Incivility Proportion for All Categories from 2008 to 2019.
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unique culture and is known for its grassroots - as opposed to
algorithmic - moderation system. As such, the uncivil discourse
patterns observed on Reddit may not be found on other
platforms. The fact that our estimates are largely similar to
those detected on Twitter (Theocharis, et al., 2020), suggests
certain robustness to our findings. Yet naturally, a systematic
cross-platform work would be an important addition to the
literature. Perhaps most importantly, our analysis only takes
into account users’ posts or comments, i.e., textual
expressions. As such, we lose the information conveyed via
memes, pictures, and videos.

Despite these limitations, our research is the first to offer
systematic descriptive evidence of temporal dynamics of
incivility on Reddit, over 11 years, across various categories
of discussions, and focusing on thousands of sub-reddits that
account for 95% of users and comments over this time period.
Perhaps counter-intuitively, the rise in incivility has not been as
steep as many observers fear and continues to constitute a
similar fraction of the overall online discussion (so naturally
increasing in total, but not proportionally), with some
important variations across different contexts of the overall
online public sphere. We hope that future work addresses
these different dynamics and mechanisms, shedding more
detailed light on the role of group culture, topical influence,
offline socio-political events, platform level interventions, such
as reporting or moderating systems, and the users themselves.
All these macro, meso-, and micro-level factors influence
incivility and need to be accounted for conceptually and
analytically. Inasmuch as name-calling, disparaging and
vulgar language, and other personal attacks have negative
effects on public discourse, online discussions, social media

users, and social media platforms themselves (Liang and
Zhang, 2021), these investigations are important. As social
media platforms have become a major source of news and
information and an important channel for political
discussion, understanding the complexity of online incivility
is the necessary first step to promote a healthy dynamic of
political deliberation in contemporary democracies.
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