
Lakatos et al., 2005; Palva et al., 2005; Schroeder and Lakatos, 2009). 
In the context of the present work, both possible functions may 
play an important role in decoding spoken language (Morillon 
et al., 2010).

Linking hypotheses between the acoustics of speech and neu-
ronal structures that may be involved in recognition have recently 
been discussed both in speech research and cognitive neuroscience 
(e.g., Zatorre et al., 2002). What, however, is the relation between 
neuronal oscillations (on the particular scales mentioned above) and 
the information carried in speech signals, important for intelligi-
bility? Importantly, there is a remarkable correspondence between 
average durations of speech units and the frequency ranges of 
cortical oscillations. Phonetic features (duration of 20–50 ms) are 
associated with gamma (>50 Hz) and beta (15–30 Hz) oscillations, 
syllables, and words (mean duration of 250 ms) with theta (4–8 Hz) 
oscillations, and sequences of syllables and words embedded within 
a prosodic phrase (500–2000 ms) with delta oscillations (<3 Hz). 
In line with this correspondence between cortical oscillations and 
critical units for the representation of speech, Poeppel (2003) pro-
posed a multi-resolution model where speech is processed concur-
rently on at least two different time scales (a slow and fast rate), 
and then information is extracted and combined for lexical access.

Correlation between the acoustics of spoken language and EEG 
and MEG responses was demonstrated by showing that temporal 
cortical responses in the theta range and the beta range contain 
enough information to discriminate single words (Suppes et al., 
1997), artificial simple sentences (Suppes et al., 1998), naturalistic 
sentences (Luo and Poeppel, 2007), audiovisual speech (Luo et al., 

IntroductIon
Neuronal oscillations are believed to play a role in various per-
ceptual and cognitive tasks, including attention (Lakatos et al., 
2008), navigation (Buzsáki, 2005), memory (Gruber et al., 2008; 
Palva et al., 2010), motor planning (Donoghue et al., 1998), and in 
the context of the present work, spoken-language comprehension 
(Haarman et al., 2002; Bastiaansen and Hagoort, 2006). Spatial 
patterns of neural activation associated with speech processing 
have been visualized in different regions of the auditory cortex by 
a variety of brain-imaging methods (PET, fMRI; e.g., Pulvermueller, 
1999; Giraud et al., 2004). The specific timing of activation across 
the auditory cortex has been observed with electromagnetic record-
ings (MEG, EEG, ECoG; e.g., Canolty et al., 2007; Giraud et al., 
2007; Luo and Poeppel, 2007). Modulation of oscillatory activity 
is typically seen in distinct frequency bands. As will be elaborated, 
in the context of spoken-language comprehension, frequencies of 
particular relevance are the delta (<3 Hz), theta (4–8 Hz), beta 
(15–30 Hz), and gamma (>50 Hz).

The specific computational functions of neural oscillations are 
uncertain. One possible function is to coordinate the activity of 
distinct cortical regions and integrate activity across multiple spatial 
and temporal scales; an oscillatory hierarchy may serve as an organ-
izing instrument for such function (von Stein and Sarnthein, 2000; 
Fries, 2005). An oscillatory hierarchy may also serve as a central 
pacemaker, similar to the synchronization facilitator proposed by 
Singer and others for cortical processing (cf., review by Singer, 
1999; Buzsáki, 2006). Such a hierarchy may control excitability in 
neuronal ensembles (Kopell and LeMasson, 1994; Hopfield, 2004; 
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2010), or to correlate with intelligibility (Ahissar et al., 2001; Luo 
and Poeppel, 2007). Interestingly, these findings can be interpreted 
in two distinct ways: (1) cortical oscillations may be a key repre-
sentational mechanism, in particular oscillations corresponding to 
modulation frequencies commensurate with intelligible speech. A 
decoding mechanism may be a phase pattern read-out of theta-
band responses, extracted from a sliding 200-ms temporal win-
dow – a period of one theta oscillation (Luo and Poeppel, 2007); 
or (2) the observed cortical rhythms are merely a reflection of an 
underlying computational mechanism, where the brain sets time 
intervals for analysis of individual speech components by intrin-
sic oscillations pre-tuned to an expected speech rate and re-tuned 
during continuous speech processing by locking to the temporal 
envelope (Ahissar et al., 2001; Poeppel, 2003; Giraud et al., 2007). 
Such a computational principle is in line with the putative role of a 
hierarchical oscillatory array – controlling neuronal excitability and 
thus stimulus-related responses in neuronal ensembles (Kopell and 
LeMasson, 1994; Lakatos et al., 2005; Schroeder and Lakatos, 2009).

To gain further insight into the possible role played by brain 
rhythms in speech perception, Ghitza and Greenberg (2009) meas-
ured the intelligibility of naturally spoken, semantically unpredict-
able sentences (i.e., without context) time-compressed by a factor 
of 3, with insertions of silent gaps in between successive intervals 
of the compressed speech. Without insertions intelligibility was 
poor (about 50% word error rate) but was restored considerably by 
the insertion of gaps, as long as the gaps were between 20 and 120 
ms. Since the duration of the acoustic interval was held constant 
(40 ms) the sole varying parameter was the length of the inserted 
gap, hence any change in intelligibility could be attributed to the 
length of the inserted gap per se rather than to the amount of 
information contained in the acoustic interval. The insertion of 
gaps was interpreted as the act of providing extra decoding time (a 
cortical factor) via “re-packaging” the information stream. Maximal 
perceptual restoration occurred when the gaps were 80-ms long.

These results were surprising; current models of speech percep-
tion (up through the word level) rely, almost exclusively, on the 
acoustics of the speech itself. Phones are identified first1, and the 
ordered sequence of identified phones results in a pointer to the 
lexicon (e.g., Marslen-Wilson and Welsh, 1978; Marslen-Wilson, 
1987; Luce and McLennan, 2005; Stevens, 2005). How could stand-
ard models account for Ghitza and Greenberg’s counterintuitive 
behavioral data? According to these models the speech containing 
gaps should be, at most, as intelligible as the continuous speech, 
yet intelligibility improves! The emerging conjecture, therefore, was 
that current models of speech perception that consider acoustic 
features alone are incomplete, and that an additional mechanism 
that incorporates the role of decoding time during memory access 
must be in play. A conceptual model (Tempo) was envisioned in 
which brain rhythms, in the form of nested oscillations, have a 
role in decoding speech by temporally controlling the process of 
matching acoustic patterns to linguistic units.

In the present study the structure of Tempo and the role of its 
components have been further crystallized, allowing a qualitative 
assessment of the degree to which the model can predict human 

performance. As will be demonstrated, the model is capable of 
emulating the behavioral results of Ghitza and Greenberg (2009)2 
– a challenging data set, difficult to explain using current mod-
els of speech perception, but emerging naturally from the Tempo 
architecture. More specifically, the cascaded oscillatory array at the 
core of Tempo, which is capable of tracking the acoustic input 
rhythm, will turn out to be crucial for the decoding process, where 
intelligibility is high so long as the array remains phase locked to 
the input rhythm. As such, the model provides an explicit linking 
hypothesis between speech perception and computational neu-
roscience. It should be noted that the scope here is restricted to 
recognizing syllables in spoken sentences, with no connection to 
lexical structure; higher levels of linguistic abstraction (e.g., from 
syllable to word to prosodic phrase) are not addressed here.

The remainder of the paper is organized as follows. The archi-
tecture of Tempo is presented in Section “Tempo – Architecture.” 
The behavioral data of Ghitza and Greenberg (2009), to be emu-
lated by Tempo, are summarized in Section “Intelligibility of Time-
Compressed Speech with Insertions of Silence Gaps (After Ghitza 
and Greenberg, 2009).” In Section “Emulating Intelligibility of 
Time-Compressed Speech with Insertions of Gaps” the perfor-
mance of the model is demonstrated by analyzing the anticipated 
response of the system to input waveforms used in the Ghitza 
and Greenberg (2009) study. The relationship between classical 
models of speech perception (up through the syllable level) and 
Tempo, and the implications of the new dimensions of the model 
seem necessary to account for the Ghitza and Greenberg (2009) 
data are discussed in Section “Discussion.” The Appendix briefly 
reviews a biophysically inspired model for the representation of 
time-varying stimuli using a network exhibiting oscillations on a 
faster time scale (Shamir et al., 2009), an extended version of which 
is exploited in Tempo.

tempo – archItecture
In Tempo, the sensory stream (generated by a model of the auditory 
periphery, e.g., Chi et al., 1999; Ghitza et al., 2007) is processed by a 
parsing path and a decoding path, which correspond to the lower and 
upper parts of Figure 1. In the lower path, the temporal attributes of 
speech are parsed and provide features expressed in the form of an 
internal clock-like mechanism, realized as an array of cascaded oscilla-
tors. The frequencies and relative phases of the oscillators determine 
the time frames that control the decoding process, performed in 
the upper path, which links chunks of sensory input with stored 
time–frequency memory patterns.

parsIng
Psychophysical studies on the role of temporal modulation (e.g., Dau 
et al., 1997) and speech modulation, in particular (e.g., Houtgast 
and Steeneken, 1985), demonstrates the relative  importance of 
modulations in the range of 3–10 Hz to intelligibility. This range 
of modulations reflects the range of syllable rates in naturally spo-
ken speech, on the one hand, and is similar to the frequency range 

1The phonetic transcription may be provided, for example, by an array of phonetic 
feature detectors, which generate a phonetic-features vector that identifies the spe-
cific phone (e.g., Stevens, 2005).

2Note that Ghitza and Greenberg’s (2009) data are in terms of word errors; therefo-
re, a fully, quantitative validation would require a Tempo-based word recognition 
system, not available at present. Here we present a qualitative study, demonstrating 
performance in line with the behavioral data.
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A third oscillator is in the gamma range, with a frequency set 
to be a multiple (set to 4 here) of the beta frequency. The span of 
a gamma cycle is commensurate with the rapid spectro-temporal 
transitions associated with dyad elements. The phase of the gamma 
oscillator is set to a constant at the start of the theta cycle, so as to 
maintain a consistent alignment of the gamma cycles within the 
beta cycles.

The cascaded oscillatory array possesses three properties that 
will prove to be crucial for a successful account of Ghitza and 
Greenberg’s (2009) data. Two are inspired by solid findings of 
the characteristics of cortical oscillations: (1) each oscillator has 
a finite range of oscillation frequencies (e.g., Buzsáki, 2006); (2) 
oscillators in the array are related (by nesting, e.g., Schroeder and 
Lakatos, 2009). A third property emerges from a hypothesis, central 
to Tempo: (3) the oscillators are capable of remaining locked to the 
input rhythm as its changes (slowly) with time (Ahissar et al., 2001; 
Nourski et al., 2009), implying that the cycle durations of the oscil-
lators adapt to the input. As demonstrated in Section “Emulating 
Intelligibility of Time-Compressed Speech with Insertions of Gaps,” 
performance (in terms of syllable error rate) remains high as long 
as locking is maintained but drops once out of lock (e.g., when 
the oscillators reach the boundaries of their respective frequency 
ranges).

decodIng
In the upper path, the acoustic stream is processed by two tem-
plate-matching components running in tandem. The first, a time– 
frequency match (TFM) component, maps beta-cycle long speech 
segments (i.e., dyads) to memory neurons, termed dyad neurons, 
by computing coincidence in firing across auditory (i.e., tonotopic) 
frequency channels. At this level, time–frequency patterns are 
matched over relatively short time intervals (about 50 ms) and 

Figure 1 | A block diagram of the Tempo model. It comprises lower and 
upper paths that process the sensory stream generated by a model of the 
auditory periphery. The lower path extracts parsing information, which controls 
the decoding process performed in the upper path. The parsing is expressed 
in the form of an internal clock-like mechanism, realized as an array of 
cascaded oscillators locked to the input syllabic rhythm; the frequencies and 
relative phases of the oscillations determine the processing time frames that 
control the decoding process. See text for details.

Figure 2 | Cochlear envelopes in terms of a simulated inner hair cell 
response, low-pass filtered to 50 Hz, at four characteristic frequencies. 
The input is the semantically unpredictable sentence “The ripe style heard 
their spades,” naturally spoken by a male speaker (from Ghitza and Greenberg, 
2009). The duration of the signal is roughly 2 s (ten 200-ms long frames). The 
rate of the envelope fluctuations is about 5 peaks per second. Low-frequency 
cochlear channels mainly reflect the presence of vowels and nasals, and high 
frequency channels mainly reflect fricatives and stop-consonants. The PLL 
(see Figure 1) is locked to the temporal fluctuations of the cortical auditory 
representation of the speech signal (e.g., the modulation spectrum), which is 
related to the cochlear response.

of cortical theta oscillations, on the other hand. This observation, 
and the robust presence of these energy fluctuations in the auditory 
response to the speech signal (as is illustrated in Figure 2), led to 
the hypothesis that the theta oscillator is the master in the cascaded 
array, and that the other oscillators entrain to theta. The theta oscil-
lator is assumed to be capable of tracking the input rhythm; it can 
be viewed, for example, as the voltage controlled oscillator (VCO) 
of a phase-lock loop (PLL) system (e.g., Viterbi, 1966; Ahissar et al., 
1997; Zacksenhouse and Ahissar, 2006), locked to the temporal 
fluctuations of the cortical auditory representation of the speech 
signal (e.g., the modulation spectrum). In accord with neurophysi-
ological data, the frequency of the theta oscillator is restricted to 
a range between 4 and 10 Hz (i.e., a theta cycle of 100- to 250-ms 
long). As such, the theta oscillator provides syllabic parsing.

The theta oscillator sets the frequency of a beta oscillator, to be 
a multiple of the theta frequency; for the present demonstration 
of Tempo the multiple was set to 4, hence the frequency of the 
beta oscillator range between 16 and 40 Hz3. The phase of the beta 
oscillator is set to 0 at the start of the theta cycle. Hence, there are 
four beta cycles inside one theta cycle, all with equal duration – this 
is so because of the assumption that the beta oscillator remains 
constant within one theta cycle. The beta oscillator provides finer 
parsing, on dyad-long information within the syllable (i.e., about 
50 ms long). It is worth recalling that a dyad is the acoustic reflec-
tion of the dynamic gesture of the articulators while moving from 
one phone to the next. Often, there is an “acoustic edge” (at the 
boundary between the phones) associated with this movement; 
hence the dyad may be viewed as the waveform segment “centered” 
at the acoustic edge. It is important to note, however, that for some 
diphones the exact location of an acoustic edge is not obvious.

3It is noteworthy that oscillations in the high end of this range may also be conside-
red low-gamma oscillations.
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rate). Moving from the optimal rate leftward (i.e., an increase 
in the packaging rate) resulted in deterioration in intelligibility; 
deterioration also occurs moving rightward (i.e., a decrease in 
the packaging rate). No (purely) auditory or articulatory model 
can explain this behavior. Ghitza and Greenberg (2009) inter-
preted the insertion of silent gaps as an act of providing “needed” 
decoding time and conjectured that an additional mechanism that 
incorporates the role of decoding time during memory access 
must be in play; they further hypothesized that decoding time is 
governed by low-frequency (quasi-periodic) brain oscillations. 
The manner by which decoding time is governed by the oscilla-
tory array is discussed in paragraph Tempo and Decoding Time, 
in Section “Discussion.”

emulatIng IntellIgIbIlIty of tIme-compressed speech 
wIth InsertIons of gaps
We start by outlining the functional requirements of Tempo, by set-
ting up the parameters of the model, and by defining the articulated 
speech information (ASI) – a measure of the amount of speech 
information carried by a fragment of time-compressed speech; 
this measure will allow a comparative assessment of Tempo’s 
capability to decode speech material spoken at different speeds. 
The anticipated response of the model to speech stimuli used by 
Ghitza and Greenberg (2009) is analyzed in Subsections Response 
to Uncompressed Speech, Response to Speech Compressed by a 
Factor of 2, Response to Speech Compressed by a Factor of 3.

are often formant transitions associated with such phonetic fea-
tures as place of articulation, which is important for distinguishing 
consonants (and hence words). This pattern-matching operation 
is performed within a beta cycle, and mapping onto a dyad neuron 
occurs at the end of each beta cycle. One possible realization of the 
TFM component is the extension of a model suggested by Shamir 
et al. (2009), briefly described in the Appendix. It is a model for 
the representation of time-varying stimuli (e.g., dyads) by a net-
work exhibiting oscillations on a faster time scale (e.g., gamma). 
An important property of the extended model is the insensitivity to 
time-scale variations – a necessary (but not sufficient) requirement 
of a model capable of explaining humans’ insensitivity to phonemic 
variations (see last paragraph in the Appendix).

The second pattern-matching component, a temporal sequence 
match (TSM), maps syllabic primitives onto memory neurons 
termed syllable neurons, by measuring coincidence in firing activity 
of a sequence of dyad neurons within a theta cycle (about 200 ms). 
Mapping onto a syllable neuron occurs at the end of the theta cycle.

IntellIgIbIlIty of tIme-compressed speech wIth 
InsertIons of sIlent gaps (after ghitza and greenberg, 
2009)
Listening to time-compressed speech provides useful insight into 
how the brain decodes spoken language (e.g., Garvey, 1953; Foulke 
and Sticht, 1969; Dupoux and Green, 1997; Dilley and Pitt, 2010). 
Ghitza and Greenberg (2009) measured intelligibility (in terms 
of word error rate) of time-compressed speech with insertions of 
silent gaps. The speech material was semantically unpredictable 
sentences (e.g., “Where does the cost feel the low night?” and “The 
vast trade dealt the task”), to eliminate the role of context. Three 
classes of signal conditions were tested: (1) waveforms without 
time compression (with a syllabic rate of about 5 syllables/s), and 
waveforms time-compressed by a factor of 2 (i.e., with a syllabic rate 
of about 10 syllables/s), (2) waveforms time-compressed by a factor 
of 3 (a syllable rate of about 15 syllables/s), and (3) waveforms in 
class 2 with further distortion inflicted: the waveforms were blindly 
segmented into consecutive 40-ms fragments (called “packets”), 
each followed by a silent gap. This synthesis procedure allowed to 
generate stimuli with the factors of “information per packet” (i.e., 
the information in the speech fragment) and “packaging rate” dis-
associated. In Ghitza and Greenberg (2009) the amount of speech 
information per packet was kept constant (because no portion of 
the acoustic signal was discarded – only time-compressed – and 
because the speech intervals remained fixed throughout the experi-
ment); the sole varying parameter was the packaging rate, con-
trolled by the length of the inserted gap. The resulting waveforms 
exhibited a packaging rate ranging from 15 to 5 packets/s (0- to 
160-ms of gap duration, respectively). (MP4 files are available for 
listening as Supplementary Materials.)

Word error rate for the stimuli in class 1 was marginal (about 
2%), but the performance for the signals in class 2 was poor 
(>50% error rate). Surprisingly, performance for the signals in 
class 3 improved, with a U-shaped performance curve (Figure 3); 
intelligibility was restored considerably as long as the gaps were 
between 20 and 120 ms. Lowest word error rate (i.e., highest intel-
ligibility) occurred when the gap was 80-ms long or, equivalently, 
at the rate of 8.3 packets/s, down to about 20% (the “optimal” 

Figure 3 | intelligibility of time-compressed speech with inserted silent 
gaps (from ghitza and greenberg, 2009). The signal conditions are labeled 
(c–h), in correspondence with the labeling in Figure 4 and Table 1. Word error 
rate is plotted as a function of gap duration or, equivalently, packaging rate. 
Speech was time-compressed by a factor of 3. Acoustic intervals were 
consecutive 40-ms long speech intervals, kept the same for all conditions. 
Without insertions performance is poor (>50% word error rate). Counter- 
intuitively, the insertion of gaps improves performance, resulting in a U-shaped 
performance curve. The lowest word error rate (i.e., highest intelligibility) 
occurs when the gap was 80-ms long (or, equivalently, at the rate of 
8.3 packets/s), down to ca. 20% (the “optimal” rate). (The intelligibility of 
uncompressed speech, and speech compressed by a factor of 2, is high, with 
error rate <2%.)
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(5) A dyad neuron is triggered at the end of a beta cycle, and only 
for cycles with a non-zero input.

(6) The gamma frequency is a multiple of beta, also by a factor of 
4. Consequently, there are four gamma cycles within one beta 
cycle.

 (7) The phase of the gamma oscillator is set to a constant at the 
start of the theta cycle, to maintain a consistent alignment of 
the gamma cycles within the beta cycles.

(8) Memory neurons exist for every dyad and syllable. The 
acquisition process by which those neurons become associa-
ted with meaning is beyond the scope of this study.

It is noteworthy that the beta to theta ratio, and the gamma 
to beta ratio, should be set up in accord with neurophysiological 
data. At present, there is a lack of a unanimous agreement on the 
frequency range of these oscillators; we believe that our choice is 
within reason.

defInItIon: artIculated speech InformatIon (asI)
In the process of demonstrating that Tempo is capable of accounting 
for the U-shaped behavioral data we shall need to assess its decod-
ing accuracy for different time-compressed versions of the original 
waveform. A question thus arises: what is the amount of speech 
information carried by a fragment of a time-compressed speech? 
For example, what is the amount of speech information within a 
40-ms long interval of speech time-compressed by a factor of 4? We 
propose to measure this quantity in terms of the speech informa-
tion that was intended to be conveyed by the speaker when uttered 
(i.e., before compression). Thus, we define the ASI within a given 
time window as the duration, in milliseconds, of the uncompressed 
speech inside that window. In our example, the ASI in a 40-ms long 
fragment of speech time-compressed by 4 is 4 × 40 = 160 ms, and 
it comprises about 3 typical 50-ms long uncompressed dyads. It is 
worth emphasizing that there is a distinction between the amount 
of information articulated by the speaker (i.e., intended to be con-
veyed) and the amount of information perceived by the listener. 
During the decoding process some of the articulated information 
may be lost; the amount of loss depends on the time compression 
ratio and is measured with respect to the ASI.

response to uncompressed speech
Figure 4 elucidates the analysis. The figure comprises nine panels, 
Figure 4a–h, depicting one theta-cycle long window of the stimuli 
corresponding to each of Ghitza and Greenberg’s (2009) signal 
conditions. Each panel contains the Fourier-based spectrogram, 
and an illustration of the corresponding cascaded oscillations in 
the form of markers: red, blue, and magenta markers represent the 
theta, beta, and gamma oscillations, respectively.

Figure 4a shows a spectrogram of a 240-ms long segment of 
uncompressed speech and the corresponding oscillations. Since 
the input syllabic rate (assumed to be about 5 syllables/s) is 
within the theta frequency range, theta = 5 Hz, beta = 20 Hz, and 
gamma = 80 Hz. At the end of each beta cycle, the TFM component 
(the extension of Shamir et al., 2009 described in the Appendix) will 
map the beta-cycle long speech segment onto a dyad neuron. The 
200-ms long theta cycle (with ASI = 1 × 200 = 200 ms) is sampled 
with four beta cycles, 50-ms long each, matching the number of 

functIonal requIrements
Any adequate model of speech perception must be able to predict 
a variety of psychophysical data. The present study is confined 
to the Ghitza and Greenberg (2009) data. Albeit limited, the 
data point to certain functional requirements any viable model 
must satisfy:

(1) Speech at normal speed and speech that is time-compressed 
by a factor of 2: word error rate must be virtually zero. One 
implication, for Tempo, is that the TFM component, which 
maps beta-cycle long dyads onto memory (dyad) neurons, 
should be insensitive to time-scale modifications up to a 
factor of 2. That is, acoustic realizations of dyads that differ 
in their duration up to a factor of 2 (e.g., due to time com-
pression) should be mapped onto the same memory neu-
ron4. The extension of Shamir et al. (2009), described in the 
Appendix, exhibits properties that satisfy this requirement.

(2) Speech that is time-compressed by a factor of 3:
(a) Without insertion of silent gaps. Word error rate should be 

about 50%.
(b) With insertions, at optimal rate. Word error rate should be 

about 20% – an improvement of 30% compared to the 
case of no insertions.

(c) With insertions, left of optimal rate. As packaging rate 
increases (with respect to optimal rate), word error rate 
should increase in a U-shape fashion, from 20% (at opti-
mal rate) to 50%.

(d) With insertions, right of optimal rate. As the packaging 
rate decreases, word error rate should increase from 20% 
(at optimal rate) to 50% (at the maximum gap duration 
tested).

(e) We shall elaborate on the possible source of errors in 
Subsection Response to Speech Compressed by a Factor of 3.

settIng up the parameters of tempo
In introducing Tempo (see Section “Tempo – Architecture”) few 
assumptions have been made: it was assumed, plausibly, that each 
oscillator has a finite range of frequencies, and that the oscilla-
tors are related (cascaded). A key assumption was that the master, 
theta oscillator (hence the entire cascade) is capable of tracking the 
quasi-periodic input rhythm as long as those rhythms are within 
the theta frequency range. For the analysis here we set the following 
parameters (some are re-iterated):

(1) The PLL module tracks the input rhythm perfectly (as long 
as they are within the theta range).

(2) The theta frequency range is bounded to 4–10 Hz.
(3) The beta frequency is an integer multiple of theta, chosen 

here to be 4. Consequently, there are four beta cycles (of 
equal length) within one theta cycle.

(4) The phase of the beta oscillator is set to zero at the start of the 
theta cycle.

4Complying with this requirement is one (the temporal) aspect of what is considered 
the Holy Grail in models of speech perception. Models of speech perception capable 
of explaining humans’ insensitivity to phonemic variations are still under pursuit, 
and formulating a perception-relevant metric to measure a distance between two 
speech segments of different duration is still considered an unresolved problem.
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typical dyads composing the ASI. At the end of each theta cycle the 
TSM component will map a sequence of 4 dyad neurons onto a 
syllable neuron. The resulting syllable-neuron sequence will be the 
baseline, reference sequence in assessing the performance of Tempo 
in the following Subsections.

response to speech compressed by a factor of 2
Figure 4b shows the spectrogram of Figure 4a time-compressed 
by a factor of 2 (hence lasting 120 ms). The syllabic rate is 
10 syllables/s, and since the theta oscillator is still within its 
boundaries the oscillatory array stays locked to the input rhythm, 
with theta = 10 Hz, beta = 40 Hz, and gamma = 160 Hz. Since 
the TFM model is insensitive to time-scale variations (this is so 
as long as the TFM coding window – i.e., the beta cycle – and the 
compressed stimulus are locked, as is the case here), the same dyad 
neurons are triggered as in Subsection Response to Uncompressed 
Speech (i.e., no TFM errors): the 100-ms long theta cycle (with 
ASI = 2 × 100 = 200 ms) is sampled with four beta cycles (25-ms 
long each), matching the number of typical dyads composing 
the ASI. Because of the errorless TFM mapping, the triggered 
syllable-neurons sequence is same as the reference sequence 
defined in Subsection Response to Uncompressed Speech, i.e., 
no TSM errors.

response to speech compressed by a factor of 3
Figure 4c,c′ show the spectrogram of Figure 4a time-compressed by 
a factor of 3 (lasting 80 ms); the syllabic rate is 15 syllables/s. For a 
hypothetical system, in which the frequency range of the oscillators 
in the array is unconstrained, the oscillators and the compressed 
stimulus are in lock. Following the rationale of the error analysis 
in Subsection Response to Speech Compressed by a Factor of 2, 
there are no TFM or TSM errors. A constrained oscillatory array, 
however, introduces errors.

TFM errors
A theme common to all stimuli time-compressed by three 
(Figure 4c–h) is that while the syllabic rate within the time-com-
pressed speech fragments is the same (at 15 syllables/s) the fre-
quency of the theta oscillator, dictated by the packaging rate, varies. 
Thus, a mismatch occurs because the TFM coding window (i.e., 
the beta cycle) and the compressed stimulus inside the window are 
out-of-sync. The lack of a complete computational description of 
the TFM component prevents an estimate of the absolute number 
of TFM errors; however, a qualitative estimate of the error trend 
(i.e., the performance in one condition relative to another) can be 
inferred [see paragraph Tempo (Overall) Errors below].

TSM errors
Reflect the number of dyads unaccounted for due to the limited 
decoding capacity of the receiver. The dyad loss stems from a mis-
match between the number of dyads to be decoded (i.e., the number 
of dyads articulated) and the number of dyad-neuron activations 
permitted by the Tempo. The time unit over which errors are cal-
culated is the theta cycle: the number of dyads to be decoded is 
the number of uncompressed dyads composing the ASI, and the 
number of dyad-neuron activations is determined by the temporal 

Figure 4 | One theta-cycle long time window of the stimuli of ghitza and 
greenberg (2009), spectrograms in black, and a cartoon illustration of the 
corresponding oscillations in red, blue, and magenta (corresponding to the 
theta, beta, and gamma oscillations, respectively). Time is plotted along the 
x-axis of the spectrograms (in milliseconds), frequency is plotted along the y-axis 
(0–5 kHz, linear scale), and stimulus intensity is denoted by color (light- and dark 
gray indicate low- and high amplitude, respectively, in decibel). (a) A 
spectrogram of a 240-ms long segment of uncompressed speech and the 
corresponding oscillations. Since the input syllabic rate (assumed to be 
5 syllables/s) is within the theta frequency range, theta = 5 Hz, beta = 20 Hz, 
and gamma = 80 Hz (see Response to Uncompressed Speech). (b) The 
spectrogram of (a) time-compressed by a factor of 2 (hence lasting 120 ms). The 
syllabic rate is 10 syllables/s, and since the theta oscillator is still within 
boundaries the oscillatory array stays locked to the input rhythm (with 
theta = 10 Hz, beta = 40 Hz, and gamma = 160 Hz). No TFM errors compared to 
(a) because the TFM coding window – i.e., the beta cycle – and the compressed 
stimulus are locked (see Response to Speech Compressed by a Factor of 2). (c′) 
The spectrogram of (a) time-compressed by a factor of 3 (lasting 80 ms); the 
syllabic rate is 15 syllables/s. Shown are oscillations of a hypothetical system, in 
which the frequency range of the oscillators in the array is unconstrained, hence 
theta = 15 Hz, beta = 60 Hz, and gamma = 240 Hz. No TFM errors compared to 
(a) because of the same rational as in (b); see Response to Speech Compressed 
by a Factor of 3). (c) Same as (c′) but with a constrained oscillatory array. The 
syllabic rate of the acoustics is 15 syllables/s – outside the theta range. The theta 
oscillator is “stuck” at its upper frequency limit (10 Hz). Compared to conditions 
(a) and (b) a mismatch occurs (see Stimulus Without Insertions; (d) speech 
compressed by a factor of 3, with insertions of 20-ms long silent gaps; 
packaging rate (16.6 packets/s) is outside the theta range, hence the theta 
frequency is 10 Hz (see Left of Optimal Rate). (e) With insertions of 40-ms long 
gaps; packaging rate (12.5 packets/s) is outside the theta range, hence the theta 
frequency is 10 Hz (see Left of Optimal Rate). (f) With insertions of 80-ms long 
gaps – optimal rate; packaging rate is 8.3 packets/s – inside the theta range; 
theta frequency at 8.3 Hz (see Optimal Rate). (g) With insertions of 120-ms long 
gaps; packaging rate is 6.2 packets/s, inside the theta range and the theta 
frequency is 6.2 Hz (see Right of Optimal Rate). (h) With insertions of 160-ms 
long gaps; packaging rate is 5 packets/s, inside the theta range and the theta 
frequency is 5 Hz (see Right of Optimal Rate).
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(because the duration of the uncompressed signal is 2400 ms); the 
theta cycle is 100-ms long, thus the number of theta cycles span-
ning the duration of the entire waveform is 8. The ASI in a theta 
cycle is ASI = 3 × 100 = 300 ms – the duration of 6 dyads (rows 
in light blue), while the number of activated dyad neurons is just 
4 (rows in light yellow). Thus, at the end of each theta cycle the 
TSM component will decode 6 dyads as a sequence of only 4 dyad 
neurons – a loss of 2 dyads per theta cycle, i.e., an average total loss 
of 16 dyads (34%).

Optimal rate
Figure 4f shows a spectrogram of the signal in Figure 4c with 
a 40-ms long acoustic fragments and 80-ms long inserted gaps. 
The resulting packaging rate (the reciprocal of 80 + 40 = 120 ms) 
is 8.33 packets/s – inside the theta range – thus the theta fre-
quency is 8.33 Hz (with theta and beta cycles of 120- and 30-ms 
long, respectively). Although the oscillatory array is locked to 
the rhythm imposed by the packaging process, mismatch exists 
between the syllabic rate of the signal inside the acoustic inter-
val (15 syllables/s) and the theta frequency (8.33 packets/s), 
resulting in TFM errors; a qualitative account of these errors 
is deferred to paragraph Tempo (Overall) Errors. The number 
of TSM errors is calculated in column (f) of Table 1. The time-
compressed signal, 800-ms long, contains twenty 40-ms long 
acoustic segments thus the stimulus duration here is 2400 ms 
[20 × (40 + 80) = 2400 ms]; the theta cycle is 120-ms long, 
and thus the number of theta cycles spanning the duration of 
the entire waveform is 20. The duration of the non-zero signal 
in a theta cycle is 40 ms, therefore the ASI in a theta cycle is 
ASI = 3 × 40 = 120 ms – the duration of 2.4, 50-ms long typical 
dyads (rows in light blue), while the number of activated dyad 
neurons in a theta cycle is just 2 (a 40-ms long acoustic interval 
and a 30-ms long beta cycle – see rows in light yellow). Thus, at 
the end of each theta cycle the TSM component will decode 2.4 
dyads as a sequence of 2 dyad neurons – a loss of 0.4 dyads per 
theta cycle, i.e., an average total loss of 8 dyads (17%).

Left of optimal rate
In Figure 4d,e, the inserted gaps are 20- and 40-ms long, with a 
packaging rate of 16.66 and 12.5 packets/s, respectively. This rate 
is outside the theta range, imposing a theta frequency of 10 Hz (a 
theta cycle of 100 ms). A qualitative account of the TFM errors is 
deferred to paragraph Tempo (Overall) Errors. The number of TSM 
errors is calculated in columns (d) and (e) of Table 1 following the 
same rationale outlined in paragraph Optimal Rate, resulting in an 
average total dyad loss of 20% for each condition.

Right of optimal rate
In Figure 4g,h, the inserted gaps are 120- and 160-ms long, with 
a packaging rate of 6.25 and 5 packets/s, respectively. This rate is 
inside the theta range, with corresponding theta frequencies of 
6.25 and 5 Hz. A qualitative account of the TFM errors is deferred 
to the paragraph Tempo (Overall) Errors. The number of TSM 
errors is calculated in columns (g) and (h) of Table 1 following the 
same rationale outlined in paragraph Optimal rate, resulting in an 
average total dyad loss of 58% for each condition.

attributes of the time-compressed stimulus. In Tempo there are 
four beta cycles per one theta cycle, and a dyad neuron is triggered 
at the end of a non-zero beta cycle (see Subsection Setting Up the 
Parameters of Tempo). Thus, the maximum number of neurons 
available to decode one theta-cycle long acoustic segment is four. 
For continuous signals the number of activated dyad neurons is 
four, and for a signal with silent gaps this number may be less than 
four (because a dyad neuron is triggered only for non-zero input, 
see Subsection Setting up the Parameters of Tempo). We term these 
neurons activated dyad neurons. Note that TSM errors indicate how 
the temporal aspects of speech – apart from the spectral aspects – 
affect intelligibility. This is so because the location and duration 
of the theta cycle – the time window over which TSM errors are 
calculated – are determined by the parsing process that takes the 
temporal aspects of the stimulus as input. In calculating the number 
of TSM errors we assume that the dyads are recognized correctly; 
error in dyad recognition is considered a TFM error. Thus, in our 
analysis, the TSM error count (associated with temporal attributes 
of speech) is independent from the TFM error count (associated 
with the spectral attributes).

Table 1 shows the average number of TSM errors for stimuli 
representing each of Ghitza and Greenberg’s (2009) signal condi-
tions. The table comprises nine columns, (a–h), in correspondence 
with the rows of Figure 4. For calculating the number of errors 
we consider a generic uncompressed speech waveform 2400-ms 
long, with a fixed syllabic rate of 5 syllables/s; assuming that the 
duration of a typical dyad is 50 ms, the uncompressed stimulus 
comprises 48 dyads. It is further assumed that the theta oscillator 
tracks the input without error. The TSM errors are represented in 
terms of the total number of dyads, out of 48, that are lost during the 
decoding process (row “total number of dyads lost”). This number, 
denoted N

E
 (index E for Error), is calculated as follows. Let N

T
 (T 

for Theta) be the number of theta cycles inside the stimulus, N
U
 (U 

for Uttered) be the number of typical dyads composing the ASI of 
one theta cycle (see the rows shaded in light blue), and N

A
 (A for 

Activated) the number of activated dyad neurons per theta cycle 
(equals the number of beta cycles covering the non-zero portion 
within the theta cycle – see the rows shaded in light yellow, where 

x is the value of x, rounded up to the nearest integer). Then, 
N

E
 = N

T
 × (N

U
 − N

A
). Note that N

A 
is an integer number, obtained 

by rounding up to the nearest integer the number of beta cycles 
covering the non-zero portion of a theta cycle: a “residual” speech 
fragment, which only spans a portion of a beta cycle, is regarded as 
one dyad. Paragraphs Stimulus Without Insertions, Optimal Rate, 
Left of Optimal Rate, Right of Optimal Rate below discuss the 
reasoning behind the entries of Table 1.

Stimulus without insertions
The syllabic rate of the acoustic signal is 15 syllables/s – outside 
the theta range (Figure 4c). The theta oscillator is “stuck” at its 
upper frequency limit (10 Hz). Compared to Sections Response 
to Uncompressed Speech and Response to Speech Compressed 
by a Factor of 2 a mismatch occurs, resulting in TFM errors; a 
qualitative account of these errors is deferred to paragraph Tempo 
(Overall) Errors. The number of TSM errors is calculated in row (c) 
of Table 1. The duration of the time-compressed signal is 800 ms 
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As noted in paragraph TSM Errors, the TSM error count and 
the TFM error count disassociate. Here, we merge the two with 
equal weight; adding the mirrored-L shaped TFM error curve to the 
U-shaped TSM error curve will result in a U-shaped Tempo error 
curve. Compared to the TSM error curve, the Tempo error curve 
would be elevated and with a different tilt. Achieving a numerical 
fit between the U-shaped Tempo errors and the U-shaped behav-
ioral data probably lies in the properties of the TFM model, yet to 
be developed.

dIscussIon
scope of study
In the broader context, there is a body of work on the effects of 
time compression of speech on intelligibility (e.g., Garvey, 1953; 
Foulke and Sticht, 1969; Dupoux and Green, 1997), showing high 
word error rates (greater than 50%) under a compression factor 
of 3. There is also work showing rhythmic and speech rate based 
effects on lexical perception and word recognition accuracy (e.g., 
Dilley and Pitt, 2010). The focus of our study, however, is a dif-
ferent finding, which shows that insertion of silent gaps markedly 

Tempo (overall) errors
The TSM errors shown in Table 1 are U-shaped, in line with the 
behavioral data. Is Tempo’s overall error behavior U-shaped as well? 
To answer this question we need an estimate of the TFM error curve; 
the lack of a fully developed computational model of TFM prevents 
an estimate of the absolute number of these errors but we can infer the 
error trend. For all signal conditions left of the optimal rate (depicted 
in Figure 4c–e) the theta frequency is the same (10 Hz), and thus 
the degree of mismatch between the acoustic rhythm and the theta 
frequency is similar, resulting in a similar number of TFM errors. 
For the signal conditions right of the optimal rate (Figure 4g,h) the 
theta oscillator is in lock to the packet frequency, resulting in a theta 
frequency of 6.25 and 5 Hz, with 40- and 50-ms long beta cycles, 
respectively. Since the duration of the acoustic fragment is 40 ms 
(i.e., less than or equal to the duration of one beta cycle), the number 
of gamma cycles per acoustic interval is diminishing (3–4 gamma 
cycles per interval, to the right of optimal rate, as opposed to 6–7 
cycles, to the left), resulting in a larger number of TFM errors due 
to a coarser sampling of the signal dynamics. The trend of the TFM 
errors, therefore, would exhibit a “mirrored-L” shape.

Table 1 | TSM errors for the stimuli of ghitza and greenberg’s (2009).

Columns (a–h) are in correspondence with the rows of Figure 4. TSM errors are the number of dyads unaccounted for due to the limited decoding capacity of 
Tempo. For calculating the number of errors we consider a generic uncompressed speech waveform 2400-ms long, with a fixed syllabic rate of 5 syllables/s; 
assuming that the duration of a typical dyad is 50 ms, the uncompressed stimulus comprises 48 dyads. NE (index E for Error) is the total number of dyads, out 
of 48, that are lost during the decoding process. NT (T for Theta) is the number of theta cycles within the stimulus, NU (U for Uttered) – the number of typical 
dyads composing the ASI in one theta cycle (rows shaded in light blue; see Subsection Definition: Articulated Speech Information (ASI), NA (A for Activated) 
– the number of activated dyad neurons per theta cycle (see the rows shaded in light yellow; x denotes the value of x, rounded up to the nearest integer). 
NE = NT × (NU − NA). See text (paragraph TSM Errors) for details.
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beta-cycle long dyads
In Tempo, a dyad is a speech segment of beta-cycle duration. Note 
that (i) there are 4 dyads inside one theta cycle, all with equal dura-
tion – this is so because of the assumption that the beta frequency 
remains constant within one theta cycle, and (ii) being of equal 
length, not all 4 (beta-long) dyads within one theta cycle can be 
consistently “centered.”

In the case of uncompressed speech a dyad is often aligned with 
the acoustic realization of a diphone. As a consequence of note 
(ii), the “center” of two different acoustic realizations of the same 
diphone (i.e., two beta-long dyads) will not necessarily be located 
at the same position within the dyad. This represents a difficulty: to 
which dyad neuron should such dyads be mapped onto? A partial 
answer to this question probably lies in the properties of the TFM 
model described in the Appendix, and yet to be implemented.

Even more so is the case of the Ghitza and Greenberg (2009) 
stimuli with gaps, where the beta-long dyads are rarely aligned with 
the “canonical” acoustic realization of a diphone. Consequently, 
Tempo is expected to produce a considerable number of errors, 
as discussed in Subsection Response to Speech Compressed by a 
Factor of 3, a trend in line with the behavioral data.

theta-cycle long syllables
In Tempo, a segment of theta-cycle duration is mapped onto a syl-
lable neuron. A syllable neuron is activated by a specific ordered 
sequence of four beta-cycle long dyads – this is the role of the TSM 
component. Syllables here should be read as primitive syllables – not 
necessarily words. The acquisition process, by which syllable neu-
rons become associated with their respective word representation, 
is beyond the scope of this study.

phonemIc varIabIlIty and the tfm component
In spite of the acoustic variation in time and frequency, e.g., across 
talkers (men, women, and children), listeners are able to reliably 
perceive the underlying phonetic units. As described in Subsection 
Decoding of Section “Tempo – Architecture”, the TFM compo-
nent maps dyads to dyad neurons by computing coincidence across 
tonotopic frequency channels. Given the frequency variability in the 
formant space, the matching cannot be based on strict tonotopic 
map. Rather, a loose tonotopicity is envisioned, the degree of which 
psychophysical studies will tell (for example, what is the tolerable 
frequency shift, in terms of number of critical bands?) We adopt the 
stance that it is the variability of the time–frequency signature as a 
whole that matters. The TFM model discussed in the Appendix pro-
vides robustness against temporal variations, but has yet to address 
variations in frequency.

tempo vs. classIcal framework
Conventional models of speech perception assume a strict decod-
ing of the acoustic signal by the auditory system and higher 
neural centers. The decoding path of Tempo conforms to this 
notion; the TFM component is a neuronally inspired mecha-
nism, which maps the acoustic time–frequency features of a dyad 
(beta-cycle long) onto the corresponding memory neuron. For 
speech rates that result in flawless human performance (e.g., 
uncompressed speech, speech compressed by two) the beta-long 
dyads, determined by the parsing path, are aligned with their 

improves the intelligibility of time-compressed speech as long 
as the gaps are between 20 and 120 ms (Figure 3). Conventional 
models of speech perception have a difficulty in accounting for 
this result because they assume a strict decoding of the acoustic 
signal of speech itself by the auditory system and higher neural 
centers. Tempo incorporates the role of an additional dimen-
sion, namely the decoding time during memory access, into 
the classical framework of speech perception. This mechanism 
is realized by allowing a cascaded array of oscillators to track 
the input rhythm5 thus enabling the prediction of a spectrum of 
data, i.e., that intelligibility of uncompressed speech, and speech 
compressed by a factor of 2, is high (<2% word error); that intel-
ligibility of speech time-compressed by three is poor (greater than 
50% word error); and that the insertion of silent gaps markedly 
improves intelligibility.

the role of parsIng
The parsing path determines the time frames (both location and 
duration) that control the decoding process. This information is 
expressed in the form of an array of cascaded oscillators with 
theta as the master. The oscillatory array is driven by the tem-
poral attributes of speech: the master oscillator is assumed to be 
capable of tracking the input rhythm accurately, e.g., via a PLL 
mechanism locked to the auditory response. Assuming perfect 
tracking, a theta cycle is aligned with a speech segment that is 
often a Vowel–Consonant-cluster–Vowel. (This is so because the 
prominent energy peaks across the auditory channels, to which 
the PLL is locked to, are associated with vowels.) Two points are 
noteworthy. First, the PLL module (yet to be implemented) plays a 
crucial role in Tempo; an inaccurate tracking of the input rhythm 
will result in out-of-sync theta oscillations (and therefore beta, and 
gamma), hence inadequate time frames (in terms of location and 
duration), which will severely tamper with the decoding process. 
Second, naturally spoken language exhibits substantial irregular-
ity in timing, mostly in the form of hesitation and disfluency. 
How will such irregularity affect the performance of the tracking 
mechanism? Tempo provides a framework for a reasonable expla-
nation of the manner in which the cortical receiver may handle 
this difficulty; when the input rhythm is unsettled (e.g., hesitation 
or disfluency), the theta oscillator (and hence the entire array) is 
idling at its core frequency (say at mid range), ready to reenter 
the tracking mode.

dyad vs. dIphone
The dyad unit plays an important role in the decoding path of 
Tempo. The TFM component maps acoustic intervals, beta-cycle 
long, onto memory neurons termed dyad neurons. Note that there 
is a distinction between a dyad and a diphone; a diphone is the con-
catenation of two phones, while the dyad is the acoustic realization 
of the diphone. As noted in Subsection Setting Up the Parameters 
of Tempo, the acquisition process by which dyad neurons become 
associated with their respective diphonic representation is beyond 
the scope of this study. Hence, dyads here should be read as primi-
tive dyads – not necessarily diphones.

5The relationship between Tempo and decoding time is discussed in paragraph 
 Tempo and Decoding Time below.
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The reasons for our preference to assign the theta as the 
master oscillator are presented in Subsection Parsing of Section 
“Tempo – Architecture”, namely the psychophysical evidence on 
the relative importance to intelligibility of modulations in the 
range of 3–10 Hz, and the strong presence of these energy fluc-
tuations in the speech signal; such strong presence is crucial for 
a robust tracking of the input rhythm by the cascaded array. In 
contrast, the acoustic presence of delta-related acoustic features, 
e.g., intonation (or pitch) contours, is weak. In our view the 
delta rhythm, indeed, plays an important role in prosodic parsing, 
which pertains to sequences of syllables and words, hence tapping 
contextual effects; as such, the delta oscillator interacts with the 
theta, beta, and gamma oscillators in a top-down fashion. The 
manner by which this process is carried out cortically is beyond 
the scope of this study; here we focused on developing a model 
capable of predicting the data of Ghitza and Greenberg (2009), 
where the speech material comprised naturally spoken, semanti-
cally unpredictable sentences.

summary
The critical thesis at the basis of the approach presented here 
is that current models of speech perception that only consider 
properties of the signal derived from the acoustics are incom-
plete, and that the role of decoding time during memory access 
should be incorporated. It is hypothesized that decoding time 
is dictated by neuronal oscillations. The emerging cortical 
computational principle is the notion of template-matching 
operations guided by an array of cascaded oscillators locked 
to the sensory input rhythm. This computation principle was 
exploited in a computational model, Tempo. A qualitative study 
was presented, showing that the performance of the model is in 
line with challenging, counterintuitive human data (Ghitza and 
Greenberg, 2009) that are hard to explain by current models 
of speech perception.

The key properties that enable such performance are the cas-
caded synchronization of the oscillators within the array, and the 
capability of the theta oscillator (and hence the entire array) to 
track and stay locked to the input syllabic rhythm. These proper-
ties are the reason why the performance remains high as long as 
the oscillators are within their intrinsic frequency range, and why 
performance drops once the oscillators are out of lock (e.g., hit 
their boundaries). When locking is maintained, the TFM model 
(an extension of Shamir et al., 2009) maps acoustic segments 
of a dyad length to memory (dyad) neurons in a manner that is 
insensitive to time-scale variations. Outside the locking range 
errors increase due to erroneous mapping of dyad-long acoustics 
(TFM errors) and due to difficulties in memory access, as the 
number of available dyad-neuron activations within a theta cycle 
is insufficient (TSM errors).

Since the performance data are expressed as word errors, a com-
prehensive, quantitative validation would require a Tempo-based 
word recognition system. Such a system is yet to be developed, 
including the components of Tempo in the parsing path, the decod-
ing path, and beyond (i.e., how to integrate syllables into words?). 
Psychophysical data are required to fine-tune the model (e.g., what 
is the  distribution of TFM and TSM errors in humans?). Finally, 

diphonic representation and Tempo operates as classical mod-
els do. The parsing path plays an important role in explaining 
the counterintuitive U-shape performance in the case of speech 
uttered too fast – with or without the insertion of gaps – and 
is an insightful extension to traditional models. In this sense, 
Tempo links the classical acoustically driven perspectives with 
the cortically inspired timing perspective.

tempo and decodIng tIme
Ghitza and Greenberg (2009) interpreted the insertion of silent 
gaps as an act of providing “needed” decoding time. They hypoth-
esized that the decoding time is governed by cortical oscillations. 
How so? The architecture of Tempo provides an insight into this 
relationship.

In Tempo, a dyad is decoded at the end of a beta cycle; a syllable 
is decoded at the end of the theta cycle by integrating a sequence 
of, at most, 4 dyads. For stimuli without gap insertions, as long 
as theta is locked to the input rhythm (i.e., uncompressed, time-
compressed by two) the ASI within a theta cycle comprises about 4 
typical dyads – compatible with the processing capacity of Tempo 
[columns (a) and (b), Table 1]. For a compression factor of 3 the 
theta is “stuck” at its upper frequency limit (10 Hz), and the ASI 
within the 100-ms long theta cycle comprises 6 typical dyads – 
greater than Tempo’s processing capacity [column (c), Table 1]. 
The insertion of silent gaps – the act of providing extra decoding 
time – should be viewed as a re-packaging process, aiming at a 
better synchronization between the input information flow and 
the capacity of the “receiver.” Best synchronization is achieved by 
tuning the packaging rate to the mid range of the theta oscillator. 
The optimal packaging rate (hence the optimal gap duration, or 
the “needed” decoding time) is, therefore, dictated by the proper-
ties of the oscillatory array. The U-shape curve of the behavioral 
data tells us that there is a range of preferred packaging rates – 
rather than a sweet spot – reflecting the frequency range of the 
theta oscillator. In particular, re-packaging with a gap duration 
(read: decoding time) which is too short or too long compared 
to an 80-ms long gap (the optimal rate) results in errors due to 
a mismatch between the number of uncompressed dyads com-
posing the ASI within the theta cycle (the number of dyads to be 
decoded), and the number of dyad-neuron activations permitted 
by the receiver.

tempo and the role of delta oscIllatIons
In the parsing path of Tempo the theta oscillator is the master. 
A legitimate question arises whether this choice is appropriate 
in the context of speech perception? Parsing is the process by 
which the speech signal is temporally partitioned into zones that 
are linked to a variety of linguistic levels of abstraction, ranging 
from phonetic segment to syllable to word and ultimately pro-
sodic phrase. One could argue that the parsing process begins 
at the phrasal level – which spans a duration of 0.5–2 s and is 
commensurate with the frequency range of the delta rhythms – 
and then works down to shorter intervals associated with words 
and syllables. Therefore, when realizing the parsing process as a 
cascaded oscillatory array, the delta oscillator – not the theta – 
should be master.
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(h) – see Figure 4) can be found online at http://www.frontiersin.
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abstract

this study is confined to a limited (albeit challenging) data set; more 
tests are needed to ascertain whether Tempo is able to predict a 
variety of other psychophysical data.
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appendIx
the tfm model: extensIon of shamir et al. (2009)
Shamir et al. (2009) suggested a model for the representation of 
time-varying stimuli, of a dyad length, by a network exhibiting 
oscillations on a faster time scale. In particular, the time-varying 
stimulus they considered was the temporally smoothed envelope 
of a cochlear-channel response to a dyad, and the cortical oscilla-
tions were in the gamma band. In essence, the model is a variant 
of a model for intrinsic gamma oscillations termed PING (Borgers 
et al., 2005). PING is based on excitatory–inhibitory interactions 
among neurons comprising two subpopulations, excitatory (E) and 
inhibitory (I). The connectivity is all-to-all, sufficient to generate 
and sustain intrinsic oscillations in the gamma range.

In the Shamir et al. (2009) study, the E neurons in the assembly 
are partitioned into three subpopulations: (1) background sub-
population, which contains the neurons in the original PING; 
(2) onset subpopulation, which receives an external onset pulse 
responsible for resetting the phase of the gamma oscillation to be 
in sync with the stimulus onset; and (3) coding subpopulation, 
which receives the slowly time-varying input signal. Figure A1A 
illustrates the way the model operates. The abscissa represents 
time and the ordinate represents neuron ID. Each horizontal trace 
represents cartoon firings of one neuron. Depicted are the popula-
tions of I neurons and (three subpopulations of) E neurons. The 
population firings are represented as a vertical thick line. Note 
that the spiking of the I neurons and the background subpopula-
tion of E neurons, depicted in black, feed each other to maintain 
sustained oscillations. The spiking pattern of the onset neurons 
and the coding subpopulation of the E neurons are depicted in 
red and blue, respectively. The onset (E) neurons – triggered by 
the onset pulse – reset the phase of the gamma oscillations, to be 
aligned with the stimulus onset.

Figure A1B illustrates the population code for five sawtooth-
shaped signals with different asymmetries6. The time interval 
between spikes is the duration of a gamma cycle, and the amplitude 
of the sawtooth at the instant of a gamma firing-burst determines 
the number of coding neurons spiking at that time (the length of 

6A sawtooth waveform is a caricature of a smoothed envelope response of a single 
cochlear channel to a dyad, mimicking the dynamics of a formant as it enters and 
leaves the frequency band.

Figure A1 | The model by Shamir et al. (2009) for representing 
time-varying stimuli by a network exhibiting oscillations on a faster time 
scale. See text for detail.

the blue thick line). The code is reliable as long as the sawtooth 
period and the coding window (hence the gamma cycles inside 
the window) are synchronized. In Shamir et al. (2009) the coding 
window coincides with the sawtooth period.

In Tempo an extended version of Shamir et al. (2009) is exploited, 
where the coding window is the beta cycle; the signal to be coded 
is the response of one cochlear channel to a dyad of beta-cycle 
duration. Because the duration of the coding window (i.e., the 
beta cycle) and the gamma frequency are allowed to change in 
time and track the stimulus temporal pattern, the model is insensi-
tive to linear time-scale variations. That is, as a consequence of the 
tracking capability of the cascaded oscillatory array, the resulting 
population code is invariant as long as locking is maintained such 
that the beta cycle, and the gamma cycles inside the beta cycle, are 
aligned with the stimulus.
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