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In this paper, we propose an approach to optimize the frequency plan and associated
bandwidth allocation in the return link of a broadband satellite network, by exploring
several design techniques for carrier allocation plans. Since bandwidth is a limited
resource in satellite telecommunications, the minimization of bandwidth usage is a core
issue that satellite communication service providers must solve, in particular for
networks using a constant coding and modulation plan, which lacks the flexibility
found in newer satellite communication products and can be subject to hardware
constraints. This problematic led us to raise the following question: how can the long
term bandwidth requirement of the network be minimized, given a set of ground
terminals, of Modulations and Codings, and of discrete bandwidths. In this document
we formally define the long-term carrier allocation problem and analyze current
practical solutions. We subsequently investigate two other potential solutions,
found to be more bandwidth-efficient: one based on heuristics and another based
on integer linear programming. Finally, we look at the impact of several parameters on
the performance of those three methods. Overall we observed marginal reductions in
bandwidth, however significant gains were reached for networks with small return links
with low committed information rate, a case in which some constant coding and
modulation networks could fall. We concluded that those networks could benefit from
our methods and see a significant reduction in bandwidth, and subsequently
operational costs, at low implementation costs.

Keywords: optimization, resource allocation, return link, constant coding and modulation, integer linear
programming

1 INTRODUCTION

For satellite communication (SatCom) systems, radio bandwidth is one of the most precious
resources. Satellite payloads are designed to deliver services for a variety of applications, each
associated to a target service level agreement and desired area of service. The amount of
bandwidth required to deliver services whilst meeting the service level agreements can vary
considerably, depending on the type of service provided e.g., TV Broadcast, Video On Demand,
Voice and Internet. Since spectrum is limited (NIST, 2019), SatCom service providers strive to
deliver services to their customers using as little bandwidth as possible. Bandwidth optimization
is thus key.

When optimizing bandwidth usage, we can distinguish two scales:
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• Micro/real time scale: in this case the optimization focuses
on real time bandwidth and time slot allocation (Al-Mosawi
et al., 2012), with short-term impairments and traffic
prediction (Aroumont et al., 2008). Techniques such as
connection admission control (Tra, 2008), channel
estimation (Cioni et al., 2004), power allocation (Guerster
et al., 2019), and adaptive coding and modulation (Bischl
et al., 2010) fall in this category.

• Macro/system scale: in this case the optimization is done on
a system level, dealing with long-term statistics of channel
behaviour, link budget outputs, and traffic variations.
Optimization on this scale usually aims at reducing the
cost per Gbps (Ortíz-Gómez et al., 2020) by tweaking key
satellite characteristics such as beam number, frequency
reuse, and CINR (Cornejo et al., 2019), or using smart
gateways and temporal/spatial availabilities (Jeannin et al.,
2014). The topic of our paper falls in this category but aims
to solve a different problem.

Most of the literature focuses on optimizing the capacity ofHigh
Throughput Satellites (HTS) and upcoming Very High
Throughput Satellites (VHTS) embedding flexible payloads, and
especially on the forward link (SERRANO-VELARDE et al., 2014),
(Ortíz-Gómez et al., 2020). The macro-scale optimization is indeed
important to service providers since satellite capacity costs are a key
component of a network’s operational expenditure (OPEX). This
kind of optimization relies on a lot of degrees of freedom andworks
best before the satellite enters service, when the payload can be
modified [“Upstream” part of Figure 1, (PWC, 2020),
(Omelyanenko, 2017), (SIA, 2020)]. However once in orbit the
satellite’s transponders will be used to serve different service
providers requests, each using a fraction of the satellite’s
capacity (“Downstream” part of Figure 1). Each request will
give birth to a different network (or modification of an existing
one) which will require its own optimization process. Our work
aims at providing a formal solution to a key part of those network
sizing problems.

After reviewing several network sizing processes (iDirect,
2021a), (iDirect, 2021b), (Gilat, 2012), we extracted a general
network design workflow that can be broken down into 5 steps
(SkyWan, 2010):

• Definition of the Service Level Agreements (SLA):
requirement gathering, e.g., number and location of the
user terminals, types of services and associated uptime.

• Traffic calculation: computing traffic types, total throughput
required incorporating contention ratio and Committed
Information Rate (CIR).

• Satellite selection: based on coverage and payload
parameters.

• Ground station design: required Equivalent Isotropic
Radiated Power (EIRP), antenna size and amplifier’s power.

• Carrier sizing: determining the number of carriers, symbol
rates, Modulation and Coding (ModCod), and traffic
distribution among carriers.

The traffic calculation is derived from the SLA, but the radio-
frequency design (space and ground planning) and the carrier
sizing are inter-dependent: making assumptions in either of those
steps will allow to deduce the other through a link budget. Given
that the initial assumptions might not lead to an optimal network
design, multiple iterations may be required to find the final
inputs, especially when factoring hardware limitations which
restrain choices on carrier symbol rates, ModCods, and on
how the former can be combined with the latter. Those
limitations are particularly present on the return link of which
the design is greatly influenced by the forward one.

In this paper, we will focus on providing a general solution to
the return link carrier sizing problem, key to compute the total
bandwidth of a broadband network using partial transponder
capacity, assuming the radio-frequency capabilities have already
been identified through general link analysis. The inputs of this
problem are illustrated in Figure 2. Our optimization problem
will factor in hardware constraints such as limited set of symbol
rates and ModCods to approach real life scenarios. To the
authors’ knowledge, the topic of optimization of the return

FIGURE 1 | Satellite industry value chain. FIGURE 2 | Inputs of the return link carrier sizing problem.
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link carrier sizing of a VSAT network has not been formally
addressed in the literature in a direct and applicable manner.
While bandwidth, and more generally resource allocation
optimization problems are a well covered subject, our carrier
allocation problem diverges from those in two aspects.

Firstly, the large majority of the resource allocation literature
focuses on dynamic, real-time problems, while we take a network
planning perspective and deal with long-term statistics. For ACM
scenarios, this implies dealing with the space correlation of
terminal’s impairments (Jeannin et al., 2012), (Morel et al.,
2015) to answer questions such as “how many terminals will
request the use of a given ModCod at a given time”, and “how
many carriers of a given ModCod will be needed to satisfy the
long-term throughput requirement per site”. These questions,
typically posed at the network planning stage of any VSAT
network using partial transponder capacity, are answered in
practice using proprietary techniques with simple formulations
(iDirect, 2021a), (iDirect, 2021b), (Gilat, 2012), such as the long-
term average mentioned in (Luini et al., 2011) which are not able
to yield an optimal solution.

Secondly, very few of resource allocation optimization
problems factor in limited combinations of both symbol rates
and spectral efficiencies (Booton, 2008). proved that
combinatorial optimization targeted towards bandwidth
reduction was relevant by achieving bandwidth reductions of
10–17% in the context of real time channel fragmentation issues.
As far as the authors’ search has revealed, the only attempt at
solving a carrier sizing problem subject to hardware constraints
was done by (Pranjic et al., 2016), which expanded upon (Luini
et al., 2011) by limiting the possible symbol rate values to a
discrete set and expressing the carrier sizing as a combinatorial
optimization problem. Integer Linear Programming (ILP)
techniques were proposed as a solution and the authors
achieved a bandwidth reduction of 82% (according to table 3)
in one specific scenario. However this approach fell short of
providing a practical and applicable solution due to its inability to
guarantee the Quality of Service (QoS) and to factor in the space
correlation of terminal’s impairments.

The shortcomings of (Pranjic et al., 2016) convinced us that
the ACM carrier sizing problem needs to be split into sub-
problems. We propose in this paper to focus on the hardware
constraints aspect and optimize the long term bandwidth in the
case of a Constant Coding and Modulation (CCM) satcom
network, which lays the foundation of an optimization
problem that could then be expanded to ACM scenarios in
future research. We believe such a formulation will fill in gaps
in knowledge, provide a solid foundation to build towards the
ACMproblem general solution, and provide practical solutions to
the VSAT network design problem: CCM networks continue to
be used and deployed especially in frequency bands that do not
require adaptation (such as C band, with networks such as those
servicing aeronautical traffic and communications services or
maritime connectivity solutions operating globally) and those
would benefit from a solid foundation to their design phase, and
from an optimal solution to the return plan design problem.

In this paper we add the following contributions to the current
state of the art:

• A new, general mathematical definition of the carrier
allocation problem.

• A new benchmark method based on current industry’s
techniques and serving as reference point for the
performance analysis.

• An updated ILP formulation that solves the applicability
issues encountered in previous works.

• A new heuristic method to understand the specific issues
introduced by hardware constraints.

• A comprehensive performance analysis across three
different parameters.

The rest of the paper is organised as follows. In Section 2, we
introduce a CCM scenario similar to (Pranjic et al., 2016). In
Section 3, we formulate the corresponding mathematical
constraints and optimization problem and present three ways
to solve it: an intuitive solution which will be our benchmark, an
ILP problem formulation, and finally a heuristic solution. In
Section 4.1, we then introduce a simulation scenario for the radio
links, considering real payload parameters, and in Section 4, we
compare the different optimization methods we introduced
across different parameters. Finally, Section 5 introduces some
discussions based on our results and Section 6 concludes the
paper and proposes further lines of work.

2 SCENARIO DESCRIPTION

Our analysis scenario considers that N user terminals distributed
over a service area require telecommunication services via
satellite (e.g., Transactional applications, Voice over IP, Web
browsing), and those services require both a forward and a return
path. We then assume that the following parameters are readily
available for the return path:

• The total number of user terminals N that are part of the
network.

• The CIR TCIR per user terminal in kbps. TCIR is assumed
here to be an information rate (layer 1), and to be
constant across terminals. TCIR can either be a direct
request from the customer or can be computed by the
service provider as a function of the services and the QoS
objective requested.

• The set M � [M1, . . . ,MK] of ModCods supported by the
terminal’s modem, ordered by increasing activation
thresholds (θ1, . . . , θK). We will note S(Mk) the spectral
efficiency of Mk and assume S(Mk) increases with θk.

• The carrier-to-noise ratio (C
N)u of each terminal u,

computed by a link budget for the desired SLA availability.
• The set R � [R1, . . . , RL] of symbol rates, with RL ≤ Rmax.
Rmax is the maximum symbol rate over which the user
terminals cannot maintain the required EIRP density
(EIRP0). This parameter depends on capability of the
terminal’s transmit chain. User terminals are assumed to
work in Power Equivalent Bandwidth mode, i.e. the
emission power decreases proportionally to the
bandwidth in order to keep a constant EIRP density.
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Contrarily to (Luini et al., 2011) and (Pranjic et al., 2016), in
this work the carrier plan will be designed for CCM, implying:

• Each terminal is assigned to one carrier and cannot change
over time.

• Each carrier has only one ModCod and symbol rate and
cannot change over time.

Thus, all user terminals assigned to the same return link
carrier will use the same ModCod. Nevertheless, the carrier
allocation problem tackled in this paper is equivalent to the
one described in (Pranjic et al., 2016) as the terminal’s
capacity to change carriers was not used in the problem
solving. We also assume that all user terminals can at least
handle the lowest ModCod M1, i.e.,

∀ u ∈ [1, N], C

N
( )

u
≥ θ1 (1)

and

R1 · S M1( )≥TCIR (2)

in order to have a common bandwidth pool for all Mk.

3 CARRIER ALLOCATION

In this section, we will translate the scenario into mathematical
constraints. We will then show three ways of solving the problem:
an intuitive solution that will be our benchmark, an ILP problem
formulation, and finally a heuristic.

We need to assign to each combination of ModCod and
symbol rate, called carrier type, a cluster of user terminals
such that all of them can support the ModCod. The resulting
number of user terminals assigned to each carrier type, and
subsequently the number of carriers needed to serve them,
constitute what is called the carrier plan, from which we can
compute the total bandwidth of the network (assuming the
bandwidth of a carrier is proportional to its symbol rate). Our
goal is then to find the optimal carrier plan that will minimize the
total bandwidth.

Let’s first note for each terminal u the ModCod index Ku such
that:

θKu ≤
C

N
( )

u
≤ θKu+1 (3)

If carrier symbol rates can take values in a continuous set
R � [R1, Rmax], we can easily calculate the minimum bandwidth
for each user terminal:

Bmin
u � TCIR

S(Mku) (4)

Hypothesis (Eq. 2) guarantees that Bmin
u ∈ R. We can then

deduce the carrier plan minimum bandwidth:

Bmin � ∑N
u�1

Bmin
u (5)

However, the type of ground and satellite equipment, and the
system capabilities, might limit the choice of supported symbol
rates to a discrete set R � [R1, . . . , RL] with RL ≤ Rmax. In this
case determining the optimal carrier plan is not trivial.

3.1 Problem Definition
To build the carrier plan, we need to determine for each carrier
type Ck,l, combining Mk with Rl, the number of carriers Xk,l

needed to deliver TCIR to the set of user terminals Uk,l. We will
note the number of terminals Nk,l � |Uk,l|.

One carrier of the carrier type Ck,l can serve a maximum
number of user terminals equal to:

Zmax
k,l � ⌊Rl · S Mk( )

TCIR
⌋ (6)

with �·� the flooring function. Because of condition (Eq. 2), we
always have Zmax

k,l ≥ 1. Equivalently Zmax
k,l can be interpreted as the

number of slots of one Ck,l carrier. A graphical representation of a
Ck,l carrier is given in Figure 3, in which we took as example
Zmax
k,l � 3 and Nk,l � 2, the blue squares representing the occupied

slots and the whites ones being unoccupied.
Each carrier type Ck,l serving Nk,l > 0 terminals must comply

with the following constraints:

• To ensure all user terminals get at least TCIR, we impose:

Rl · S Mk( ) ·Xk,l

Nk,l
≥TCIR (7)

Xk,l � ⌈Nk,l

Zmax
k,l

⌉ (8)

with Xk,l the number of carriers used for this carrier type, and �·�
the ceiling function.

• To ensure that all user terminals can use Mk, we need:

θk ≤min
u∈Uk,l

θKu( ) (9)

FIGURE 3 | Representation of carrier slots for a Ck,l carrier.
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Furthermore, to ensure that all user terminals are served by
one and only one carrier, the proposed carrier plan must satisfy:

Uk1 ,l1 ∩ Uk2 ,l2 � ∅ ∀ k1, k2( ) ∈ [1, ..., K]
∀ l1, l2( ) ∈ [1, ..., L]
k1, l1( )≠ k2, l2( )

(10)

and

∑K
k�1

∑L
l�1

Nk,l ≥N (11)

As they stand, those constraints are a direct translation of our
informal problem and can hardly be used inside optimization
solvers, hence we need to rewrite themwith linear equations. Let’s
assume we allocate each terminal u to CKu,L, and note Xini

k,l the
number of carriers resulting from this hypothetical allocation.We
are then able to reformulate the constraints (Eqs. 7, 9, 10, and 11)
into:

∀ k ∈ [2, K],
∑K
i�k

∑L
j�1

Xi,j · Zmax
i,j ≤ ∑K

i�k
∑L
j�1

Xini
i,j · Zmax

i,j
(12)

and

∑K
i�1

∑L
j�1

Xi,j · Zmax
i,j ≥ N (13)

The optimization objective is to minimize the total bandwidth
of the carrier plan. By noting x � (X1,1, . . . , XK,L) we can translate
this into a constrained combinatorial optimization problem:

Bopt � min
x

∑K
k�1

∑L
l�1

Rl ·Xk,l (14)

subject to constraints (Eq. 12) and (Eq. 13).

3.2 Intuitive Approach
One would intuitively think, as we saw with Eqs. 4, 5 that
assigning each terminal u to the carrier type CKu,lopt, with lopt
such that:

lopt � argmin
l∈[1,L]

XKu,l · Rl (15)

would lead to an optimal carrier plan. Many manufacturers use
this solution as it is optimal when R is continuous, but
unfortunately it is not the case when R is a discrete set.

Proof. For instance, let’s assume the carrier type Ck1 ,l1, with Rl1

and Mk1, is the most spectrally efficient ModCod of Nk1 ,l1 user
terminals such that:

Nk1 ,l1 � gk1 ,l1 · Zmax
k1 ,l1

+ hk1 ,l1
0< hk1 ,l1 <Zmax

k1 ,l1

(16)

Let’s also assume the carrier type Ck2 ,l2, with
S(Mk2)< S(Mk1), is the most spectrally efficient ModCod of
Nk2 ,l2 user terminals such that:

Nk2 ,l2 � gk2 ,l2 · Zmax
k2 ,l2

+ hk2 ,l2
0< hk2 ,l2 + hk1 ,l1 <Zmax

k2 ,l2

(17)

By assigning all user terminals to their most spectrally efficient
ModCod, we would have to create gk1 ,l1 + 1 carriers for Ck1,l1 and
gk2 ,l2 + 1 carriers for Ck2 ,l2, with a total bandwidth equal to:

B1 � gk1 ,l1 + 1( ) · Rl1 + gk2 ,l2 + 1( ) · Rl2 (18)

Yet because 0< hk2 ,l2 + hk1 ,l1 <Zmax
k2 ,l2

, we can reassign hk1,l1 user
terminals from Ck1 ,l1 to Ck2 ,l2, and thus have:

Nk1 ,l1 � gk1 ,l1 · Zmax
k1 ,l1

(19)

Nk2 ,l2 � gk2 ,l2 · Zmax
k2 ,l2

+ hk2 ,l2 + hk1 ,l1 (20)

Therefore, we need only to create gk1 ,l1 carriers for Ck1 ,l1 and
gk2 ,l2 + 1 carriers for Ck2 ,l2, with a total bandwidth equal this
time to:

B2 � gk1 ,l1 · Rl1 + gk2 ,l2 + 1( ) · Rl2 (21)

and so B1 > B2, proving that a more bandwidth efficient solution
exists.

3.3 Integer Linear Programming Approach
Solving combinatorial problems with linear constraints can be
done by writing it as matrix operations and feeding it to a Linear
Programming (LP) solver, which is a well explored topic.
However our optimization variables Xk,l have to be integers,
and thus we need to use a specific branch of the LP problem
class called Integer Linear Programming (ILP). This class of
problem is NP-hard, however many techniques have been
discovered to solve certain cases (Jünger et al., 1994).

It is first necessary to reformulate the optimization problem
with matrix operations. Let:

Cq � Ck,l with q � (k − 1) · L + l
Q � R · L
x � X1, . . . , XQ[ ] (22)

The optimization function b(x) we want to minimize can then
be written as a vector multiplication:

b(x) � rT · x (23)

r �
r1
«
rK

⎛⎜⎝ ⎞⎟⎠ rk �
R1

«
RL

⎛⎜⎝ ⎞⎟⎠ (24)

We then need to express (Eq. 12) and (Eq. 13) with a matrixA
and a vector y such that A · x ≤ y. This is possible by using:

A �

−Zmax
1 −Zmax

2 . . . −Zmax
Q−1 −Zmax

Q

Zmax
2 . . . Zmax

Q−1 Zmax
Q

1 « «

0 Zmax
Q−1 Zmax

Q

Zmax
Q

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

and:
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y �
−N
y2

«
yQ

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝ ⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
yi � ∑Q

j�i
Xini

j · Zmax
j (25)

We can then use an ILP solver to solve the following
optimization problem:

Bopt � min
x
b(x)

subject to:

A · x ≤ y (26)

3.4 Heuristic Approach
While ILP solutions usually give great results, they do not allow to
get a good understanding of the core mechanics at play in our
problem. To remedy this issue we propose to look into a heuristic
solution.

Looking back at Section 3.2 we can identify two issues that
prevented the intuitive approach from reaching the minimum
bandwidth: unoccupied slots and residual bandwidth, which are
graphically represented in Figure 3. The residue is the remainder
of the modulo operation of R(l) · S(Mk) by TCIR, and because this
portion of the carrier cannot deliver TCIR to one terminal, it is
wasted every time a new carrier is created. We need to make sure
we minimize the number of unused slots and the total residue.
The two following heuristics, that can be combined, aim to solve
those two issues.

3.4.1 Minimizing the Residue
Each carrier ofCk,l has a residual throughput per user terminal ρk,l
equal to:

ρk,l �
Rl · S Mk( )

Zmax
k,l

− TCIR (27)

A possible optimization is to allocate user terminals in
priority to symbol rates that minimizes ρk,l. In order to
achieve that, we must re-arrange for each ModCod Mk the
set of symbol rates (R1, . . . , RL) into a vector
[Rσk(1), . . . , Rσk(L)], with σk (·) a function re-arranging the
indexes such that ρk,σk(1)> ρk,σk(2)> . . . > ρk,σk(L−1)> ρk,σk(L).

3.4.2 Carrier Filling
To minimize the number of unused slots, we need to keep only
the filled carriers of a given carrier type, i.e., the ones without
unused slots, and then move the user terminals of the remaining
unfilled carriers to other carrier types. Formally speaking, the goal
is to find Nk,l′ such that:

Xk,l′ · Zmax
k,l −Nk,l′ � 0 (28)

while ensuring that as many user terminals as possible still get the
most efficient ModCod they can afford.

Considering we already initialised the problem by assigning
each terminal u to the carrier type CKu,L, (Eq. 28) can be reached
for almost all carrier types by following Algorithm 1,
which moves the extra terminals from the largest carrier
types to the smallest ones (in terms of slots per carrier).
An illustration of this algorithm is given in Figure 4, in which
the algorithm starts by setting Ntm

K,L � 0 and iterates on CK,L

with Zmax
K,L � 4 and Nini

K,L � 6. It computes the total number of
terminal NK,L � Nini

K,L +Ntm
K,L � 6, and then the number of

carriers that can be filled XK,L′ � ⌊6/4⌋ � 1. Finally it
computes the number of terminals that can stay NK,L′ � XK,L′ ·
Zmax
K,L � 4 in CK,L, and the rest Ntm

K,L−1 � NK,L −NK,L′ � 2 is
moved to CK,L−1. The algorithm then iterates on CK,L−1

with Zmax
K,L−1 � 3, Nini

K,L−1 � 5 and Ntm
K,L−1 � 2. Those steps are

repeated until C1,1 is reached. For this carrier type we cannot
re-allocate the remaining terminals Ntm

1,1 to another carrier
type with a higher ρ or a lower spectral efficiency. If some
terminals need to be moved, we will instead move them to the
carrier type C1,lopt s.t.

Rlopt � min
Rl∈R

X1,l′ · Rl (29)

and then compute X1,lopt′ such that:

X1,lopt
′ � ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

N1,lopt
′ +Ntm

1,1

Zmax
1,lopt

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥ (30)

In this specific case, the heuristic will behave exactly like the
intuitive process described in Section 3.2.

It is possible to combine the minimization of residue with the
carrier filling algorithm by replacing all the l indexes with σk(l) in
Algorithm 1.

3.4.3 Constraints Compliance

Algorithm 1. Carrier filling

We need to make sure the heuristic solution complies with
constraints (Eq. 12) and (Eq. 13).

Let’s prove that Eq. 12 is satisfied. We first need to prove:

∀k≥ 2,

Ntm
k,l � ∑L

j�l+1
Nini

k,j −Nk,j′ + ∑K
i�k+1

∑L
j�1

Nini
i,j −Ni,j′ (31)

Proof. Let’s prove (Eq. 31) by recursion:

• Base case:
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Ntm
K,L � 0 � ∑L

j�L+1
Nini

K,j −NK,j′ + ∑K
i�K+1

∑L
j�1

Nini
i,j −Ni,j′ (32)

• Recusivity: Let’s assume (Eq. 31) is true for (k, l). Let’s prove
it is true for (k, l − 1).

Ntm
k,l−1 � Nk,l −Nk,l′ � Nini

k,l +Ntm
k,l −Nk,l′ (33)

and by using our recursivity hypothesis we have:

Ntm
k,l−1 � Nini

k,l −Nk,l′ + ∑L
j�l+1

Nini
k,j −Nk,j′ + ∑K

i�k+1
∑L
j�1

Nini
i,j −Ni,j′ (34)

� ∑L
j�l

Nini
k,j −Nk,j′ + ∑K

i�k+1
∑L
j�1

Nini
i,j −Ni,j′ (35)

so (k, l − 1) also verifies (Eq. 31). We would prove in the same way
that Eq. 31 is also true for (k − 1, L).

Let’s now demonstrate that Eq. 12 is verified:

∀k≥ 2, (36)

Nk,1′ � Xk,1′ · Zmax
k,1 � ⌊Nini

k,1 +Ntm
k,1

Zmax
k,1

⌋ · Zmax
k,1 (37)

0 Nk,1′ ≤Nini
k,1 +Ntm

k,1 (38)

0 Nk,1′ ≤Nini
k,1 +∑L

j�2
Nini

k,j −Nk,j′ + ∑K
i�k+1

∑L
j�1

Nini
i,j −Ni,j′ (39)

0 Nk,1′ +∑L
j�2

Nk,j′ + ∑K
i�k+1

∑L
j�1

Ni,j′ ≤Nini
k,L +∑L

j�2
Nini

k,j + ∑K
i�k+1

∑L
j�1

Nini
i,j

(40)

0 ∑K
i�k

∑L
j�1

Ni,j′ ≤ ∑K
i�k

∑L
j�1

Nini
i,j (41)

0 ∑K
i�k

∑L
j�1

Xi,j′ · Zmax
i,j ≤ ∑K

i�k
∑L
j�1

Xini
i,j · Zmax

i,j (42)

and so constraint (Eq. 12) is satisfied.
As for (Eq. 13), we need to look at the specific case (k � 1, l � 1).

Because of the branching condition:

Ntm
1,1 � ∑L

j�1
Nini

1,j −N1,j′ +∑K
i�2

∑L
j�1

Nini
i,j −Ni,j′ (43)

0 Ntm
1,1 � ∑K

i�1
∑L
j�1

Nini
i,j −Ni,j′ (44)

0 ∑K
i�1

∑L
j�1

Ni,j′ +Ntm
1,1 � ∑K

i�1
∑L
j�1

Nini
i,j � N (45)

and at the end of the algorithm we re-allocatedNtm
1,1 toN1,lopt′ such

that:

X1,lopt
′ � ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢

N1,lopt
′ +Ntm

1,1

Zmax
1,lopt

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥ (46)

so we have:

∑K
i�1

∑L
j�1

Xi,j′ · Zmax
i,j ≥N (47)

And so Constraint (Eq. 13) Is Satisfied

FIGURE 4 | Illustration of Algorithm 1, blue squares represent allocated slots.
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3.5 Constraining the Number of ModCods in the
Network
As we saw in the previous sections, the heuristic and ILP methods
rely on the diversity of M and R to allocate residual throughput
to carrier types that would not have been considered otherwise, as
more diversity means more options during the optimization
process, which leads to smaller bandwidths. A natural
consequence is that our solutions will favor carrier plans with
high numbers of carrier types, and consequently ModCods.

However, due to hardware constraints found in CCM networks,
there are often costs induced by supporting aModCod. Those costs
will depend on many network variables, and making an exhaustive
list of them would be outside of the scope of this paper, but when
considering the network costs there is a trade-off to be made
between the number of ModCods K and the total bandwidth.

Our idea is, given the final number of desired ModCods, to
start with the carrier plan computed by the different algorithms,
and then decide which ModCods should be removed in order to
minimize the bandwidth increase. This is done iteratively: for
each iteration, we must find the index ktbr of the ModCod to be
removed, and then re-allocate the Nktbr � ∑L

l�1Nktbr ,l terminals to
the receiving carrier type Ckrec ,L, with ktbr > krec.

Of course we need to select ktbr and krec such that they
minimize the bandwidth increase, and to do this we need to
evaluate the bandwidth cost Bcost

ktbr ,krec
of moving terminals from

Mktbr to Mkrec. It can be computed with the following equation:

Bcost
ktbr ,krec

� Nktbr · TCIR
1

S Mktbr( ) − 1
S Mkrec( )( ) (48)

This equation is only completely true if the constraint of
discrete bandwidth is dropped, but it is a good enough
approximation if the spectral efficiencies of the ModCod pool
M are close to equally spaced, which is the case for the pool we
will use in our simulations (DVB-RCS2). For one given ktbr,
minimizing Bcost

ktbr ,krec
is thus equivalent to minimize:

1
S Mktbr( ) − 1

S Mkrec( ) (49)

and this minimum is reached for krec � ktbr − 1.
If we compute Bcost

k,k−1 for each Mk, we can find ktbr by solving:

ktbr � argmin
k∈[1,K]

Bcost
k,k−1 (50)

We can then remove Mktbr from M, update the ModCod
populationNkrec, and iterate until we reach the desired number of
ModCods. We can finally use the reduced ModCod pool as an
input of any of the three methods we described in the previous
sections to compute the new carrier plan.

3.6 Complexity Analysis
The intuitive method requires to find the most spectrally
efficient ModCod MKu for each user terminal u which is a
O(N ·K), and a loop to find the best symbol rate Rlopt which is a
O(K · L). This process will then be a O(N) at high numbers of
user terminals.

On the heuristic side, the minimization of residues requires
to sort K times R, which is of length L, and so is a
O(K · L · logL). The carrier filling algorithm requires to find
the most spectrally efficient ModCod MKu for each user
terminals which is a O(N ·K), and then executes an K · L
loop for the terminal re-allocation. Finally, finding C1,lopt is a
O(L). For a high number of terminals, the heuristic will then
also be a O(N).

The complexity of the ILP solver depends on its parameters,
but is in any case expected to be higher than the intuitive and the
heuristic solutions since ILP problems are NP-hard. This matter
is discussed in greater details in Section 5.

Finally the ModCod reduction method requires to compute
Bcost
k,k−1 for each Mk at the first iteration. Then if more than one

ModCod needs to be removed, we only need to update Bcost
krec ,krec−1

at each iteration. The ModCod reduction method is then aO(K).

4 PERFORMANCE EVALUATION

In this section, we will present the satellite link simulation we
created to evaluate and compare the minimum bandwidth
calculated using the intuitive approach BIT described in
Section 3.2, the ILP approach BILP described in Section 3.3,
and the heuristic approach BHR described in Section 3.4. We will
then look at how the relative performances of those three
methods are impacted by the number of terminals N, by the
CIR TCIR, and by the number of ModCods K in the network.

4.1 Simulation Parameters
User terminal coordinates are generated based on known patterns
for terrestrial, maritime and aerial traffic statistics over Europe

FIGURE 5 | Snapshot of the generated terminals (red � boat, blue � plane,
other � terrestrial).
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(Figure 5), using a traffic simulator developed inside our research
center (Interdisciplinary Centre for Security and Reliability and
Trust (SnT), 2019).

All user terminals will be considered as a fixed terrestrial
station with a 0.85 m dish or any antenna with a similar gain and
to transmit with an EIRP capability of 51.6 dBW. The uplink
frequency is 29.75 GHz, in the Ka band.

The link budget for each user terminal u is computed with the
following formula:

C

N
( )

u
� 1

C

N
( )−1

ul
+ C

IM
( )−1

+ C

N
( )−1

dl

C

N
( )

u
(dB) � 10 · log10

C

N
( )

u
( )

(51)

For the purpose of testing our optimization principles, the
link was defined as independent of interference (internal or
external to the system), such that uplink carrier-to-thermal
noise ratio dominates the link. All link parameters are given
in Table 1. The uplink carrier-to-noise ratio was computed for
each user terminal’s location (latu, lonu) with the following
formula:

C

N
( )

ul
(dB) � EIRP0 − Lfs latu, lonu( ) − Latm latu, lonu( )

+ G

T
( )

sat
latu, lonu( ) − 10 · log10 kB( )

(52)

with kB the Boltzmann constant, Lfs the free space losses, and Latm the
atmospheric attenuation computed using the ITU-R framework
(ITU, 2017), which includes the effects of scintillation, clouds,
gases and rain for a given location and link availability. In this
scenario we selected a 99.5% uplink availability target.

Once the (C
N)u has been computed, we can findMKu. The pool

of ModCods [M1, . . . , MK] follows the DVB-RCS2 standard
(ETSI, 2014) with target Es

N0
thresholds as noted in (Kyrgiazos

et al., 2014). Depending on TCIR, some ModCods can be removed
from the pool if they do not meet condition (2). The discrete set of
symbol rates is the same as in (Pranjic et al., 2016). User terminals
that either cannot afford the minimumModCod or fall out of the
service area are taken out of the considered user set. The final
mapping of user terminals to ModCods is illustrated in Figure 6
for 150,000 terminals.

4.2 Impact of the Number of Terminals
and CIR
On average the gain of BILP is marginal (≈2.9%) compared to BIT,
as showed in Figure 7A. Only 3.1% of samples in this figure show
a gain greater or equal to 10%. The gain of BILPw. r.t BIT decreases
with both N and TCIR.

However substantial gains (≥10%) are observed for small
networks with low CIR. In Figure 7B, we restricted N to
(100, 1,000) and TCIR to (1, 20). The average gain increases
to 12.9%, with a maximum of 71.4%. Around half (44%) of
the samples in this region have a gain greater or equal
to 10%.

The ILP and the heuristic performances are virtually
identical and consequently the previous comparison
between BILP and BIT is also valid between BHR and BIT.
The average gain of BILP w.r.t. BHR is 0.2%, with a
maximum of 25% in very specific cases as showed in
Figure 8. A great proportion (96%) of samples in this figure
have a gain inferior or equal to 1%.

Finally, the gains of the ILP and heuristic methods are
highly correlated with the proportion of unoccupied
terminals in the intuitive carrier plan: variations in
Figures 9A,B are almost identical to the ones in Figures
7A,B. We interpreted this result as a proof that the two issues
we presented in Section 3 play a key role in reaching the
optimal bandwidth.

4.3 Impact of the Number of ModCods
The more ModCods are added to the network, the less the
total bandwidth diminishes. As we can see in Figure 10, the
blue curve representing the total bandwidth follows a 1/K
trend for BHR and BILP and shows negligible improvements
once passed the “elbow” of the curve. Depending on the cost
of adding one ModCod, a network designer would be able to

TABLE 1 | Simulation link parameters.

Name Value Unit

Frequency 29.75 GHz
Ground antenna diameter 0.85 m
Ground antenna gain 45.6 dBi
Maximum emission power 4 W
EIRP density at maximum gain EIRP0 −13.8 dBW/Hz
Satellite Longitude 28.5 °East
Carrier-to-intermodulation-noise ratio C

IM 20 dB
Carrier-to-noise ratio downlink (CN)dl 30 dB

FIGURE 6 | Histogram of user terminal repartition among ModCods.
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determine the optimal operating point. As we can see on the
red curve, the gain of BILP w.r.t. BIT increases with K.

5 DISCUSSION

Our results showed that having gain similar to the one found in
(Pranjic et al., 2016), i.e., 82%, was extremely unlikely in a general
case. This difference in results can be explained by the difference in
the benchmark methods and by the difference in the ILP problems
constraints. In the small networks region, our average gain of
12.9% is in line with the 10–17% bandwidth gain found in (Booton,
2008), comforting the validity of our findings. Since many CCM
networks are usually older thanACMones, we believe ourmethods
could be useful to CCM networks return links. Section 4.3 showed
that gains will grow up with K, however networks with large
ModCod pools are more suited for ACM than CCM, and so we do

not believe that a CCM scenario with significantly more ModCods
would be realistic. We also believe that bandwidths reductions
could become substantial for bigger networks in a ACM scenario,
which we will investigate in future works.

It can also be argued that the performances of the ILP solver
depend on its parameters. In our case we used OPTI Toolbox for
Matlab (Inverse Problem, 2014) which allowed us to use three solvers:
the one provided in the Matlab optimization toolbox (MathWorks,
2021), the Solve Constraint Integer Programs (SCIP) solver (Maher
et al., 2017) and the COIN-OR Branch (CBC) solver (Forrest et al.,
2018). In certain cases the solvers not able to reach the optimal
solution in a reasonable time, and so we added two stopping
conditions such that the solver stops if the evaluation function’s
relative difference with the last iteration is equal or less than 10–6 or if
the execution time exceeds 5 s. We also specified that the initial lower
bound of allXk,lwould be 0 and the initial maximumboundwould be
N. The reason for those parameter choices was empirical: we wanted
our solver to explore enough nodes to give better results than the
heuristic while keeping a reasonable execution time to produce
Figures 7, 8 (resolution of 100 by 100). With those parameters
set, the relative gain difference between the three solvers was within
1.3%, thus we decided to only present the results from the Matlab
toolbox solver in Section 4. Higher gains were reached using more
processing heavy parameters, but no major bandwidth gain were
observed. On the other hand using less processing heavy parameters
led to solvers being unable to find a solution in some cases.

While we presented the complexity of our different methods for
academic purposes, we do not think complexity would translate
into implementation costs. Themethodswe presented aremade for
the creation and the revision of a network, not for real time use, and
so the execution time seems irrelevant. The only costs that we can
foresee are integration costs inside the current industries processes.
We feel confident that the integration costs would be quite low as
we took care to use the same inputs and outputs as found in
existing processes.

FIGURE 7 | Relative gain of BILP compared to BIT in function of number of user terminals and TCIR.

FIGURE 8 | Relative gain of BILP compared to BHR in function of number
of user terminals and TCIR.
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6 CONCLUSION

In this paper we presented three methods aimed at building a carrier
plan with the smallest bandwidth possible for the return link of a CCM
satellite network constrained by discrete symbol rates. We first
presented the carrier allocation problem and translated it into a
combinatorial optimization problem. We then introduced three
different methods to solve the problem: an intuitive benchmark
method representative of what is currently being done in the
industry, an ILP problem inspired from (Pranjic et al., 2016), and a
heuristic to help us understand the different mechanisms at play. We
finally introduced an additional heuristicmethod to reduce the number
ofModCods in the network while minimizing the bandwidth increase.

We then compared the bandwidth produced by those three
methods in a realistic scenario. In the vast majority of cases (96.9%)
the gain the ILP method w.r.t. the intuitive one was inferior or equal to
10%. We only saw a significant improvement (12.9% average gain, up

to 71.4%) for small networks (less than 1,000 terminals) with a CIR
inferior or equal to 20 kbps. The ILP and the heuristic methods showed
virtually identical performances. Studying the effects of reducing the
number of ModCods present in the network, we showed how a
network designer could use the resulting curves to find the optimal
trade off between bandwidth and ModCod number. We also
demonstrated that increasing the dimensionality of the problem will
increase the gain of the ILP andheuristicmethodsw.r.t. our benchmark.

Despite showing marginal improvements overall, our results
proved that significant gains can be had for networks with small
return links, which are likely using CCM technologies, at low
implementation costs. For bigger networks we believe that ACM
scenarios would make more sense and could lead to bigger gains,
and thus ACM networks will be our future line of work. The good
results and flexibility of the ILP solution leads us to think it holds
good potential for solving those more complex scenarios.
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�2 kbps, N �1,000).
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