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Sharing and analyzing data are essential for solving complicated

problems, like curing diseases or protecting the environment.

However, sensitive data, such as medical records or financial details,

must be kept private and secure. New technologiesmake sharing and

using sensitive data safer by creating realistic versions of data that

do not contain private details or sensitive information traceable to a

person. These techniques, called synthetic data and encryption, are

already helping researchers study diseases, detect fraud, and prepare

for rare events like natural disasters. While challenges remain, such

as improving the accuracy of synthetic data and reducing the energy

needed to create it, these techniques could unlock safer, faster ways
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to share data so that researchers all over the world can collaborate

more easily.

THEWORLD NEEDS SAFERWAYS TO SHARE DATA

Every day, we are surrounded by data. Data includes facts and
information, like numbers, measurements, and images, that help us
learn about the world. From medical records to satellite images, data
helps us to understand things happening in the world around us,
solve problems, and make discoveries. For example, scientists use
data to study how diseases spread, predict natural disasters, and
improve technologies like renewable energy. Artificial intelligence (AI)

ARTIFICIAL

INTELLIGENCE

A type of computer
technology that helps
machines think, learn,
and solve problems,
like recognizing faces,
predicting weather, or
designing new
medicines.

is making these discoveries faster and more e�cient by analyzing vast
amounts of data and uncovering patterns humans might miss (read
more about AI and its role in scientific discovery here).

For AI technologies to work, they need access to lots of data—but
there are big problems with sharing certain types of data. Some
information, like how many sunny days a city gets each year, can be
freely shared without any problems. Other data is considered sensitive
because it contains personal details. Sensitive data needs special care

SENSITIVE DATA

Information that needs
to be protected, like
medical records,
financial details, or
personal information,
because sharing it
could cause harm or
violate privacy.

to keep it safe, which involves both privacy and security. Privacy
PRIVACY

Keeping personal
information, like your
medical history, safe
and hidden from others
without your
permission.

SECURITY

Protecting data from
being stolen or
misused, such as
keeping bank details
safe from hackers.

means protecting personal information, so it is not shared with others
without permission. For example, a person’s medical history should
stay private. Security, on the other hand, is about excluding people
who should not have access to the data from seeing or using it.
Data security means keeping sensitive information, like government
records or business secrets, safe from hackers or other threats (for
more info on data privacy and security, see this Frontiers for Young
Minds article).

Sensitive data is not limited to health records—it also includes
financial information, like bank account details, which could be
used for fraud, and personal details, like names and addresses,
which could lead to identity theft. Even data about how people
shop online or use social media—like what they buy or the videos
they watch—can be sensitive because it might be misused to
manipulate their choices. Governments and scientists also work with
sensitive information, such as maps of restricted areas or habitats
of endangered animals, which must be kept safe to protect national
security or the environment.

Another challenge is data sovereignty, which means making sure that
DATA SOVEREIGNTY

Making sure data stays
under the control of its
owner, like a person,
company, or country,
even when it is shared
across borders.

data stays under the control of its rightful owner, whether that is a
person, a company, or a country. For example, privacy laws in one
country might prevent health data from being shared with researchers
in another country, even if the research could save lives. These rules
are important to protect people and organizations, but they can make
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it harder for scientists to work together on solving complex problems.
Could there be a way to share sensitive data or train AI systemswithout
risking privacy, security, or sovereignty?

EMERGING TECHNOLOGY: SYNTHETIC DATA

Synthetic data and other privacy-enhancing technologies allow
SYNTHETIC DATA

Data created by
computers to mimic
real data, so it can be
safely used for research
without exposing
private details.

researchers to safely share information, paving the way for new
discoveries while keeping sensitive data safe [1]. These technologies
could transform how scientists and companies all over the world work
together, helping them to tackle some of our biggest challenges.

To understand synthetic data, think of it as a realistic “copy” of
real data—it is not the same as the original, but it mimics its
patterns and trends. For example, imagine a set of data from hospital
records showing how patients recover from an illness. Synthetic data
would reflect actual recovery patterns, like the average time it takes
patients to heal, but would not include any of the patient’s personal
data. So, synthetic data is safe for researchers to analyze without
risking anyone’s privacy. Synthetic data is created using a type of AI
called generative adversarial networks (GANs). GANs are like digital

GENERATIVE

ADVERSARIAL

NETWORKS (GANs)

A type of AI that uses
two computer
systems—one learns
from real-world data
and the other
generates synthetic
data that matches the
patterns in the
real-world data.

artists—they learn from real data and use that knowledge to create
new, artificial data that looks realistic. For example, a GAN trained
on images of faces can create entirely new, lifelike faces that do
not belong to any real person. GANs operate in two steps. First, the
real-world data is used to “teach” the AI system within the GAN about
the data. After this training process, the AI system works with the
data-synthesis system to create synthetic data similar to the real-world
data. These synthetic datasets can then be used without concerns that
sensitive data will be exposed.

Another key technology is called homomorphic encryption [2]. This
HOMOMORPHIC

ENCRYPTION

A way to protect data
by turning it into a
secret code that can
still be used for analysis
without revealing the
actual information.

technique does not create a new version of the data. Instead, it
changes the original data into a kind of “secret code” that can still
be analyzed without revealing the original information. The main
di�erence between synthetic data and homomorphic encryption is
how they handle the original data. Synthetic data replaces the original
information with a completely new, artificial dataset that follows the
same patterns. Homomorphic encryption keeps the original data but
“locks it up” so only the people who have the key can access it directly,
while still allowing it to be used in calculations. Think of synthetic data
as a realistic copy of a museum exhibit—it looks the same but is not
the original. Homomorphic encryption is like locking the real artifact
inside a box that allows you to perform specific actions on it—like
calculating its weight—without ever opening the box or revealing the
artifact inside.
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TECH TO THE RESCUE

Synthetic data and homomorphic encryption are already helping
scientists and companies tackle sensitive data problems in new and
creative ways (Figure 1).

Figure 1

Figure 1

Synthetic data helps
researchers use data to
make important
discoveries, while
keeping sensitive
information protected.
(A) Bankers and
economists can use
synthetic data to study
questions like how a
major stock market
crash might a�ect
investors. (B) Synthetic
data is being used to
train AI systems, which
need lots of
information to learn.
(C) Encrypted satellite
data can track
environmental changes
while protecting
national security. (D) In
healthcare, doctors and
scientists can use
synthetic data to study
diseases and
treatments while
keeping patients’
private information
safe.

In healthcare, where privacy rules often restrict researchers from
using real medical records, synthetic data allows researchers to study
diseases and treatments while keeping patients’ private information
safe [3]. For instance, scientists could create a synthetic dataset that
mirrors the patterns in real patient records, such as how di�erent
groups of patients respond to a certain medication. By studying these
patterns, researchers might discover that the treatment works better
for people with specific genes or health conditions. This could lead to
more personalized and e�ective treatments, all without ever exposing
real patient details. Synthetic data is also useful when data is scarce,
for rare diseases, for example.

Synthetic data can be used to train AI systems that need lots of
information to learn, without the need to use private or sensitive
data. Companies can use AI to spot trends, make predictions, and
improve decisions. With synthetic data, AI can be trained to detect
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unusual spending patterns that might signal fraud, or to predict when
customers might want a certain product. For instance, an AI system
trained on synthetic shopping data could find that people who buy
one product, like hiking backpacks, often need a related one, like
water bottles. This helps companies make better suggestions without
risking real consumer information. Finally, synthetic data can be a
less expensive option for researchers, because data is often scarce in
healthcare and collecting real data takes time and e�ort.

Homomorphic encryption is useful when real datamust stay protected
but still needs to be analyzed. For example, governments can
use encrypted satellite images to track environmental changes, like
deforestation ormelting glaciers. These imagesmight include sensitive
details, such as the exact locations of natural resources or areas
critical for national security, so encryption lets researchers study
patterns—like how fast forests are shrinking or how rising temperatures
a�ect ice—without risking misuse of the data. Similarly, encrypted
health data allows scientists to study global trends in diseases, helping
them identify hotspots and predict outbreaks, all while keeping
personal information private.

Finally, these technologies can help researchers prepare for rare
events, like economic crises or natural disasters. Synthetic data can
be created to mimic these unusual situations, giving researchers a
safe way to test their ideas before real events happen. For example,
banks could use synthetic data to study how a sudden stock market
crash might a�ect savings and create better plans to protect their
customers.

BIG CHALLENGES, BIGGER OPPORTUNITIES

Synthetic data and homomorphic encryption are making it easier
and safer to share and analyze information. These tools help
researchers learn more from data while keeping sensitive information
secure, paving the way for breakthroughs that were previously out
of reach.

However, these technologies still have some challenges to overcome.
Synthetic data is not always perfect. If the original data are not
accurate, the synthetic data based on that real data will not be
accurate either—“garbage in, garbage out”, as data scientists say. Also,
if synthetic data oversimplifies or misinterprets real-world data, it can
also be inaccurate. Homomorphic encryption is very secure but can
take a long time and creating it uses a lot of energy, making it hard to
use for large projects. There is also the risk that encrypted or synthetic
data could be cracked by hackers, revealing private information.
Another challenge is trust. For these techniques to succeed, people
need to understand them and believe they are safe. Scientists, doctors,
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and government leaders must work together to create clear rules and
educate the public about how these technologies work.

Despite these challenges, synthetic data and other secure data-sharing
tools have huge potential to help solve big problems, like fighting
diseases or climate change, while protecting sensitive data. By making
data sharing safer, these tools could lead to a future where scientists
and organizations around the world can collaborate more easily.
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