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Artificial intelligence (Al) systems are often praised for their
impressive performance across a wide range of tasks. However,
many of these successes hide a common problem: Al often takes
shortcuts. Instead of truly learning how to do a task, it may just notice
simple patterns in the examples it was given. For example, an Al
trained to recognize animals in photos might rely on the background,
instead of the animal itself. Sometimes these shortcuts can lead to
serious mistakes, such as diagnosing based on hospital tags rather
than patient data. These errors occur even in advanced systems
trained on millions of examples. Understanding how and why Al takes
shortcuts can help researchers design better training methods and
avoid hidden failures. To make Al safer and more reliable, we must
help it develop a true understanding of the task—not just guess based
on patterns that worked in the past.
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Figure 1

Images of camels and
horses against different
backgrounds of sand
and grass.

SHORTCUTS DO NOT ALWAYS WORK!

We have all heard the saying "there are no shortcuts in life". To
truly succeed at a task, we must work hard and persevere, and it
is not enough to find a trick to shorten the path. It appears that
when artificial intelligence (Al) is taught to perform various tasks, it
too takes shortcuts sometimes, and this can lead to surprising and
even dangerous consequences. One of the significant challenges is
to ensure that Al systems really learn to solve the task, and are not
“tempted” to take dangerous shortcuts.

WHAT CONFUSES ARTIFICIAL INTELLIGENCE?

Let us start with a simple question: What do you see in the pictures in
Figure 1A?

Figure 1

You probably answered that you see a camel in the right picture and
a horse in the left. For many years, computer scientists have tried to
write programs that could answer similar questions, and they have
only partially succeeded. The last decade has witnessed a significant
improvement in the performance of Al, and today, computers can
describe images with very high accuracy. Numerous websites claim
to be able to describe any image using Al. When we uploaded these
two pictures to one of the leading image description sites, it correctly
identified the right photograph as a camel and the left as a horse.

Now let us move on to a slightly more difficult question. What do you
see in the bottom pictures in Figure 1B?

You probably see a horse and a camel, against different backgrounds.
Can you guess what description the Al provided? Surprisingly, it
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Figure 2

(A) Each math exercise
has two expressions.
The task is to decide
which side is greater.
(B) Examples of correct
answers marked in red,
which could be used to
train Al.

SHORTCUT

A rule that returns
correct answers on
training images but is
often wrong when
circumstances change.
For example, a
diagnosis based on
which machine was
used instead of
medical content.

MACHINE
LEARNING

A method that allows a
computer to learn to
perform complex tasks
based on examples,
rather than having
engineers program it in
advance how to solve
each problem.

DECISION RULE

Explicit instructions
that define the output
of a method for a
given input.

A 243-5 | ? | 34245
4+7 | ? | 242+6
2+43+5 | < | 5+8
4+7 | > | 2+2+5
B
3+4+¢1 | < | T+6
549 | > | 1+2+6

Figure 2

described the right photograph as two horses and the left as two
camels! But it is clear to us that there is one camel and one
horse in each picture—the exact same animals in both. This is an
example of a problem with existing Al tools. While they often provide
correct answers (the website we used has tens of thousands of users
worldwide, and they report satisfaction with its performance), they
sometimes make embarrassing mistakes for unclear reasons. In the
rest of this article, we will explain one of the fundamental sources of
errors in Al tools: their tendency to learn shortcuts.

WHAT ARE SHORTCUTS IN Al, AND WHY DO THEY
HAPPEN?

Almost every Al tool in use today is based on a technology called
machine learning. Machine learning creates Al by learning from
examples. To help you understand better, we will use exercises that you
may remember from elementary school math classes (Figure 2A).

Each exercise has two arithmetical expressions, and you have to write
down whether the result on the left side is greater (>) or smaller (<)
than the result on the left side. If we were to ask a programmer to
write a program that solves the exercise, they would probably write
code that calculates the expression on the right and the expression
on the left separately, and then compares them. This is how programs
would work about 20 years ago—engineers would think of a solution
and then write code for the Al to implement it.

The modern approach is to simply present Al with numerous example
questions, along with the correct answers to each question, and
let it find a decision rule on its own. Once it has learned the rule,
the Al can apply it to new examples for which it does not have
an answer. This is the machine learning approach that has enabled
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Figure 3

Training examples. Six
photographs of horses
and six photographs of
camels, along with the
name of each animal.

TRAINING IMAGES

A collection of
examples presented to
Al during learning. For
example, pictures
labeled with which
animal they contain, or
medical images of sick
or healthy patients
labeled accordingly.

CAMEL CAMEL HORSE HORSE

Figure 3

the dramatic development in Al performance in recent years. But
this approach has a problem, which we will demonstrate with the
arithmetic exercises.

Consider Figure 2B. Suppose we give Al four exercises with the correct
answer for each (marked in red). As you recall, Al is trying to infer a rule
from the training exercises. The rule would be a statement like, “if a
specific condition is met, the answer will be >; otherwise, the answer
will be <”. Let us take a few minutes to consider what simple decision
rule can be inferred from the calculation training images, to give the
correct answer.

What if we consider the following rule: if there are three numbers on
the left side, then then the left side will always be smaller (<), otherwise
the correct answer is >. This is a straightforward rule for both a person
and an Al. It is undoubtedly easier than calculating the results of all the
expressions. However, even if it provides the correct answer for all the
training images in Figure 2B, it will inevitably be incorrect in many other
examples. This is a shortcut—a superficial solution that is not based on
real understanding.

Back to camels and horses. Now, suppose we show the Al training
images—lots of pictures with descriptions, as shown in Figure 3. Can
you think of a shortcut to correctly describe each example as either a
horse or a camel?

You might have considered the following shortcut: if the background is
a desert, then the photograph features a camel; and if the background
is grass, then the picture shows a horse. This is a shortcut that
solves all the training images perfectly. Still, it will not solve other
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examples correctly, of course. It is possible that the Al tool from the
internet, which we used in the introduction, learned a similar shortcut
and therefore made a mistake on the images in which we changed
the background.

It turns out that many successful versions of Al for describing images
are tempted to learn similar shortcuts. A study published in 2022
evaluated several cutting-edge Al tools for image description [1]. The
study found that, when asked to describe any image from the internet,
the tools were correct over 80% of the time. But when the object was
moved to a different background, they were accurate only 35% of the
time. Apparently, the shortcut that identifies an object in an image
based on its background is especially tempting!

PROBLEMS WITH Al SHORTCUTS

One study compiled a lot of evidence for shortcuts of this type [2].
In one example, Al learned to identify pneumonia from chest X-rays,
and based on this, to determine whether a person is sick or healthy.
However, it turned out that the system did not analyze the lungs in the
photo at all, but instead discovered that the hospital tag in the image
could indicate whether the person was healthy or sick and focused
on that. This shortcut is extremely dangerous: perhaps the tag was
relevant in the training examples that the Al saw, but it is frightening
to imagine what would happen if it were asked to examine another
patient from a different hospital.

An article published in 2024 reported on its examination of 14
different Al tools designed for medical diagnosis and found that they
use shortcuts extensively [3]. The tools were tested on a variety of
tasks, including identifying coronavirus infection or an enlarged heart
in X-ray images, diagnosing heart disorders by listening through a
stethoscope, and more. The researchers hypothesized that the Al
would not focus solely on medical information and would learn to
exploit the unique measurement conditions for each case, allowing
it to take shortcuts. For example, if a doctor suspects that a patient
has coronavirus, they may send them for an X-ray using a different
device than the one they would send a patient who appears healthy
(for reasons of medical staff safety, for example). Al can identify
the difference between the measurement devices and determine
whether a person is sick or healthy based on the type of device
used, without examining the image itself. Researchers found that all
14 tools tested employed such a shortcut, which was based on the
equipment’s characteristics rather than medical information. Once
the tests were performed in a new hospital, the Al's performance
decreased significantly because the shortcut no longer worked. This,
of course, is a serious problem when trying to integrate Al into
real-world medical situations.
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HOW CAN WE IMPROVE FUTURE AI?

Al researchers are working to develop more effective machine learning
methods that can prevent shortcuts. One way is to train Al with an
increasing number of examples. Let us return to our discussion about
math exercises: if, instead of giving Al only four training examples, we
give it entire math textbooks, it is likely that the shortcut we saw will
no longer work and Al will have to find another solution. However,
even when the number of examples is vast, we cannot guarantee that
the Al will not find another shortcut. In the study on image description
that we mentioned, it was found that even an Al trained on hundreds of
millions of images used the shortcut of determining the type of animal
based on the background [1].

If we knew in advance which shortcut might be used, we could try to
prevent it during the training phase. For example, suppose we do not
want the Al to recognize animals by their backgrounds during training.
In that case, we can show various images in which each animal is seen
against a random background, such as a camel in the snow. As we add
more such examples to the training, the shortcut that identifies the
animal by its background will no longer work. But there is a problem
here: this approach focuses on shortcuts that we already know. Even
if we avoid this shortcut, we cannot prevent other shortcuts that we
do not know of, for example, reliance on lighting conditions.

Humans and other animals (non-artificial intelligence) also tend to
learn from shortcuts. For example, many students prepare for a math
test by solving questions from previous tests, and sometimes give
up trying to understand the material. At the beginning of the 20th
century, a horse named Clever Hans became famous for supposedly
being able to solve math problems. When asked how much 9 + 5
was, he would drum his hoof 14 times. Psychologist Oskar Pfungst
studied the horse’s performance and concluded that it could “solve”
the math problems using a shortcut. The horse would continue to
drum until the questioner’s body language “revealed” to him (without
the questioner’s knowledge) that he had reached the correct number.
Once the horse was prevented from making eye contact with the
questioner, the shortcut no longer worked, and Clever Hans’ answers
were almost always wrong.

Despite everything we have described, we should not lose hope. In
recent years, we have seen Al surpass non-Al in many ways. For
example, it defeated the world chess champion and scored higher
than most humans on the bar exam. Today, Al also helps teachers
and students with a variety of tasks, from searching for information
to summarizing texts. Al researchers continue to develop machine
learning methods that will significantly reduce its reliance on shortcuts.
Perhaps one day they will surpass us in this regard as well.
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to read and understand scientific articles, reviewed one ourselves, and created
science posters on topics we are passionate about. The experience deepened
our understanding of science, and we really enjoyed exploring the articles on
the website.
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