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1999). We use EWA because it is both empirically established and 
a general formulation. It incorporates simple reinforcement learn-
ing (Win/Stay-Lose/Shift), both cumulative reinforcement learn-
ing and average reinforcement learning (or Q-Learning) (Watkins, 
1989; Erev and Roth, 1998), and belief-based models (Fudenberg 
and Levine, 1998), as special cases of its parameterization. In fact, 
it is entirely reasonable for behaviour to lie in some middle ground 
of the above model restrictions of EWA, and empirical evidence 
suggests it does (Camerer and Ho, 1999; Ho et al., 2008).

Evidence that learning models are instantiated by the brain has 
been found from measuring neural signals while humans and animals 
decide. Evaluative signals are encoded, in part, via dopaminergic struc-
tures which represent the difference between realized and expected 
reward following an action (Schultz, 2004; Caplin et al., 2010). In 
addition, neural signals have been found that encode the combination 
of actions and their associated outcomes during adaptive  decision-
making (Barraclough et al., 2004; Lau and Glimcher, 2007; Seo et 
al., 2007; Luk and Wallis, 2009). Finally, some neural signals refl ect 
the value of potential actions. Thus they may play an important role 
in driving the choice process (Platt and Glimcher, 1999; Dorris and 
Glimcher, 2004; Rushworth et al., 2004; Sugrue et al., 2004; Samejima 
et al., 2005; Padoa-Schioppa and Assad, 2006; Kennerley et al., 2006; 
Lau and Glimcher, 2008; Jocham et al., 2009).

We build on this previous work by looking for action value 
signals within a brain region quite close to the motor output, the 
intermediate layers of the superior colliculus (SCi). The SCi has 
a number features that suggest it may encode action value. The 

INTRODUCTION
In reinforcement learning models, an individual’s choice is a proba-
bilistic function of the current values of possible actions, which in 
turn are functions of past choices and past rewards (Sutton and 
Barto, 1998). These learning models are based on the concept of 
choice reinforcement, traced back to the Law of Effect (Thorndike, 
1898; Erev and Roth, 1998).

Empirical studies have supported such learning models in a 
variety of strategic environments with mixed strategy equilibria 
(Mookherjee and Sopher, 1994, 1997; Erev and Roth, 1998; Camerer 
and Ho, 1999; Ho et al., 2007, 2008). However, because learning mod-
els predict serial dependence in sequential choices, they confl ict with 
independent (uncorrelated) choice predicted by repetition of the 
stage game Nash Equilibrium in a repeated game. For example, while 
laboratory studies of the matching pennies game in humans confi rm 
the equilibrium prediction of a 50/50 ratio of choices, sequential 
dependencies in individual choices remain (Mookherjee and Sopher, 
1994; Ochs, 1995). Similar results have been observed against a com-
puter opponent in studies of both humans (Spiliopoulos, 2008) 
and monkeys (Lee et al., 2004; Thevarajah et al., 2009). Studies of 
a broader class of mixed strategy games also exhibit similar choice 
dependencies though not all the authors address learning models 
directly (O’Neill, 1987; Brown and Rosenthal, 1990; Rapoport and 
Boebel, 1992; Rapoport and Budescu, 1992; McCabe et al., 2000).

The goal of this study is to look for evidence of neuronal signals 
that correlate with the action values predicted by the Experience 
Weighted Attraction (EWA) learning model (Camerer and Ho, 
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SCi is topographically organized as a map of potential saccadic 
eye movements (Robinson, 1972; Schiller and Stryker, 1972) and 
determines when and where a saccade will be directed (Glimcher 
and Sparks, 1992; Dorris et al., 1997). The SCi receives input sig-
nals from upstream brain regions involved in choosing saccades in 
both strategic environments (Barraclough et al., 2004; Dorris and 
Glimcher, 2004; Seo et al., 2007; Seo and Lee, 2008) and non-stra-
tegic environments (Schultz, 1998; Sugrue et al., 2004; Samejima 
et al., 2005; Lau and Glimcher, 2007, 2008). The topographic organ-
ization of the SCi ensures that any value-related signals we observe 
are closely associated with specifi c actions. Moreover, strong lateral 
inhibition between distant SCi locations could play an important 
role in selecting between action values associated with compet-
ing saccades (Munoz and Istvan, 1998; Dorris et al., 2007). Finally, 
the SCi sends commands to premotor neurons in the brainstem 
(Moschovakis and Highstein, 1994), as well as providing feedback to 
dopaminergic neurons in the ventral tegmental area and substantia 
nigra (Comoli et al., 2003; Dommett et al., 2005).

We measured preparatory activity in the SCi while a monkey played 
a simultaneous move game of matching pennies against a compu-
ter algorithm designed to exploit serial dependence in the monkey’s 
choices. To control for any serial dependence outside of strategic 
competition, we also measured activity during a sequential move 
game with random payoffs. First, we hypothesize that SCi activity 
displays serial dependence based on both previous saccades and their 
outcomes, and that more recent events will exert a stronger infl uence. 
Second, we hypothesize that SCi activity predicts upcoming strategic 
choices. Finally, we hypothesize that activity in the SCi provides a 
signal that is correlated with the current value of actions in the EWA 
learning model. Collectively, our results support the conclusion that 
action value signals are represented in the motor planning regions of 
the brain in a manner suitable for selecting strategic actions.

MATERIALS AND METHODS
Electrophysiological experiments were conducted on two male 
rhesus monkeys (Macaca mulatta), weighing between 9–13.5 kg 
each, while they performed saccadic eye movement tasks. All pro-
cedures were approved by the Queen’s University Animal Care 
Committee and complied with the guidelines of the Canadian 
Council on Animal Care. Animals were under the close supervision 
of the university veterinarian. Physiological recording techniques 
as well as the surgical procedures have been described previously 
(Munoz and Istvan, 1998; Thevarajah et al., 2009).

GENERAL METHODOLOGY
Behavioral paradigms, visual displays, delivery of liquid reward, 
and storage of both neuronal discharge and eye position data 
were under the control of a PC computer running a real-time data 
acquisition system (Gramalkn, Ryklin Software). Red visual stim-
uli (11 cd/m2) were produced with a digital projector (Duocom 
InFocus SP4805, refresh rate 100 Hz) and back-projected onto a 
translucent screen that spanned 50° horizontal and 40° vertical of 
the visual space. Right eye position was recorded at 500 Hz with 
resolution of 0.1° using an infra-red eye tracker system (Eyelink 
II, SR Research). Trials were aborted online if eye position was 
not maintained within ±3° of the appropriate spatial location or 
if saccades were initiated outside the 70–300 ms temporal win-

dow following target presentation. We have further discussion of 
aborted trials in Section “Results”.

The activity of single neurons was recorded with tungsten 
microelectrodes (Frederick Haer, 1–2 MΩ at 1 kHz) and sampled 
at 1 kHz. Data analysis was performed offl ine using Matlab, ver-
sion 7.6.0 (Mathworks Inc.) on an Intel Core 2 Duo processor. To 
quantify neuronal activity, each spike train was convolved with a 
post-synaptic activation function with a rise time of 1 ms and a 
decay time of 20 ms (Thompson et al., 1996).

NEURONAL CLASSIFICATION
We recorded the activity from saccade-related neurons located 
between 1.0 and 3.0 mm below the surface of the SC. The center 
of each neuron’s response fi eld was defi ned as the location, rela-
tive to central fi xation, associated with the most vigorous activ-
ity during target-directed saccades. One target was always placed 
at this location (referred to hereafter as in) and the other at the 
mirror-image location in the opposite hemi-fi eld (out) except ten 
experiments where two neurons located in opposite colliculi were 
recorded simultaneously. For these dual neuron experiments, the 
two targets were located in opposite hemifi elds corresponding to 
the response fi elds of the two neurons under study. To be included 
in our analysis, neurons had to meet two requirements: (1) motor 
burst, a transient burst of activity that was time-locked to onset 
of the saccade into the response fi eld that surpassed 100 spikes/s 
and (2) preparatory activity, neural activity during the 50 ms that 
followed presentation of the mixed-strategy targets that exceeded 
30 spikes/s and was signifi cantly greater than the mean activity 
100 ms before fi xation point offset (paired t-test, p < 0.01). Note 
that in the modelling Section “Value, SCi Activity and Actions”, this 
preparatory activity will be designated SCit

s .

BEHAVIORAL TASKS
Monkeys performed two behavioral tasks. In the strategic task, mon-
keys were free to choose between two saccade targets while they com-
peted against an adaptive computer opponent playing the matching 
pennies game. In the instructed task, monkeys were instructed which 
saccade to make with the presentation of a single saccade target on 
each trial. The purpose of the instructed task is to characterize how 
SCi activity is shaped by previous choices and outcomes. The strategic 
task is used to emphasize this relationship between SCi activity and 
the history of the game, and determine whether SCi activity is predic-
tive of choice in a strategic decision making environment.

Strategic task
Monkeys competed in a saccadic version of the repeated mixed-
strategy game matching-pennies against an adaptive computer 
opponent (Figure 1). Each trial, both the subject and computer 
reveal a strategy in or out. The monkey, pre-designated the “matcher”, 
wins if their strategies match, and the computer, pre-designated the 
“non-matcher”, wins if their strategies differ. The unique Minimax/
Nash Equilibrium in mixed strategies is for each player to play in and 
out with equal probability (von Neumann and Morgenstern, 1947; 
Nash, 1951), though our analysis does not require that equilibrium 
play is achieved. Because our experimental setup limits the ability 
for the monkey to suffer a loss we replaced a loss with a withholding 
of reward, though the equilibrium remains unchanged. The payoff 
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matrix is given in Figure 2 and has been previously studied experi-
mentally in humans (Mookherjee and Sopher, 1994) and monkeys 
(Lee et al., 2004; Thevarajah et al., 2009).

Subjects were required to maintain central gaze fi xation 
throughout the 800 ms presentation of the fi xation point, and after 
its removal during a fi xed 600 ms warning period. Subjects were 
free to saccade towards either of two simultaneously presented 
targets, i.e. in and out of the response fi eld. The fi xed warning 
period and known target locations facilitated advanced selection 
and preparation of saccades (Thevarajah et al., 2009). After fi xating 
on the target stimulus for 300 ms, a red square, which indicated the 
computer opponent’s choice, appeared around one of the targets 
for 500 ms. The monkey received a 0.3 mL liquid reward if both 
players chose the same target and nothing otherwise. The computer 
opponent performed statistical analyses on the subject’s history 
of previous choices and payoffs and exploited systematic biases 
in their choice strategy (see algorithm 2 from Lee et al., 2004 for 
specifi c details).

Instructed task
The instructed task was identical to the strategic task with two 
exceptions. First, only a single saccade target was presented on 
each trial. This target was equally likely to be presented in or out. 
Second, reward was equally likely to be received or withheld for 
successful completion of each trial. Therefore, the expected value 

of the instructed task is equal to the equilibrium payoff of the 
strategic task, but saccadic choice was under  sensory instruction 
in the former and under voluntary control in the latter.

DEPENDENCE ON PREVIOUS CHOICES AND REWARDS
To examine any biases exerted by previous saccades and rewards, 
we segregated SCi activity and saccadic responses on the current 
trial t based on past (t − n, where 1 ≤ n ≤ 7) and future (t + n, 
where 1 ≤ n ≤ 3) events (Maljkovic and Nakayama, 1994). Future 
events were examined for control purposes as these should not 
exert any infl uence on the current trial. This sequential analysis 
is illustrated in Figures 5 and 6 which shows neuronal activity 
on the current trial segregated into four categories based on four 
possible events that occurred on the previous trial. (1) a rewarded 
saccade into the response fi eld (in/R), (2) an unrewarded sac-
cade into the response fi eld (in/U), (3) a rewarded saccade out of 
the response fi eld (out/R), and (4) an unrewarded saccade out of 
the response fi eld (out/U).

We estimated preparatory activity from the postsynaptic spike 
activation function during the 50 ms following target presenta-
tion (Figure 5, grey bar). This represented the neuronal fi ring 
rate just before saccadic responses were made yet still uncon-
taminated by visual inputs related to target presentation (Dorris 
et al., 2000).

The same sequential analysis was performed on choice selec-
tion during the strategic task. Response biases were quantifi ed by 
determining the probability of the monkey selecting the in target 
on the current trial based on past or future events.

Comparatively, for the instructed task, sequential analysis was 
performed on SRTs rather than saccade choice since saccade loca-
tion was instructed. SRTs were defi ned as the time to initiate a sac-
cade following target presentation. Computer software determined 
the beginning and end of each saccade using a velocity and accel-
eration threshold. These events were verifi ed by an experimenter 
to ensure accuracy. Response biases were quantifi ed by examining 
the infl uence of an event n trials in the past or future on trials only 
where saccades were instructed to in.

Sequences of trials were constructed from the raw data based 
on the following criteria. First only sequences of 5 or more con-
secutive non-aborted trials in length were analyzed. Second, sin-
gle aborted trials were removed and the sequence was treated as 
 continuous. Third, sequences were started anew if two or more 
aborted  trials occurred in succession. We felt these criteria struck 

Monkey Choice

600 ms warning 
period

Computer Choice

Neuron’s Response
Field (”In” Direction)

A

?

Fixation Point

Eye Position

Out Target
In Target

B

FIGURE 1 | Strategic Task. (A) Each panel represents successive visual 
displays presented to the monkey. Red circles represent the central fi xation 
point and choice targets respectively. In the third panel, arrows indicate the 
monkeys possible saccadic choices. One of the saccade targets was always 
placed in the center of the neuron’s response fi eld (i.e., in target) as indicted 
with the dashed circle. The out target was placed in the opposite hemifi eld. 
The red square indicates the choice of the computer opponent. (B) Time-line 
of strategic task. Grey shaded region indicates the 50 ms epoch during which 
SCi preparetory activity was sampled for neuronal analyses. The stimuli setup 
and time-line were identical for the instructed task (not shown) except that 
only one target was presented per trial and the red square surrounded the 
target only on rewarded trials.

Monkey

Computer

In Out

In

Out

0
1

1
01

0

1
0

FIGURE 2 | Payoff matrix for strategic task.
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a balance between providing suffi cient sequential data for the 
analysis in this section while removing those sequences with 
poor continuity.

EWA LEARNING
The behavior of the subject in trial t of experiment i is coded as

s
in t

i t, =
saccade into response field in trial  of experimentt .

otherwise.

i

out

⎧
⎨
⎩

(1)

Let si t′,  denote the computer opponent’s choice. Whether reward 
is received depends on both choices and the experiment being con-
ducted. Let πi t, = 1 indicate that a reward was received in trial t of 
experiment i and 0 otherwise.

πi t
i t i tR s s

,
, ,=

= ′⎧
⎨
⎩

if 

otherwise.0
 

(2)

In both tasks, a reward is only received when the choices match, 
s si t i t, , .= ′  During the strategic task the computer opponent makes 
its choice simultaneously, and if the choices match the subject is 
rewarded with R = 1. During the instructed task, ′si t,  is chosen before 
s

i,t
, but even if the choices agree the monkey is only rewarded half 

the time:

R =
⎧
⎨
⎩

1

0

with probability 

otherwise.

1
2

 

(3)

Therefore the expected payoff during the instructed task equals 
the equilibrium expected payoff in the strategic task.

An EWA learning model posits an action value Ai t
s
,  for each 

strategy s in trial t in experiment i, and includes free parameters 
which control how action value evolves. On a given trial, it yields a 
continuous propensity to choose each action, s

i,t+1
, as a monotonic 

function of current action values A A Ai t i t
in

i t
out

, , ,= ,[ ].
At the start of the experiment A Ai

in
i
out

0 = 0  for each strategy so that 
values are equal in the fi rst trial. In general, after trial t the current 
value of strategy s is updated according to a formula that depends 
on whether s was chosen or not. If strategy s was chosen then its 
updated value can be written as a combination of past value (with 
weight φ) and current reward:

if then s s A
A s

i t i t
s

t

= , =
+

., ,

φΝ π( ′− −t i,t
s

i,t i,ts

N
1 1 , )

 

(4)

Alternatively, if strategy s was not chosen then its updated value 
depends on past value (with weight φ) and foregone payoffs:

if s s A
A s

i t i t
s

t

≠ , =
+

., ,

φΝ π( ′− −t i, t
s

i,ts

N
1 1 δ , )

 

(5)

The weight δ is the foregone payoff the subject would have 
received had it counterfactually chosen s. In both equations, N

t 
is 

a trial weight which evolves according to

N Nt t= +−ρ 1 1.  (6)

On a given trial, the probability of choosing s
i,t 

= in is defi ned as 

P s in
e

e e
i t

A

A A

t
in

t
in

t
out( ) ,, = =

+

λ

λ λ

−1

−1 −1
 (7)

and the parameters λ,φ,δ,ρ, and Ν0 are estimated via maximum 
likelihood. The estimated parameters (except λ) are then used to 
generate a sequence of fi tted action values which we use in our analy-
sis. Importantly, A

i,t 
is computed using only choices and rewards 

(both actual and fi ctitious) through trial t, which implies that it 
can directly enter a model of choice for the next trial, t +1. For a 
complete defi nition of the EWA model and estimation procedure, 
see the APPENDIX.

WIN-STAY/LOSE-SWITCH LEARNING
Since EWA is based on a reinforcement premise, it includes a Win-
Stay, Lose-Switch choice dependency as a special case. Relative to 
trial t + 1, a Win-Stay outcome for strategy s is coded with an indi-
cator for s = s

i,t
 and π

i,t
 = 1. A Lose-Switch outcome is s ≠ s

i,t
 and 

π
i,t

 = 0. This behavior can be captured by a different value, i t
s
,WSLS  

with its own updating formula,

WSLS
otherwise.i t

s i t it

i t

s s
,

,

,

=
=

−
⎧
⎨
⎩

π
1 π

 

(8)

As in the EWA model, current reward affects the evolution of 
action value (here represented by i t

s
,WSLS ). Similarly, the strength 

of the connection between WSLS
i,t

 and s
i,t+1

 can be modulated with 
additional parameters (see Eq. 7). But unlike Eqs. 4 and 5, the WSLS 
model of value in Eq. 8 does not account for past events before 
period t nor does it account for a fi ctitious assessment of actions 
not chosen (foregone payoffs).

Both Win-Stay/Lose-Switch and the more general EWA models 
of value predict dependence in the sequence of actions s

i,t
 across 

adjacent trials. One method for exploring this dependence is to use 
the updating equations to generate predictors for actions in the fol-
lowing trial. First, we can rewrite Eq. 8 as the sum of two terms,

i t
in

i t
in

i t
in

s in i t s out i ti t i t
, , , = , = ,= + = + −

, ,
WSLS WS LS 1 1 1[ ] [ ]π π(( ).

 
(9)

This formulation motivates a probit model for choice of the 
form:

P s ini t i s in i t
in

i t
in

i t, = − , −=( ) = + + +( ),
, −

Φ ν α α α1 2 1 3 11
1[ ] ,WS LS

 
(10)

for t = 1,…,T
i
 and Φ() denotes the standard normal distribution 

function (see Wooldridge, 2001 for a discussion of the probit and 
tobit model introduced below). The term ν

i
 is a fi xed effect for 

experiment i. 1[ ]s ini t, =  is the indicator function which yields 1 if s
i,t
 = in 

and 0 otherwise. A simple Win-Stay/Lose-Switch hypothesis would 
predict α

1
 = 0 since the WS and LS variables would capture all 

the dependence in the sequence of decisions. Further, it would 
predict that α

2
 = α

3
, since the effects of winning and losing are 

symmetric.

VALUE, SCi ACTIVITY AND ACTIONS
To address how value is encoded in neural signals, we introduce 
our measurement of SCi t

s
, , defi ned as the SCi activity associated 

with saccade target s in trial t of experiment i. In 10 experi-
ments we observe SCi t

s
,  for both choices; for the other 58 we 
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observe it only for one choice, s = in. To test whether SCi activity 
encodes the value of actions, in the form of a choice, we estimate 
the probit

P s in SCi t i t
in

i, ,=( ) = + +( ),Φ γ γ1 2 ν  (11)

for t = 1,…,T
i
. Associating SCi t

in
,  with the value of s = in is the 

hypothesis that γ
2
 > 0. Rejecting the hypothesis γ

2 
= 0 in favour of 

γ
2 
> 0 is a necessary condition for SC_{i,t} to encode value, but is 

not suffi cient proof that it does.
For the 10 experiments in which we measure SCi activity associ-

ated with both choices, we can also estimate a probit of the form

Prob s in SCi t i t i, ,=( ) = + +( ),Φ μ μ Δ1 2 ν
 

(12)

where Δ i t i t
in

i
in

i t
out

i
out

SC SC SC SC SC, , ,= − − −( ) ( ) is the difference in SCi 
activity across actions relative to their within-experiment means, 

i
s

SC . A positive value for Δ i tSC , indicates the de-meaned activ-
ity associated with the in target was larger than for out. If choice 
depends on the comparative value of actions, and value is encoded 
in SCi activity, then choice probabilities should depend on differ-
ences in SCi activity. Thus we hypothesize that µ

2
 > 0.

Our fi nal hypothesis is that SCi activity refl ects the action valu-
ation in the EWA model. To test it, we consider a random-effects 
regression of the form:

SC D A D A A

D A

i t
in

i i t
in

i i t
in

i t
out

i i

, , − , − , −= + + + +

+

β β β β β

β
1 2 3 1 4 1 5 1

6 ,, − ,+ + .t
out

i i t1 ν ε  
(13)

For experiments involving the strategic task, we defi ne D
i
 = 1, 

with D
i
 = 0 for the instructed task. The constant term, β

1
, records 

the conditional mean activity for the sample of neurons examined, 
while β

2
 measures the effect of the strategic task on this baseline 

activity. The coeffi cient β
3
 captures the relationship between SCi 

activity (in the response fi eld) and the EWA action value of choosing 
in. The strength of association between SCi activity and action value 
in the strategic task is determined by the value of the interaction 
parameter β

4
. To capture any relationship between SCi activity (for 

in) and the valuations of alternative actions we include Ai t
out
, −1 as a 

regressor with parameter β
5
. Again, this relationship in the strategic 

task is refl ected by the interaction parameter β
6
. Our hypothesis is 

that only EWA action value for in positively infl uences SC activity: 
β

3
 > 0, β

3
 + β

4
 > 0, β

5
 ≤ 0, β

5
 + β

6
 ≤ 0.

Since SCi activity varies continuously, we can estimate equation 
13 as a regression. However, on some trials there is no SCi activ-
ity measured during our 50 ms preparatory epoch, thus there is 
left- censoring at zero of the endogenous variable SCi t

s
,  for a small 

but sizeable portion of trials. We account for this censoring by 
 estimating equation 13 as a tobit model.

We should emphasize the timing of our regression equations 12 
and 13, presented graphically in Figure 3. The EWA valuation At

s
−1 is 

a function of all observed choices and rewards through trial t − 1 (see 
Appendix). SCi activity in trial t, SCt

s , is a function of At
s
−1, therefore 

is a function of all choices and rewards through trial t − 1. Finally, the 
chosen action s

t
 is a function of the SCi activity in trial t. Importantly, 

At
s
−1 does not include any information from the trial t choice. Thus 

the maintained hypothesis is that past action predicts current SCi 
activity which predicts upcoming choice in the current trial.

ALGORITHM FOR COMPUTER OPPONENT
The computer algorithm which the monkey competes against is pri-
marily designed to elicit equilibrium behavior from the monkey, that 
is, a 50/50 randomization of choices. In doing so, the algorithm does 
not play the Nash strategy itself. This somewhat paradoxical setup 
is a result of the unstable nature of mixed  strategies  highlighted by 

FIGURE 3 | Schematic illustrating the recursive EWA computation and 

its hypothesized infl uence on SCi activity. In our experiments, we record 
and analyze current neural activity (SCi,t, gray box). SCi,t lies at the nexus 
between action value, calculated from past events, and choice on a trial t. 
Action value (Ai,t−1) is recursively updated based on an EWA learning model 
whose main inputs are past choices (si,t−1) and their realized or forgone 

outcomes (πi,t−1). Action value also includes an error term to highlight that the 
calculated Ai,t−1 only approximates and does not fully capture underlying 
valuation, in addition to any error arising from noisy neural signals. As such, 
the relationship between hypothesized Ai,t–1 and neural activity is likely weaker 
(thin arrows) than between neural activity and the observable si,t 
(thick arrows).



Frontiers in Behavioral Neuroscience www.frontiersin.org February 2010 | Volume 3 | Article 57 | 6

Thevarajah et al. Colliculus Model of Action Value

Harsanyi (1973). When the computer is not adaptive, but simply ran-
domizes its choices, the monkey is indifferent between his strategies 
(any strategy the monkey chooses will be rewarded on half of the tri-
als) and the monkey’s choices become strongly biased in one direction 
(Lee et al., 2004). For this reason, the algorithm was designed to exploit 
the monkey’s choice biases, perhaps more in line with what constitutes 
(approximate) equilibrium in such games. Refer to algorithm 2 from 
Lee et al. (2004) for additional details on the computer opponent.

RESULTS
We begin by characterizing the effects of current and previous trials 
on both behavior and SCi activity in Sections “Analysis of Current 
Trial”, “Dependence of Choice on Previous Trial” and “Sequential 
Dependence of Choice”. In section “Dependence of Choice on 
Previous Trial”, we formally test for a Win-Stay/Lose-Switch strat-
egy. The ability of SCi neurons to predict choice is examined in 
section “Neuronal Choice Prediction”. In section “Behavioural 
EWA Estimates”, we fi t the EWA model to choice data and gener-
ate sequences of action values for each monkey. Finally, having 
established that choice is dependent on previous trials, and SCi 
activity predicts choice on a given trial, in Section “Encoding EWA 
Action Value” we test our hypothesis that SCi neurons represent 
the action-specifi c valuations posited by EWA.

We have data from 68 experiments where neurons satisfi ed our 
criteria for inclusion (See Section “Materials and Methods”). In 10 
of these experiments, we were able to measure SCi activity associ-
ated with both saccades simultaneously, 20 neurons total. In the 
remaining 58 experiments, we were able to measure SCi activity 
associated with only one of the potential saccades.

The data consists of a choice, preparatory SCi activity, and a sac-
cadic response time (SRT) for a set of i = 1…78 neurons respectively 
with T

i
 ordered trials. In 38 of these experiments, data were col-

lected for both the strategic task and the instructed task control. This 
sub-sample of 38 neurons is used in Sections “Analysis of Current 
Trial”,  and “Dependence of choice on previous trial”, and “Sequential 
dependence of choice”. In this sub-sample, a mean of 246 ± 11 SEM 
trials per neuron were analyzed during the strategic task and a mean 
of 146 ± 8 SEM trials per neuron were analyzed during the instructed 
task. The full sample is used in Section “Neuronal Choice Prediction”, 
while Sections “Behavioural EWA Estimates” and “Encoding EWA 
Action Value” drop experiments in which greater than 30% of the 
trials were aborted. These experiments were dropped since many 
aborted trials within an experiment may interrupt the sequence 
of valuation posited by EWA learning. The cut-off 30% was set to 
balance choice sequence consistency and sample size.

ANALYSIS OF CURRENT TRIAL
We will briefl y characterize saccade behaviors and SCi preparatory 
activity on the current trial before examining the effects of events on 
previous trials. A more detailed current trial analysis can be found in 
Thevarajah et al. (2009). All reported statistics are (mean ± se).

The allocation of saccade choices did not differ between the two 
targets during the strategic task [p(in) = 49.8 ± 0.6%; paired t-test 
p > 0.05]. Moreover, SRTs did not differ between the two targets 
during the instructed task (in: 192.9 ± 4.2 ms, out: 186.1 ± 3.7 ms, 
p > 0.05). These behavioral measures suggest that, on average, saccade 
preparation processes were not biased towards any one  particular 

target location during either task. However, in the strategic task the 
monkey was rewarded on only 42.2% of the trials, whereas in the 
instructed task the monkey was rewarded half the time (Table 1).

In both tasks, neuronal activity steadily increased during the warn-
ing period in advance of choosing either target (Figure 4). Overall 
preparatory activity was greater regardless of saccade direction dur-
ing the strategic task compared to the instructed task (in: p < 0.05, 
out: p < 0.05). Moreover, in the strategic task activity was segregated 
for saccades in (99.9 ± 8.8 spikes/s) and out (80.2 ± 7.2 spikes/s, 
paired t-test, p < 0.001), whereas activity was not segregated between 
in (63.5 ± 6.5 spikes/s) and out (64.5 ± 6.5 spikes/s) saccades during 
the instructed task (paired t-test, p > 0.05). This greater overall acti-
vation and neuronal selectivity during the strategic task may occur 
because saccades are under voluntary control and can be planned 
in advance. In the instructed task the monkey must wait for the 
presentation of the target.

DEPENDENCE OF CHOICE ON PREVIOUS TRIAL
We examine sequential choice dependencies by segregating behav-
ior and neuronal activity on the events of the previous trial (i.e., 
previous choice and its reward outcome). Particularly, we test for 
the prevalence of a WS/LS strategy.

The infl uence of previous trials on subsequent saccadic responses
We begin by summarizing the frequencies of WS/LS choice patterns in 
the strategic task over all experiments (Table 1). Choices were repeated 
in a WS/LS pattern in 55.5% of the trials. A WS was observed in 62.1% 
of post-win trials vs. LS observed in 50.6% of post-loss trials, which 
suggests a WS/LS strategy is solely due to a Win-Stay rather than Lose-
Shift bias. The larger percentage of losing trials suggests the computer 
opponent was able to exploit this tendency in choice patterns.

To further assess the infl uence of previous trial events, we esti-
mate Eq. 10 which models choice as a function of lagged choice 
and the Win-Stay and Lose-Switch variables. Estimates of the fi xed-
effects probit are presented in Table 2. The explicit prediction of the 
simple WS/LS strategy is rejected because the estimated coeffi cients 
α

2
 and α

3
 are signifi cantly different from each other: the tendency 

to repeat rewarded actions is greater than the tendency to switch 
from unrewarded actions. We can also note that the tendency to 
repeat choices is largely due to the Win-Stay bias since α

1
 is not 

signifi cantly different from zero.
To measure any biases in the instructed task, saccadic reaction 

times (SRTs) were examined in Table 3. Considering that target 
location and outcome were stochastic, therefore unpredictable, 
these previous events had a surprisingly large infl uence on SRTs. 
Repeating an action resulted in faster SRTs than switching actions 
(Stay vs. Switch, binomial test p < 10−11). SRTs were particularly 
biased if a saccade direction was previously rewarded (Win-Stay 
vs. Lose-Stay, binomial test p < 10−5; Win-Switch vs. Lose-Switch, 
binomial test p < 10−3). This suggests preparation biases were a 
function of both previous choices and their outcomes.

The infl uence of previous trials on SCi preparatory activity
Figure 5 illustrates how SCi activity was also infl uenced by the 
previous trial. The black dashed line shows mean activity over all 
experiments. Each of the coloured lines depicts how current trial 
activity was infl uenced by choices and outcomes on the previous 
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FIGURE 4 | SCi activity during the current trial. (A, B) Activity of a 
representative SCi neuron during the strategic (A) and instructed (B) tasks. 
Rasters (top panels) and post-synaptic activation functions (bottom panel) 
are sorted based on saccades directed in (black) and out (gray) of the 

neuron’s response fi eld. The shaded gray bar denotes the epoch during 
which preparatory activity was analyzed. (C, D) Mean activity of neuron 
sample in which both strategic (C) and instructed (D) tasks were recorded 
(38 neurons).

Table 2 | Probit estimates of s
i,t+1

 on lagged choice and Win-Stay/Lose-

Switch outcomes.

Variable Coeffi cient Estimate Standard error p-Value

I(si t
in
, −1) α1 0.1415 0.1095 0.20

WSi t
in
,  α2 0.5478 0.1118 0.00

LSi t
in
,  α3 0.252 0.0986 0.01

Estimates of Eq. 10 on sample of 33 experiments. (5 redundant paired experiments 
dropped). Sample size = 8809. Estimates of the 33 experimental effects νi not 
reported. Reported standard errors are clustered within experiments.

Table 3 | Reaction time dependencies in instructed task.

Previous trial dependency Reaction time (ms) Standard error

Win-Stay 170.8 4.0

Stay 177.2 3.2

Lose-Stay 183.6 5.0

Lose-Switch 194.5 5.0

Switch 200.1 4.0

Win-Switch 205.7 6.4

trial. This infl uence is most prevalent at the end of the warning 
period (gray-shaded area). Therefore we will use SCi activity in this 
epoch for the sequential analysis that follows.

SEQUENTIAL DEPENDENCE OF CHOICE
Having observed a dependency in choices and outcomes in the 
previous trial, we will now characterize this dependency over 
multiple trials. Two sequential patterns were evident in both tasks 
(Figure 6). First, more recent events had the greatest infl uence. 
Second, actions that were rewarded generally had a more pro-
nounced effect, both in terms of magnitude and duration, than 

Table 1 | Frequencies of choice dependencies in strategic game.

Previous trial dependency Proportion (%)

Win 42.2

Loss 57.8

Win-Stay/Lose-Switch 55.5

Win-Stay 62.1

Lose-Switch 50.6
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category. Line widths represent the SEM. The shaded gray bar denotes the 
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FIGURE 6 | Saccade behavior and SCi activity segregated on previous and 

future trials. The data for each trial sequence is presented as the percentage 
change from the mean data for all trials at trial t (black dots). Note that each data 
point in the trial sequence represents the infl uence of an earlier or later trial on the 
current trial. Therefore, the four colored data points at each time sequence always 
sum to the mean data point at time t when weighted by the proportion of trials in 

each category. (A) Changes in in target choices during the strategic task. 
(B) Changes in in target SRTs during the instructed task. Note that the the ordinate 
axis has been fl ipped because SRTs are negatively correlated with SCi activity. (C) 
Changes in SCi activity during the strategic task. (D) Changes in SCi activity during 
the instructed task. Filled squares indicate signifi cant differences from the mean 
activity. Representative standard errors are shown for in/R data points.
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unrewarded actions (Figure 6, dark colored lines vs. light colored 
lines). Whether a previous trial was rewarded or not, did not, by 
itself, affect SC activity or saccade behaviors. Instead, the effects of 
reward infl uenced a particular saccade location rather than pro-
viding a general motivating or alerting effect for both actions.

The strategic and instructed tasks also differed in two ways 
during this sequential analysis. First, future events were correlated 
with choice selection in the strategic but not the instructed task 
(Figure 6A). This seemingly paradoxical fi nding is a consequence 
of the computer exploiting the monkey’s Win-Stay bias. That is, 
monkeys were more likely to lose following a rewarded trial as they 
tended to repeat actions. This phenomena is evident in the Lose-
Stay bias observed in future choices in Figure 6A. Second, modu-
lation of SCi activity by past events was greater for the instructed 
task than for the strategic task. For example, the change in activity 
imposed by the previous trial was approximately three times as large 
during the instructed task compared to the strategic task (compare 
the spread in data along the vertical axis in Figures 6C vs. D).

NEURONAL CHOICE PREDICTION
Having characterized serial dependency in choices, the second step 
in determining whether neurons in the SCi encode action value is to 
determine if activity predicts choice. The ten experiments where we 
measured two neurons simultaneously, one for each target, allows us 
to specify how opposing SCi activity is compared in Eq. 12. Results 
for the fi xed-effects probit estimation are given in Table 4.

The parameter µ
2
 measures the impact of SCi activity on the 

probability of an in saccade and is both positive and highly signifi -
cant. To interpret the magnitude of the coeffi cient µ

2
, we take the 

predicted probabilities from the regression and compare them to 
the observed choices by two methods. The fi rst rounds the prob-
abilities to the nearest integer and compares them to the choices, 
resulting in a prediction rate of 65%. The second simulates choices 
from the binomial distribution using the predicted probabilities, 
and compares the simulated choices to the actual choices, resulting 
in a prediction rate of 56% for 1000 simulations. Comparatively, 
1000 independent draws from a 50/50 binomial distribution would 
predict 56% of the trials (560 matches of the monkey’s choice) with 
probability 6.3 × 10−5. Results did not change signifi cantly when we 
estimated on half the sample and predicted out of sample.

For the entire 78 neuron sample, we can also assess how well 
single neurons predict choice from Eq. 11. Results are reported in 
Table 5. Again, we observe that the estimate of SCi activity, γ

2
, is 

both positive and highly signifi cant. As before, our assessment of 
the magnitude of the parameter γ

2
 relies on in-sample prediction. 

Rounding the fi tted probabilities results in a 60% prediction rate 

for the 78 individual neurons, while simulating the choices results 
in a 53% prediction rate. As expected, the single neuron is a worse 
predictor compared to the the paired neuron analysis, presumably 
because choice is based on a comparison of valuation between the 
two targets. Again, 1000 independent 50/50 draws would still only 
predict 53% with probability 0.03.

BEHAVIOURAL EWA ESTIMATES
To generate a sequence of action values which refl ect each monkey’s 
valuation on a given trial, we estimated the EWA model on choice 
data (see Section “EWA Learning” and APPENDIX). Estimates are 
reported in Tables 6 and 7. We observe signifi cant heterogeneity in 
the fi tted EWA parameters, similar to Ho et al. (2008). Estimates 
suggest Monkey H (54/78 experiments) is a cumulative reinforce-
ment learner (δ = 0, ρ = 0), while Monkey B (24/78 experiments) 
has a fi ctive learning component and averages rewards as in Q-
Learning (δ > 0, ρ = φ). For each monkey, the estimates for φ, δ, 
ρ, and N

0
 are used to generate the sequence Ai,t

s  which we use in 
section “Encoding EWA Action Value”.

Table 4 | Probit estimates of s
i,t
 based on difference in activity from 

neuronal pairs.

Variable Coeffi cient Estimate Standard error p-Value

Constant µ1 0.0435 0.0015 0.00

Δ i tSC ,  µ2 0.0054 0.0005 0.00

Estimates of Eq. 12 using ten experiments with paired neuronal measures. 
Fixed effect estimates are not reported. Standard errors were clustered at the 
experiment level.

Table 5 | Probit estimates of s
i,t
 based on activity from individual 

neurons.

Variable Coeffi cient Estimate Standard error p-Value

Constant γ1 0.0045 0.0008 0.00

SC SCi t i, −  γ2 0.0053 0.0005 0.00

Estimates of Eq. 11 using 78 experiments. Fixed effect estimates are not 
reported. Standard errors were clustered at the experiment level.

Table 6 | EWA Estimates for Monkey B.

Parameter Estimate Standard Error

 λ 3.68 3.54

 φ 0.78 0.08

 δ 0.12 0.07

 ρ 0.91 0.08

 N0 3.73 8.46

Sample of 19 experiments for monkey B (4/24 experiments dropped due to 
>30% aborted trials; 1/54 redundant paired experiments additionally dropped).

Table 7 | EWA Estimates for Monkey H.

Parameter Estimate Standard Error

 λ 0.45 0.29

 φ 0.52 0.04

 δ 0.00 0.05

 ρ 0.00 0.64

 N0 1 0

Sample of 27 experiments for monkey H (20/54 experiments dropped due 
to >30% aborted trials; 7/54 redundant paired experiments additionally 
dropped). The restriction N0 = 1 was imposed to ensure identifi cation of ρ (see 
Appendix).
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As expected from our sequential analysis, the relationship 
between SC activity and action value is attenuated in the strategic 
task ( )β4 0<  though it is still positive and signifi cant (H

0
: β

3
 + β

4 

= 0, p = 0.00). The estimates yield a 36% increase in SC activ-
ity relative to baseline (β

1
 + β2 = 84.5 spikes/s) over the range of 

Ai t
in
, . However the out EWA action value now has no impact (H

0
: 

β
5
 + β

6
 = 0, p = 0.82) suggesting no inhibition from out target neu-

rons during this measurement epoch of the strategic task.
Estimation results for monkey B have considerably more vari-

ance (Table 9). In the instructed task, we still observe a positive coef-
fi cient for Ai t

in
,   ( . )β3 28 06=  but with a larger p-value (p = 0.18) and 

a smaller magnitude relative to baseline (33%) over the observed 
range of action values (0.00 < A

i,t
 < 0.58). While the estimate for 

attenuation in the strategic sample is of the correct sign (β
4
 < 0), 

it is not signifi cantly different from zero (p = 0.86). The estimates 
for the out action value are also highly variable and not signifi -
cantly different from zero in either task. We should note that the 
sub-sample for monkey B contains half as many observations and 
neurons as the sub-sample for monkey H, though this effi ciency 
loss likely does not account for all of the increased variability of 
the estimates.

DISCUSSION
SUMMARY OF FINDINGS
This study examined whether a valuation of future actions, con-
structed as a function of previous choices and rewards, is repre-
sented by the superior colliculus in a strategic environment. Our 
results show that SCi preparatory activity was shaped by both 
previous saccades and their outcomes, particularly a Win-Stay 
bias, and more recent events had a more pronounced effect. These 
sequential biases were refl ected in upcoming choices during the 
strategic task and upcoming saccadic reaction times during the 
instructed task.

SCi activity was also predictive of upcoming strategic saccades 
on a trial-by-trial basis (Tables 4 and 5); at a rate of 60% for sin-
gle neurons and 65% for opposing neuron pairs. Although our 
pool of neuron pairs was small (10 pairs), this improvement in 
prediction suggests that it is not the absolute level of activity, but 
the relative level of activity between potential actions, that is best 
correlated to choice.

The fact that SCi activity was both shaped by previous choices 
and rewards and predicted future choices suggest it as a candi-
date neural correlated of action values posited by behavioural 
learning model. Our analysis demonstrated that SCi activity was 
correlated on a trial-by-trial basis with the EWA learning valua-
tion. Specifi cally, SCi activity was positively correlated with the 
action value for its response fi eld, with some evidence that it is 
negatively correlated with the action value of the alternative tar-
get. Collectively, our empirical and modelling results suggest that 
hypothesized action value signals are represented in the motor 
planning regions of the brain in a manner that could be used to 
select strategic actions.

EFFECTS OF PREVIOUS ACTIONS AND REWARDS
Serial dependence of choices has previously been observed in 
strategic and non-strategic environments. Consistent with previ-
ous studies, more recent events had a greater infl uence on both 

ENCODING EWA ACTION VALUE
The EWA action value is a function of the observed choices and 
reward structure of the game. Our fi nal hypothesis is that SCi activ-
ity refl ects the fi tted action values from Section “Behavioural EWA 
Estimates”. To test this hypothesis, we estimate Eq. 13 separately 
for each monkey and its appropriate action value As

i t, . Results are 
reported in Tables 8 and 9.

For monkey H (Table 8), the instructed task relationship between 
EWA action value and SCi activity for target in is positive, signifi cant 

and large in magnitude β3 24 46=( ). . Over the observed range of 

the EWA action value (0.00 < A
i,t

 < 1.96), this represents an 81% 
change in SCi activity relative to baseline activity of 59.86 spikes/s. 
Notably, this relationship is partially offset by the out EWA action 
value (H

0
: β

3
 + β

5
 = 0, p = 0.36). If the action values of the two 

targets were equal ( ),A Ai t
in

i t
out

, ,=  the estimates predict there would 
still be an increase in SCi activity for the in target. This suggests 
that a given SC neuron encodes the action value for the target it is 
associated with on the topographic map, but other neurons (valu-
able targets) can partially inhibit this valuation.

Table 8 | Estimates of SCi t

in

,  on EWA action values and task type for 

monkey H.

Variable Coeffi cient Estimate Standard error p-Value

Constant β1 59.86 12.94 0.00

Di β2 24.69 9.46 0.01

Ai t
in
,  β3 24.46 3.72 0.00

D Ai i t
in
,  β4 −9.07 4.58 0.05

Ai t
out
,  β5 −17.95 5.74 0.01

D Ai i t
out
,  β6 17.25 5.91 0.00

Var(νi) σν
2 59.69 9.86 0.00

Var(εi,t) σε
2 62.99 5.43 0.00

Random-effects tobit estimates of Eq. 13 on 36 neurons for monkey H (18/54 
experiments were dropped due to > 30% aborted trials). Sample size=10704, 998 
observations censored at 0. σν

2 is the variance of the random effect νi; σε
2  is the 

variance of εi,t. Ai t
s
,  is generated using behavioural EWA estimates for monkey H (see 

Section “Behavioural EWA Estimates”). Standard errors are calculated by means of 
clustered bootstrap with 1000 bootstrap samples, re-sampling within experiment i.

Table 9 | Estimates of SC
i,t
 on EWA action values and task type for 

monkey B.

Variable Coeffi cient Estimate Standard Error p-value

Constant β1 48.72 10.39 0.00

Di β2 20.51 9.30 0.03

Ai t
in
,  β3 28.06 21.10 0.18

D Ai i t
in
,  β4 −5.45 31.28 0.86

Ai t
out
,  β5 8.71 12.62 0.49

D Ai i t
out
,  β6 −10.93 19.14 0.57

Var(νi) σν
2  35.29 7.28 0.00

Var(εi,t) σε
2 39.78 4.59 0.00

Random-effects tobit estimates of Eq. 13 on 19 neurons for monkey B (5/24 
experiments were dropped due to >30% aborted trials). Sample size = 5907, 258 
observations censored at 0. σε

2  is the variance of the random effect νi; σε
2  is the 

variance of εi,t. Ai t
s
,  is generated using behavioural EWA estimates for monkey B (see 

Section “Behavioural EWA Estimates”). Standard errors are calculated by means of 
clustered bootstrap with 1000 bootstrap samples, re-sampling within experiment i.
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choices (Juttner and Wolf, 1992; Maljkovic and Nakayama, 1994; 
Dorris et al., 2000; Barraclough et al., 2004; Lee et al., 2004; Lau 
and Glimcher, 2005) and neuronal activity (Dorris et al., 2000; 
Bayer and Glimcher, 2005; Seo and Lee, 2007), and these infl u-
ences decayed with time (Figure 6). Unlike the computer opponent 
which weighed all past events equally, monkeys gave more weight to 
recent events when selecting actions. This policy may be an effi cient 
solution for using past events to predict future rewarded actions 
given organisms have a limited memory store (Anderson et al., 
1996; Callicott et al., 1999), and it allows organisms to more readily 
adapt to a changing environment.

Sequential effects have been characterized previously in the SCi 
during a task similar to our instructed task (Dorris et al., 2000). 
Although target location was unpredictable in this previous study, 
all saccades were rewarded; therefore the contribution from repeat-
ing a motor action, or repeating a rewarded location, remained 
unclear. By allocating rewards unpredictably, we were able to isolate 
the contribution of these factors. Previously unrewarded actions 
had a biasing effect, but to a lesser extent than previously rewarded 
actions. We found no effect of previously rewarded trials when 
analyzed independently of actions, which suggested that reward, 
at least our task, did not have a generalized alerting or motivating 
effect. Instead, SCi activity was found to be infl uenced by a combi-
nation of both previous actions and rewards. These biases, in turn, 
were refl ected in saccade behaviors (Figure 6).

Finally, we observed differences in how SC activity was infl u-
enced by previous events during the two tasks. First, the overall 
level of SC activity was greater preceding strategic than instructed 
saccades (i.e., compare black dashed lines in Figures 5A vs. B). 
Strategic saccades may have been more fully prepared because the 
locations of the two targets were known in advance whereas the 
location of the single target had to be identifi ed before the saccade 
preparation processes could be completed in the instructed task. 
Second, previous events exerted less infl uence on SCi activity 
during the strategic task (i.e., compare Figures 6C vs. D). This 
was observed in the magnitude of the sequential dependencies 
and the number of previous trials which exerted an infl uence. 
Although having sequential biases was seemingly unneces-
sary in the instructed task, as the monkey could neither con-
trol nor predict saccade direction or reward, having such biases 
were relatively inconsequential. In the strategic task however, 
sequential biases led to exploitation by the computer opponent 
as evidenced by a reduced reward rate (Table 1 and Barraclough 
et al., 2004). Our results suggest the infl uence of previous events, 
borne out in sequential dependencies, can be attenuated in 
strategic situations.

WIN-STAY BIAS
Though the analysis in Sections “Dependence of Choice on Previous 
Trial” and “Sequential Dependence of Choice” revealed notable 
choice tendencies in the strategic sample, many of which are incor-
porated in the EWA learning model, there is one in particular we 
wish to highlight. Although both effects were signifi cant, subjects 
repeated winning choices more often than switching from losing 
choices controlling for repeated choices (α

2
 > α

3
), or a Win-Stay 

bias. This observation is a rejection of a strict Win-Stay/Lose-Switch 
model of choice in repeated games.

However, a stronger Win-Stay bias is compatible with our 
 candidate model of action value (EWA). If unchosen winning 
actions are updated by a fraction δ < 1 relative to chosen winning 
actions, the difference in the action value after a rewarded trial is 
larger than after an unrewarded trial:
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This result holds generally for all models nested by EWA, as long 
as δ < 1. A Win-Stay bias may be exacerbated in our experiment 
because our payoff matrix is not zero-sum (Figure 2); not  matching 
the opponent constituted a withholding of reward rather than a 
loss of reward. This asymmetry in payoffs may bias the subject’s 
responses in favour of rewarded trials.

PREDICTING CHOICE
Our results indicate that the activity of individual SCi neurons can 
predict upcoming choices with 60% reliability. Although signifi -
cantly better than chance, the SCi may not appear to be a particu-
larly impressive predictor. However, a number of issues must be 
taken under consideration to make this judgment.

The predictive capability of SCi neurons depends on the number 
of neurons in the population, the correlation in their fi ring patterns, 
and the manner in which downstream structures read-out these 
predictive signals. Although we only had a sample of 10 neuronal 
pairs, our results demonstrate that simply comparing the relative 
fi ring of two opposing neurons increases prediction from 60% to 
65%. Moreover, while the predictive capability of any one (or two) 
neuron(s) may be weak, this is a very consistent prediction across 
the neuronal population (see Figure 5D from Thevarajah et al., 
2009). Therefore, these small individual biases can be amplifi ed to 
provide a strong signal for selecting strategic actions.

Although the SCi is required for generating saccades (Hanes and 
Wurtz, 2001) and manipulating SCi activity alters saccadic choices 
(Carello and Krauzlis, 2004; McPeek and Keller, 2004; Dorris et al., 
2007; Thevarajah et al., 2009), the robust activity for out direction 
saccades (Figure 4) demonstrates that the reverse is not true; exe-
cuting a saccade is not a pre-requisite for preparatory SCi activity. 
This evidence strongly suggests that a causal arrow passes from SCi 
to choice uni-directionally (Figure 3). Similarly, if action value is 
indeed a function of past choices, then it must be action value that 
infl uences SCi activity. If these arrows were not uni-directional then 
current activity or choices would paradoxically cause past choices.

NEURONAL CORRELATES OF EXPERIENCE WEIGHTED ATTRACTION
Our preliminary analysis has shown that both behaviour and SCi 
activity are correlated with previous choices and rewards, particu-
larly through a reinforcement of rewarded choices (Win-Stay). To 
formalize this result, we found a neural correlate of a general learning 
model based upon this reinforcement premise. This model calculates 
an action value on each trial as a function of the history of observed 
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choices and payoff structure of the game. Therefore, our results 
in Section “Encoding EWA Action Value” are consistent with the 
hypothesis that neurons in the SCi encode the history of the two 
tasks in the form of learned action values for each potential action. 
A given neuron in the SCi is correlated with the action value of its 
target in both tasks, though the magnitude of this relationship is 
attenuated in the strategic task. Further, SCi activity is negatively cor-
related with the action values of competing targets in the instructed 
task, but not in the strategic task during the period we measure. This 
suggests that both the attenuation of the value/SCi relationship, and 
the lack of inhibition from competing neurons within the prepara-
tory period we measure, may serve a strategic purpose.

The EWA model we use in this study (Camerer and Ho, 1999) is a 
general learning model that has proven successful in predicting play 
both in and out of sample in a wide variety of games. The role EWA 
plays in our analysis is akin to an objective valuation. It is a func-
tion of past choices and rewards which refl ects a component of the 
relative value of each strategy. As such, there remain unaddressed 
components of value. Learning models do not assess the forward-
looking value of an action. That is, there is no consideration of 
repeated game strategies such as “leading” an opponent in order to 
exploit him in later periods (though we should emphasize the only 
unique repeated game equilibrium in matching pennies is the stage 
game equilibrium). Our analysis also does not address satiation in 
the experiment nor learning between experiments. However, the 
relative success of EWA in predicting choice in a strategic environ-
ment suggests that its historical, objective component is important 
in the ultimate valuation of an action.

As a theoretical construct of valuation, both the simplifying 
assumptions mentioned above and additional neural and/or behav-
ioural factors will combine to limit the explanatory power of EWA 
(referred to in Figure 3). But even if the SC is not coding action 
value as specifi ed by EWA, the fact that EWA action value signifi -
cantly predicts SC activity suggests that the correct model will share 
many features of the EWA formulation. Whether a complete model 
actually nests EWA as a special case remains an open question that 
is beyond the scope of this paper.

There has been some progress in identifying the neural cor-
relates of the functional elements of EWA. It has been previously 
observed that the striatum encodes the difference between realized 
and expected reward, suggesting the striatum may form part of a 
learning system in the brain (Schultz, 1998; Caplin et al., 2010). 
Rewriting Eq. 18 for only the chosen strategy s

it
 highlights the role 

the striatum may play in a general EWA formulation:
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and Δ
it
 is the dopaminergenic response system analyzed in Caplin et al. 

(2010). Left unspecifi ed here is the means by which all action values 
for unchosen actions, s ≠ s

it
, are updated (see Lohrenz et al., 2007).

Other important components associated with reinforcement 
learning models are also encoded in a network of cortical structures 
that send projections to the SCi. In contrast to the SCi, the signals 

carried by these cortical structures are much more heterogeneous 
across individual neurons. A proportion of neurons in the dorso-
lateral prefrontal cortex (Barraclough et al., 2004), dorsal anterior 
cingulated cortex (Seo and Lee, 2008) and lateral intraparietal 
cortex (Platt and Glimcher, 1999; Dorris and Glimcher, 2004; Seo 
et al., 2009) encode relevant information necessary to construct 
action value such as past choices, opponent’s choices, the animal’s 
reward history, as well as functions of action value. Like the SCi, 
some cortical signals display serial dependencies over trials (Seo 
and Lee, 2007).

ROLE OF THE SCi WITHIN THE SACCADE DECISION CIRCUIT
We propose that the SCi is involved in three important aspects of 
selecting strategic saccades:

1. integrating value related inputs and tagging action values to 
particular saccade vectors;

2. selecting a saccade in a process where action value representa-
tions are compared;

3. providing feedback of choices to dopaminergic centres.

First, as outlined in Section “Neuronal Correlates of Experience 
Weighted Attraction”, the SCi receives inputs from regions that encode 
functional elements of action value learning models. Because the SCi 
integrates many inputs, and outputs to pre-motor neurons, its rep-
resentations of action value may be particularly suited for choosing 
fi nal actions. Moreover, the topographic organization of the SCi allows 
value representations to be tagged to particular saccade vectors.

Second, the SCi provides a platform where multiple action value 
representations can compete and ultimately be resolved to choose a 
particular action. The topographic map within the SCi is organized 
based on the principle of local excitation and distant inhibition 
(Munoz and Istvan, 1998; Trappenberg et al., 2001; Dorris et al., 
2007). Once activity reaches a certain threshold level on this map, 
a saccade command is sent to pre-motor neurons in the brainstem 
(see Moschovakis and Highstein, 1994 for review). Therefore, the 
SCi is perhaps the last site within the visuosaccadic circuit where 
action value can be represented to infl uence saccade selection with-
out directly triggering (or necessarily resulting in) saccades.

Third, the SCi sends direct mono-synaptic projections to dopamin-
ergic neurons in the substantia nigra and ventral tegmental area 
(Comoli et al., 2003; Dommett et al., 2005). Therefore, the SCi may 
provide feedback on selected actions, thus providing a critical com-
ponent for the reinforcement learning circuitry of the striatum.

CONCLUSION
Our results suggest that the evolutionarily old SCi does not simply 
execute sensory-driven refl exive saccades but also encodes action 
value signals that can be used to select voluntary, strategic saccades. 
As would be expected from a brain region involved in the decision 
process, SCi activity simultaneously refl ects past choices and their 
outcomes, and predicts future choice. Similarly, learning models, 
such as EWA, recursively compute action values from past events to 
probabilistically choose future actions. We demonstrate that these 
small trial-to-trial fl uctuations in SCi activity are not entirely ran-
dom but have serial dependencies which can be captured, in part, 
by the EWA learning model.
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APPENDIX
The goal of EWA learning is to construct a model that predicts 
play across a wide variety of games yet retains a framework that is 
psychologically sound. In an EWA learning model, each strategy has 
an attraction (which we re-labelled action value) that is updated 
based on observed choices and the payoff structure.
We introduce EWA in the context of a player who faces a single 
opponent. Each period the player chooses s from one of two alter-
natives, s ∈ {in, out}. For each trial t, the subject makes a choice 
s

t
, the opponent chooses s in outt

′ ∈{ , },  and the subject receives a 
payoff πt t ts s( , )′  as defi ned in Section “EWA Learning”. We drop 
the experiment subscript i here for illustration.

Once a choice is made and payoff received in trial t, the attrac-
tion of strategy s in trial t is defi ned as a recursive function of past 
attractions, choices, and rewards by means of
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Finally, after a choice is made and a reward is determined in trial t, 
At

s is updated to refl ect the valuation of every candidate choice in trial t. 
On a given trial, the probability of choosing s
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 = in is defi ned as
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which yields a likelihood function for our observed choices
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which is estimated via maximum likelihood using the log- likelihood 
function
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In addition to the identifi cation restrictions detailed in Ho et 
al. (2008), we had to make an additional identifi cation assumption 

for monkey H. We found that the restriction N0
1

1
= − ρ was always 

binding, so we restricted N
0
 = 1 for this monkey to ensure identifi -

cation of ρ, although the estimates are robust to N
0
 ≤ 1.

ACKNOWLEDGMENTS
This work was supported by a Career Development Award from the 
Human Frontier Science Program (HFSP), a Discovery Grant from 
the National Science and Engineering Research Council (NSERC) 
of Canada and a group grant from the Canadian Institutes of Health 
Research (CIHR) awarded to MCD. We thank J. Green, S. Hickman, 
M. Lewis, F. Paquin and R. Pengelly for technical assistance. J. Turner 
provided programming expertise and E. Ryklin customized the 
data acquisition program. D. Byrne and D. Standage provided 
 constructive feedback regarding the manuscript.



Frontiers in Behavioral Neuroscience www.frontiersin.org February 2010 | Volume 3 | Article 57 | 14

Thevarajah et al. Colliculus Model of Action Value

 stimulation in superior colliculus of 
alert rhesus-monkey. J. Neurophysiol. 
35, 915–924.

Schultz, W. (1998). Predictive reward 
signal of dopamine neurons. J. 
Neurophysiol. 80, 1–27.

Schultz, W. (2004). Neural coding of 
basic reward terms of animal learning 
theory, game theory, microeconomics 
and behavioural ecology. Curr. Opin. 
Neurobiol. 14, 139–147.

Seo, H., Barraclough, D. J., and Lee, D. 
(2007). Dynamic signals related to 
choices and outcomes in the dorslat-
eral prefrontal cortex. Cereb. Cortex 
17, I110–I117.

Seo, H., Barraclough, D. J., and Lee, D. 
(2009). Lateral intraparietal cortex 
and reinforcement learning during a 
mixed-strategy game. J. Neurosci. 29, 
7278–7289.

Seo, H., and Lee, D. (2007). Temporal 
fi ltering of reward signals in the dor-
sal anterior cingulate cortex during a 
mixed-strategy game. J. Neurosci. 27, 
8366–8377.

Seo, H., and Lee, D. (2008). Cortical mech-
anisms for reinforcement learning in 
competitive games. Philos. Trans. R. 
Soc. 363, 3845–3857.

Spiliopoulos, L. (2008). Humans versus 
computer algorithms in repeated 
mixed strategy games. MPRA Paper 
No. 6672, 68.

Sugrue, L. P., Corrado, G. S., and  
Newsome, W. T. (2004). Matching 
behavior and the representation of 
value in the parietal cortex. Science 
304, 1782–1787.

Sutton, R., and Barto, A. G. (1998). 
Reinforcment Learning: An Introduc-
tion. Cambridge, MIT Press.

Thevarajah, D., Mikulic, A., and Dorris, 
M. (2009). Role of the superior col-
liculus in choosing mixed-strategy sac-
cades. J. Neurosci. 89, 1998–2008.

Thompson, K. G., Hanes, D. P., Bichot, N. 
P., and Schall, J. D. (1996). Perceptual 

Munoz, D. P., and Istvan, P. J. (1998). 
Lateral inhibitory interactions in the 
intermediate layers of the monkey 
superior colliculus. J. Neurophysiol. 
79, 1193–1209.

Nash, J. (1951). Non-cooperative 
games. Ann. Math. Second Series 54, 
286–295.

Ochs, J. (1995). Games with unique, 
mixed strategy equilibria: an experi-
mental study. Games Econ. Behav. 10, 
202–217.

O’Neill, B. (1987). Nonmetric test of 
the minimax theory of two-person 
zerosum games. Proc. Natl. Acad. Sci. 
U.S.A. 84, 2106–2109.

Padoa-Schioppa, C., and Assad, J. A. 
(2006). Neurons in the orbitofrontal 
cortex encode economic value. Nature 
441, 223–226.

Platt, M. L., and Glimcher, P. W. (1999). 
Neural correlates of decision vari-
ables in parietal cortex. Nature 400, 
233–238.

Rapoport, A., and Boebel, R. (1992). 
Mixed strategies in strictly competi-
tive games: a further test of the mini-
max hypothesis. Games Econ. Behav. 
4, 261–283.

Rapoport, A., and Budescu, D. (1992). 
Generation of random series in two-
person strictly competitive games. J. 
Exp. Psychol. Gen. 121, 352–363.

Robinson, D. A. (1972). Eye- movements 
evoked by collicular stimulation 
in alert monkey. Vision Res. 12, 
1795–1808.

Rushworth, M. F., Walton, M. E., 
Kennerley, S. W., and Bannerman, D. 
M. (2004). Action sets and decisions in 
the medial frontal cortex. Trends Cogn. 
Sci. 8, 410–417.

Samejima, K., Ueda, Y., Doya, K., and 
Kimura, M. (2005). Representation 
of action-specifi c reward values in the 
striatum. Science 310, 1337–1340.

Schiller, P. H., and Stryker, M. 
(1972). Single-unit recording and 

primate caudate nucleus. J. Neurosci. 
27, 14502–14514.

Lau, B., and Glimcher, P. W. (2008). 
Value representations in the primate 
striatum during matching behavior. 
Neuron 58, 451–463.

Lee, D., Conroy, M. L., McGreevy, B. 
P., and Barraclough, D. J. (2004). 
Reinforcement learning and deci-
sion making in monkeys during a 
competitive game. Cogn. Brain Res. 
22, 45–58.

Lohrenz, T., McCabe, K., Camerer, C. F., 
and Montague, P. R. (2007). Neural 
signature of fi ctive learning signals in a 
sequential investment task. Proc. Natl. 
Acad. Sci. U.S.A. 104, 9493–9498.

Luk, C. H., and Wallis, J. D. (2009). 
Dynamic encoding of responses 
and outcomes by neurons in medial 
prefrontal cortex. J. Neurosci. 29, 
7526–7539.

Maljkovic, V., and Nakayama, K. (1994). 
Priming of pop-out.1. Role of features. 
Mem. Cognit. 22, 657–672.

McCabe, K., Mukherji, A., and Runkle, 
D. (2000). An experimental study 
of information and mixed-strategy 
play in the three-person match-
ing- pennies …. Econ. Theory, 15, 
421–462.

McPeek, R. M., and Keller, E. L. (2004). 
Deficits in saccade target selection 
after inactivation of superior collicu-
lus. Nat. Neurosci. 7, 757–763.

Mookherjee, D., and Sopher, B. (1994). 
Learning behavior in an experimental 
matching pennies game. Games Econ. 
Behav. 7, 62–91.

Mookherjee, D., and Sopher, B. (1997). 
Learning and decision costs in 
 experimental constant sum games. 
Games Econ. Behav. 19, 97–132.

Moschovakis, A. K., and Highstein, S. M. 
(1994). The anatomy and physiology 
of primate neurons that control rapid 
eye movements. Annu. Rev. Neurosci. 
17, 465–488.

and motor processing stages identifi ed 
in the activity of macaque frontal eye 
fi eld neurons during visual search. J. 
Neurophysiol. 76, 4040–4055.

Thorndike, E. L. (1898). Animal intelli-
gence: An Experimental Study of the 
Associative Processes in Animals. New 
York, Macmillan.

Trappenberg, T., Dorris, M., and Munoz, 
D. (2001). A model of saccade initia-
tion based on the competitive inte-
gration of exogenous and …. J. Cogn. 
Neurosci. 13, 256–271.

von Neumann, J., and Morgenstern, 
O. (1947). Theory of Games and 
Economic Behaviour. Princeton 
University Press, Princiton.

Watkins, C. (1989). Learning from Delayed 
Rewards. Ph.D. thesis, Cambridge 
University, Cambridge.

Wooldridge, J. M. (2001). Econometric 
Analysis of Cross Section and Panel 
Data. Cambridge, MIT Press.

Conflict of Interest Statement: The 
authors declare that the research was con-
ducted in the absence of any  commercial 
or financial relationships that could 
be construed as a potential conflict of 
interest.

Received: 07 July 2009; paper pending 
published: 04 August 2009; accepted: 01 
December 2009; published online: 08 
February 2010.
Citation: Thevarajah D, Webb R, Ferrall 
C and Dorris MC (2010) Modeling the 
value of strategic actions in the superior 
colliculus. Front. Behav. Neurosci. 3:57. doi: 
10.3389/neuro.08.057.2009
Copyright © 2010 Thevarajah, Webb, 
Ferrall and Dorris. This is an open-access 
article subject to an exclusive license agree-
ment between the authors and the Frontiers 
Research Foundation, which permits unre-
stricted use, distribution, and reproduc-
tion in any medium, provided the original 
authors and source are credited.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages false
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages false
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages false
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


