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Neuroimaging studies of the developing brain have found that 
activity in specifi c regions differs between children and adults (Casey 
et al., 1997; Thomas et al., 2001; Bunge et al., 2002). However, as 
the brain matures, many regions undergo structural changes (Reiss 
et al., 1996; Gogtay et al., 2004), and cognitive maturation likely 
occurs as a result of distributed changes in the brain. Indeed, recent 
studies employing network analysis methods have found that the 
confi guration of brain networks also changes over the course of 
development (Fair et al., 2009; Supekar et al., 2009), suggesting that 
studying development in terms of changing distributed patterns of 
structure or activity could be more sensitive than studying changes 
in individual regions.

Furthermore, an important challenge in pediatric clinical neu-
roimaging is identifying patterns of brain activity or structure that 
reliably predict disease onset (Koutsouleris et al., 2009), or can dis-
tinguish treatment responders from non-responders. Multivariate 
methods have particular relevance for research problems related 
to prediction of clinical outcomes from neuroimaging data, as 
they may afford greater sensitivity to widespread changes in the 
brain (Davatzikos et al., 2008; Koutsouleris et al., 2009; Misra et al., 
2009), or differences in local information coding (Kriegeskorte 
et al., 2006).

Several excellent reviews have discussed the application of 
multivariate pattern classifi cation to fMRI data, with a focus on 
decoding of subjective states (Haynes and Rees, 2006; O’Toole 
et al., 2007; Pereira et al., 2009). There is also a growing literature 
on classifying group differences, which is of particular interest 
for clinical investigations. While few studies to date have applied 

INTRODUCTION
The human brain is a distributed processing machine, with even 
the most basic tasks requiring the cooperation of neurons in 
multiple brain regions. It has long been recognized that impor-
tant information about brain function is encoded in distributed 
patterns of brain activity (Mesulam, 1981; Vaadia et al., 1995; 
McIntosh et al., 1996; Fox et al., 2005). Nonetheless, univariate 
analysis methods, which treat each spatial location in the brain 
independently, have predominated in both functional and struc-
tural magnetic resonance imaging (fMRI and sMRI) research 
(Cox, 1996; Worsley et al., 1996; Ashburner and Friston, 2000; 
Smith et al., 2004).

In recent years, multivariate pattern analysis (MVPA) 
approaches to studying the brain have been gaining momentum 
(e.g., Kay et al., 2008; Mitchell et al., 2008). These methods are 
designed to identify spatial and/or temporal patterns in the data 
that differentiate between cognitive tasks or subject groups. The 
excitement about these methods has been borne out by several 
studies showing that patterns of brain activity carry information 
that reliably predicts what the subject is seeing (Eger et al., 2008), 
attending to (Kamitani and Tong, 2005), or planning to do (Bode 
and Haynes, 2009). In addition, by quantifying distributed neural 
representations for specifi c components of visual images or seman-
tic concepts, it is possible to construct a general visual decoder 
(Kay et al., 2008), reconstruct a subjects’ perceptual experience, 
even for novel stimuli (Miyawaki et al., 2008), and make quantita-
tive predictions about how the brain will respond to new stimuli 
(Mitchell et al., 2008).
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MVPA in pediatric neuroimaging (Hoeft et al., 2007; Hoeft et al., 
2008; Zhu et al., 2008), there are many promising applications in 
this fi eld. Here we review relevant literature on studies in adult 
healthy and clinical populations, including functional, structural, 
and  multimodal studies, and provide an outlook for future stud-
ies in pediatric neuroimaging. We will begin with a brief overview 
and motivation for using MVPA, followed by an introduction to 
methods and choices to be made when implementing MVPA. Next, 
we will discuss applications in the literature with an emphasis on 
those relevant to pediatric neuroimaging in healthy and clinical 
populations. Finally, we discuss some specifi c challenges and limita-
tions of MVPA methods.

CONCEPTUAL OVERVIEW AND MOTIVATION
fMRI studies generate on the order of 100,000 time series from 
voxel locations throughout the brain. These time series, especially 
from proximal locations, are not independent, and yet mass uni-
variate analysis methods, which treat each voxel independently, 
are the most widely used in the neuroimaging literature [general 
linear model (GLM); Friston et al., 1995a; Worsley et al., 2002]. 
These methods allow the researcher to specifi cally model the 
expected neural response over time, and are useful for testing 
detailed hypotheses about the involvement of specifi c regions 
in task performance. However, brain activity, i.e., neuronal fi r-
ing, is in itself just a means of communicating with other neu-
rons, and it is clear that even the simplest cognitive tasks are 
not accomplished solely by the neurons contained in individual 
voxels. This suggests that analysis techniques designed to learn 
distributed spatial patterns that best distinguish one condition 
from another (Kriegeskorte et al., 2006; De Martino et al., 2008; 
Pereira et al., 2009) may be more sensitive than univariate tech-
niques. MVPA can be applied to any multivariate data, including 
fMRI and sMRI.

MVPA methods are sensitive to spatially covarying patterns of 
activity, and are therefore intrinsically linked to functional connec-
tivity analyses (McIntosh et al., 1994; McIntosh et al., 1996; Friston 
et al., 1997; Calhoun et al., 2001; Friston et al., 2003), which seek 
to uncover functional networks in the brain. As such, depending 
on the spatial scale on which a particular analysis is performed, 
one might interpret a pattern of activity as representing a spatially 
distributed network of brain regions. MVPA techniques are also 
frequently used at a fi ner spatial scale to uncover how informa-
tion is encoded within a particular region (Kamitani and Tong, 
2005; Kriegeskorte et al., 2006; Kay et al., 2008). By far, the most 
popular application in the functional imaging literature has been 
to study object representation and visual consciousness (Haxby 
et al., 2001; Carlson et al., 2003; Cox and Savoy, 2003; Hanson et al., 
2004; Polyn et al., 2005; De Martino et al., 2008; Eger et al., 2008; 
Kay et al., 2008).

Demonstrating that fMRI data contains enough information 
to distinguish between a restricted set of stimulus conditions 
may seem like merely a validation that fMRI is robust and repeat-
able (Bandettini, 2009). However, with the right experimental 
design, MVPA studies can provide detailed insight into informa-
tion representation and functional organization in the brain. For 
example, studies which map neural responses to the building 
blocks of visual objects or semantic concepts (Kay et al., 2008; 

Mitchell et al., 2008; Miyawaki et al., 2008) lead us to a better 
understanding of the brain’s responses to more complex stimuli. 
In the clinical domain, mapping gross differences in structure or 
brain activity may be relatively straightforward, but developing 
tasks that elucidate how these differences in distributed process-
ing affect behavior will be a greater challenge.

DEVELOPMENTAL AND CLINICAL NEUROIMAGING
Widespread structural changes in the brain occur as a function 
of development in childhood (Reiss et al., 1996). While many 
studies have successfully identifi ed local changes in brain activ-
ity (Casey et al., 1997; Bunge et al., 2002), a complementary 
approach is to study how networks of regions change as the brain 
develops (e.g., Fair et al., 2009; Supekar et al., 2009); see Stevens 
(2009) for a review. For studying the evolution of distributed 
activity patterns, MVPA may be more sensitive than univariate 
methods and could be applied to distinguish individuals at dif-
ferent stages of cognitive development, as they have similarly 
been applied to distinguish different stages of cognitive decline 
(Fan et al., 2008a).

In clinical populations, MVPA techniques are of  particular 
interest for studying the development of brain disorders, as 
 studies in adults have shown that these disorders rarely affect sin-
gle brain structures (e.g., Harrison, 1999; Lee et al., 2007), and 
may be  better understood using an approach designed to capture 
 network  behavior (Greicius and Menon, 2004; Celone et al., 2006; 
Garrity et al., 2007). As many psychiatric diagnoses are based on 
 behavioral symptoms that overlap between disorders and have 
poorly understood etiology, the promise of MVPA methods for 
 uncovering biomarkers (endophenotypes) is extremely attractive 
[e.g., in psychosis or Alzheimer’s (AZ), Koutsouleris et al., 2009; 
Misra et al., 2009]. An important challenge in pediatric clinical 
neuroimaging is identifying patterns of brain activity or structure 
that reliably precede disease onset (Koutsouleris et al., 2009), or can 
distinguish treatment responders from non-responders.

METHODS
UNIVARIATE VERSUS MULTIVARIATE
Analysis of both fMRI and sMRI data has traditionally been per-
formed in a univariate sense. That is, the time series of each voxel 
in the brain is separately modeled and statistically tested for a con-
dition of interest, usually in the framework of the GLM (Friston 
et al., 1995b; Worsley et al., 2002). Thus, questions regarding how 
blood oxygen level dependent (BOLD) signal activity relates to a 
continuous outcome measure (e.g., developmental stage), or dif-
fers across populations (e.g., in patients with distinct neurological 
diseases), are addressed using information from each region of the 
brain separately.

In contrast, MVPA of neuroimaging data simultaneously 
considers the BOLD signal measured across a number of spatial 
locations. Rather than asking to what degree each voxel responds 
to one experimental condition versus another, MVPA turns the 
question around, asking instead whether – and which – patterns 
of brain activity across many voxels are characteristic of the 
brain during one experimental condition versus another, or of 
one clinical population versus another. In addition, many MVPA 
approaches do not require the specifi cation of a hemodynamic 
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model, which may differ considerably across subject populations 
(Handwerker et al., 2004; Thomason et al., 2005; Handwerker 
et al., 2007). Combining information from multiple spatial 
locations yields a descriptive power beyond that of single vox-
els, potentially allowing for greater sensitivity in differentiating 
between individuals and conditions.

PROBLEM SPECIFICATION
For neuroimaging studies, MVPA has been employed primarily in 
two ways. The fi rst aims to infer the mental state of a subject (i.e., 
what the subject is perceiving, feeling, or thinking) or the stimulus 
or experimental condition presented at a particular time, based on 
information from the BOLD fMRI volumes acquired at that time 
(see Haynes and Rees, 2006 for a review, and “‘Brain reading’ with 
fMRI” below for further discussion).

The second major application, which is perhaps more relevant to 
clinical studies, is to predict the state of an individual given his/her 
functional or structural imaging data. For example, Zhang et al. 
(2005) were able to differentiate between the brains of subjects 
with and without drug addictions; Zhu et al. (2008) applied clas-
sifi cation to discriminate between children with attention- defi cit/
hyperactivity disorder and normal controls. Applying MVPA in 
such contexts can yield insight into the neural signatures or deter-
minants of various diseases, as well as guide the identifi cation of 
biomarkers and courses of treatment or intervention. A general 
pipeline for applying MVPA is shown in Figure 1.

APPROACHES
Supervised learning
Supervised learning is based on determining a mapping between 
particular attributes, or features, of the data (e.g., the BOLD signal 
activation levels from multiple voxels observed in a subject) and 
the associated value of a target label of interest (e.g., the subject’s 
cognitive or developmental state, or class of psychiatric disorder). 
A set of data points (the training set) is used to estimate (learn) the 
parameters of a model relating the features to the target labels. Once 
the parameters are learned, the model can be applied to predict 
the target label of a previously unseen data point. The supervised 
learning problem is referred to as classifi cation when the target labels 
comprise a set of discrete classes (e.g., different clinical populations), 
and as regression when the target labels assume continuous values 
(e.g., behavioral performance or the severity of a disorder).

Classifi cation. There are a number of different classifi cation meth-
ods, each of which makes a different set of assumptions about the 
data and posits a particular type of model relating the features 
to the target labels, as well as a means of learning its parameters. 
Linear classifi ers (Figure 2) predict the target label of an exam-
ple based on a linear combination of its features, and are widely 
used in fMRI studies due to their simplicity, interpretability, and 
generally good performance.

As an example of linear classifi cation, suppose the features 
(x

1
,…,x

N
) of an fMRI dataset are defi ned to be the average BOLD 

signal percent change in each of N regions during a task per-
formed by subjects from two different clinical populations (“A” 
an “B”). Given the values of (x

1
,…,x

N
) from a subject, the linear 

classifi er might predict that he/she belonged to group “A” if the 

Pre-processing

Regression of noise
signals

Extraction of feature
vectors

Supervised/unsupervised learning
algorithm 

A

B

C

FIGURE 1 | Example workfl ow for pattern classifi cation analysis. 

(A) Preprocessing of fMRI data can follow that used for conventional GLM 
analyses, consisting of slice-timing correction, realignment, and optional 
spatial normalization and smoothing steps. However, while the GLM can 
reduce potential noise sources by including signals such as motion 
parameters and physiological noise models as covariates in the GLM design 
matrix, MVPA does not typically have a framework for modeling confounds. 
Thus, when applying MVPA to the raw time-series, expected confounds 
should be removed from the data prior to performing MVPA, such as by 
obtaining the residuals from a regression over the nuisance variables. In 
addition, if the features are activation patterns (parameter estimates for a 
particular model), one may wish to fi rst run a GLM analysis on the fMRI data 
and extract the relevant contrast estimates. (B) Next, the pre-processed data 
should be transformed into “feature vectors”. This involves creating, for each 
data point (e.g., subject) a vector in which the ith entry corresponds to the 
value of the ith feature for that data point. Feature selection may be applied to 
reduce the number of entries in the feature vectors. (C) At this stage, one may 
choose to run an unsupervised learning algorithm to characterize patterns in 
the data, or to run a supervised learning algorithm in conjunction with cross-
validation. The parameters of the trained model can be examined for further 
insight, and the model may also be applied to make predictions on additional 
datasets so as to further explore its generalization ability.

x1 x2 … xN

w1 w2 … w
N

+

×

<0? >0?

FIGURE 2 | Schematic of linear classifi cation. Each feature (xi) of the data 
point (x1,…,xN) is multiplied by its respective weight (wi), and the summation 
of the resulting terms (ŷ x wi i i= ∑ ⋅ ) is evaluated. The classifi er predicts that 
the data point is in “class A” if ŷ < 0, and “class B” if ŷ > 0.

linear  combination w
0
 + w

1
x

1
 + … + w

N
x

N
 is <0, and “B” if the lin-

ear combination is >0 (see Figure 2). The weights (w
0
,…,w

N
) are 

the parameters of the model, which are learned during training. 
After the training process, the weights can be examined for the 
specifi c patterns of brain activity related to each clinical condi-
tion. For instance, the relative magnitudes of the individual weights 
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et al., 1996). Here, the target labels (as well as the features) are 
multi-dimensional, comprising for instance a variety of clini-
cal outcome measures or fMRI task design parameters. PLS will 
return a set of spatiotemporal components in the imaging data that 
explain joint variation between the imaging data and target labels. 
Clinical applications of PLS have included identifying large-scale 
brain networks that mediate genetic risk for obsessive–compulsive 
disorder (Menzies et al., 2007) and predicting the behavioral effects 
of nicotine use (Giessing et al., 2007).

Unsupervised Learning
Supervised learning requires the user to specify both the features 
and target label of each example in the training set. In contrast, 
unsupervised learning requires only the features (no labels), and 
attempts to learn patterns and structure in the data.

Clustering is one form of unsupervised learning, which identi-
fi es groups within the data based on the similarity of their features. 
K-means clustering assigns each data point to one of k groups, and 
has been applied to discover relationships among the time series 
of voxels in fMRI data (Golland et al., 2008; Mezer et al., 2009). 
Hierarchical clustering methods build a succession of clusters: data-
points are fi rst grouped into clusters, and the clusters themselves are 
merged into groups at a second level according to their similarity, 
and so forth, building a tree depicting the hierarchical dependence 
structure across data points (Cordes et al., 2002; Liao et al., 2008). 
Thus, while k-means clustering is informative of major subdivi-
sions in the data, hierarchical clustering provides a more complete 
characterization of relationships between data points and may be 
used to identify more subtle patterns. However, some of the rela-
tionships discovered by hierarchical clustering may be driven by 
attributes specifi c to the dataset to which it is applied, and may not 
generalize across other datasets. Thus, one must take care not to 
“overfi t” to a given dataset, and may wish to employ methods such 
as those used in Talavera (1999).

Independent component analysis (ICA) is another popular form 
of unsupervised learning. ICA can be applied to decompose a set 
of fMRI time courses into a set of spatially distinct “networks”. ICA 
has provided insight into the functional organization of the brain 
(McKeown et al., 1998; Beckmann et al., 2005) and suggested key 
functional differences across clinical populations (Greicius et al., 
2004; Calhoun et al., 2008; Rombouts et al., 2009). In addition to 
exploring the spatiotemporal structure of brain activity within indi-
viduals and groups, the spatial networks and time courses derived 
using ICA can also be used to derive features within the framework 
of supervised learning (De Martino et al., 2007; Calhoun et al., 
2008). For example, Calhoun et al. (2008) applied ICA to the data of 
bipolar and schizophrenic patients, extracting two networks from 
each subject (“default-mode” and “temporal lobe”). The networks 
were then used as input to a classifi cation algorithm, which demon-
strated high accuracy in classifying between the patient groups.

VALIDATION
As described above, an MVPA model can yield useful information 
about the properties and structure of the dataset it is trained on. 
However, for MVPA to be applicable for drawing general conclu-
sions relating brain activity patterns and clinical variables, it is 
important to know how well the model applies to subjects and 

can reveal the  relative  importance of each of the features in the 
classifi cation process (a higher magnitude of w

i
, compared to w

j
, 

indicates that feature x
i
 is weighted more heavily in determining 

the output than is x
j
), and the relative signs of the weights w

i
 and 

w
j
 can reveal whether features x

i
 and x

j
 are indicative of the same 

class (which would be the case if the signs of w
i
 and w

j
 were the 

same) or different classes.
Several commonly used linear classifi ers in neuroimaging 

include the linear support vector machine (SVM) (e.g., Kamitani 
and Tong, 2005; LaConte et al., 2005; Mourao-Miranda et al., 2005), 
linear discriminant analysis (LDA) (e.g., Haynes and Rees, 2005; 
O’Toole et al., 2005), and logistic regression (LR) (e.g., Knutson 
et al., 2007; Yamashita et al., 2008). There is no clearly “correct” 
choice of classifi er for a given problem. Studies comparing different 
classifi ers for fMRI data have shown that SVM outperforms LDA 
for particular fMRI data sets and feature selection methods (Cox 
and Savoy, 2003; Mourao-Miranda et al., 2005; Bergstrand et al., 
2009). LR and SVM are reported to have comparable performance 
(Pereira et al., 2009), though SVMs can more effi ciently handle 
high-dimensional feature spaces (Vapnik, 1996). Classifi ers that use 
nonlinear functions of the features (nonlinear classifi ers) also exist, 
though they do not always outperform linear classifi ers in practice 
(Cox and Savoy, 2003), and the parameters of a nonlinear model are 
more diffi cult to interpret than the weights of a linear classifi er.

Regression. For problems in which the target labels assume con-
tinuous values, linear regression models the target label as a linear 
combination of the features: the prediction (ŷ ) of the actual target 
label (y) is given byŷ w w x w xN N= + + +0 1 1 … .There are a variety of 
linear regression algorithms, differing from one another primarily 
according to the criterion for selecting the parameters [weights 
(w

0
,…,w

N
)]. In standard least-squares regression, the weights are 

chosen to minimize the squared error between the prediction and 
the actual target label, summed over each of the M data points in 
the training set. This function (J yn

M
n n= ∑ −=

∧
1

2( )y ) is known as the 
cost function.

In ridge regression, the weights are chosen to minimize a slightly 
different cost function, which contains both the squared error and 
the amplitude of the weights: J y y wn

M
n n i

N
i= ∑ − + ∑=

∧
=1

2
0

2( ) λ , where 
λ is an additional parameter that controls their relative importance. 
Including the amplitude term tends to improve the performance of 
the regression algorithm on data that were not used in the training 
process, as it reduces the likelihood that the solution (w) overfi ts to 
the training set (Hastie et al., 2001). Other types of objective func-
tions may produce solutions in which many of the w

i
 are equal to 

0, effectively reducing the number of features used in the model; 
this will be described further in Dimensionality reduction and 
feature selection. For clinical studies, regression may be applied 
toward mapping patterns of brain activity onto continuous out-
come measures, such as the progression or severity of a disorder. 
For example, Hoeft et al. (2007) combined behavioral, functional, 
and structural neuroimaging data in a regression analysis to predict 
phonological processing abilities of 8- to 11-year-old poor readers 
one school-year later.

Partial least squares (PLS) is a regression approach that can 
identify multivariate patterns within neuroimaging data that cov-
ary with experimental condition (McIntosh et al., 1994; McIntosh 
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scans beyond those in the training set. One method for  estimating 
the generalization ability of a supervised learning model is via 
cross- validation. In hold-out cross-validation, a subset of the data 
(training set) is used for learning the model parameters, and the 
remainder (test set) is used for validation. In validation, the trained 
model is applied to predict the target label of each data point, and 
the prediction accuracy across the test set is summarized using 
metrics such as the percentage of correctly classifi ed data points 
(for classifi cation) or mean-squared error (for regression). A cross-
 validation method that makes more effi cient use of the data is 
known as k-fold cross-validation. Here, the N data points com-
prising the entire dataset are randomly partitioned into k subsets; 
k iterations are then performed, whereupon one of the subsets is 
designated as the test set, and the remaining N–k data points are 
designated as the training set. The prediction accuracy is fi nally 
summarized as the average of the error over each of the k iterations. 
When the number of available data points is small, as is often the 
case with fMRI subject populations, one might choose to set k = 1 
(leave-one-out cross-validation), though the computational expense 
will increase since (N − 1) iterations of training are then required. 
Permutation testing can be used to determine whether the classifi -
cation accuracy is statistically signifi cant (signifi cantly better than 
chance) (e.g., see Golland and Fischl, 2003; Pereira et al., 2009).

In addition to accuracy (the fraction of correctly classifi ed data 
points in the test set), the performance of a classifi er can be quantifi ed 
using sensitivity [TP/(TP + TN)] and specifi city [TN/(TN + FP)], 
where TP is the number of true positives, TN is the number of true 
negatives, and FP is the number of false positives.

DIMENSIONALITY REDUCTION AND FEATURE SELECTION
Suppose, as in the example in the “Unsupervised learning” section, 
that one wishes to apply a classifi er to differentiate between two 
clinical populations on the basis of BOLD signal activity across 
many voxels during a task. How many voxels should be used as 
features? If every voxel in the brain is used, computation time may 
increase prohibitively. In addition, when the number of features 
greatly exceeds the number of data points in the training set, the 
performance of classifi cation and regression algorithms will suffer 
and the model will become less interpretable (Hastie et al., 2001).

It is usually the case that only a subset of voxels will actually 
provide useful information for classifying between populations. 
Reducing the set of all possible features to those of likely impor-
tance is a problem known as feature selection (Figure 1B). Feature 
selection can be performed manually – for example, we may know 
based on previous studies or complementary functional and 
structural analyses that only a few particular anatomic regions are 
hypothesized to differ between the two clinical populations, and 
can therefore choose to include only voxels contained within those 
structures. There are also methods for automatic feature selection. 
Examples include (1) recursive feature elimination, which is based 
on iteratively eliminating features having smallest SVM weights 
(De Martino et al., 2008); and (2) “sparse” methods, which are clas-
sifi cation and regression algorithms that implicitly select a subset 
of all input features to use in the model (Grosenick et al., 2008; 
Yamashita et al., 2008; Carroll et al., 2009). Automatic feature selec-
tion methods are also useful in revealing which aspects of the data 
are critical for a given classifi cation problem.

Another approach for reducing the dimensionality of a  dataset 
is to apply principal component analysis either in lieu of, or in 
conjunction with, feature selection methods. A data point in a 
high-dimensional feature space (e.g., the set of all voxels in a sub-
ject’s brain) is reduced to a smaller number of features, resulting 
from the projection of that data point onto a set of axes (principal 
components) that express the greatest directions of variability in 
the dataset.

APPLICATIONS
“BRAIN READING” WITH FMRI
Typical functional imaging studies compare brain activity during 
different experimental conditions to discover what brain regions 
are activated by particular tasks. In contrast, the classic application 
of MVPA to functional imaging data is for so-called “brain read-
ing”, that is, using patterns of brain activity to perform a reverse 
inference and decide what subjects are looking at or thinking about 
(Cox and Savoy, 2003).

This technique has grown in popularity, and has successfully been 
applied to a variety of paradigms, including discriminating between 
object categories (Haxby et al., 2001; Carlson et al., 2003; Hanson 
et al., 2004), visually presented and attended stimuli (Kamitani and 
Tong, 2005), remembered stimuli (Polyn et al., 2005), intention to 
engage in a task (Haynes et al., 2007), and deception (Davatzikos 
et al., 2005).

As the fi eld progresses, experimenters are designing tasks for 
which classifi ers can shed new light on how information is repre-
sented in the brain. In the domain of object/concept representa-
tion, three recent studies have shown that by training classifi ers to 
represent meaningful aspects of the stimuli (e.g., visual properties 
or semantic content), one can decode from a large set of novel 
images (Kay et al., 2008), accurately reconstruct novel stimuli that 
subjects have never seen (Miyawaki et al., 2008), and make quan-
titative predictions about what responses to novel stimuli should 
look like (Mitchell et al., 2008).

By interrogating the patterns of activity that classifi ers rely on 
to make inferences, we can gain information about which voxels 
in the brain are the most informative. Also, by applying classifi ers 
trained in one domain to stimuli in a different domain, we can test 
hypotheses regarding the functional overlap of neural circuitry. For 
example, in a recent study Knops et al. (2009) trained a classifi er 
to discriminate between left and right saccades, based on posterior 
parietal activity during a spatial attention task. In order to test the 
hypothesis that mental arithmetic uses circuitry involved in spatial 
coding, the same classifi er was used to decode addition or subtrac-
tion operations. Interestingly the classifi er identifi ed signifi cantly 
more addition operations as rightward saccades, compared to sub-
traction, indicating that mental arithmetic engages spatial coding 
circuitry in the parietal cortex.

Several groups have applied MVPA to detect neural repre-
sentations related to behavioral variability, taking advantage of 
the fact that MVPA can be sensitive to information coded by dif-
ferent sub-populations within a specifi c region. Li et al. (2009) 
demonstrated that as subjects learn to categorize identical stimuli 
using different rules, patterns of neural activity in specifi c brain 
regions refl ect the categorical decision, rather than the stimulus 
features. Raizada et al. (2009) have also shown that in individuals 
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with  differential ability to discriminate/ra/and/la/phonemes (e.g., 
native English and Japanese speakers), the amount to which a 
subject distinguishes between two stimuli behaviorally is related 
to the statistical separability of activity patterns in auditory cortex. 
This approach may be useful for understanding behavioral differ-
ences in a wide range of paradigms, including understanding how 
behavioral impairments in children relate to differential stimulus 
coding in the brain.

Decoding subjective experience can also contribute to our 
understanding of functional differences in brain disorders. Yoon 
et al. (2008) demonstrated that multivariate techniques may be 
more sensitive to differences between patients and controls by 
qualitatively comparing the performance of a neural-network 
classifi er to a GLM-based analysis. They trained a classifi er to 
distinguish between categories of visually presented objects dur-
ing a 1-back memory task. Classifi cation was signifi cantly more 
accurate in controls compared to patients; however, the GLM 
did not show any signifi cant differences between the groups. 
Note that in this study the classifi er did not explicitly distinguish 
between patients and controls, but rather showed that spatial 
response patterns were less consistent in the patient group rela-
tive to controls.

CLASSIFYING BRAIN DISORDERS
Applying pattern classifi cation to study clinical disorders is attrac-
tive for several reasons. One reason is that many brain disorders 
affect networks of brain regions, and therefore analysis techniques 
designed to extract distributed spatial patterns may be more sensi-
tive than more traditional mass univariate techniques. Following 
similar reasoning, MVPA techniques applied to longitudinal data 
may be useful for extracting patterns of activity or structural 
abnormalities that are predictive of abnormal cognitive develop-
ment. Finally, as many psychiatric disorders are diagnosed based on 
behavioral criteria, MVPA techniques may be useful for identifying 
endophenotypes associated with disease, and ultimately could be 
used for biologically based diagnoses.

Functional imaging
Clinical populations often show defi cits on specifi c cognitive tasks, 
which may provide clues about the underlying etiology of the dis-
ease. For example, schizophrenia patients often show a signifi cant 
difference in the amplitude of the event-related potential related to 
target detection (P300). Functional tasks, such as auditory target 
detection, may serve as good starting points for examining how 
distributed patterns of brain activity are different in patient popu-
lations. Studies using univariate analyses of this task have shown 
that schizophrenia patients show hypoactivition in several cortical 
and subcortical regions during target detection, relative to healthy 
controls (Kiehl et al., 2005). Multivariate techniques have extended 
this work by identifying networks of regions that vary together, 
suggesting abnormal auditory and executive function networks in 
schizophrenia (Kim et al., 2009).

MVPA techniques are proving useful for studying the neu-
ropathology of AZ disease. Celone et al. (2006) performed ICA 
on memory related fMRI activity in AZ and mild cognitive impair-
ment (MCI) patients, as well as age-matched healthy controls. They 
found distributed networks involved in memory activity, including 

hippocampal activation accompanied by parietal deactivation, and 
moreover found a nonlinear trajectory in fMRI network activation 
across the continuum of impairment.

As in the above examples, functional data used for pattern clas-
sifi cation may come from tasks in which different subject popula-
tions show known behavioral differences. Another approach is to 
use fMRI collected while subjects are at rest, not performing any 
explicit task. Resting state BOLD signal fl uctuations are thought 
to refl ect internalized thought processes, and have been shown 
to exhibit consistent patterns across individuals (Damoiseaux 
et al., 2006). Multivariate techniques have been applied to resting 
state data to identify regions whose activity varies together over 
time. Many studies have examined differences in resting state data 
between patient populations and controls. Differences in the default 
mode have been identifi ed in AZ (Greicius et al., 2004; Wang et al., 
2006), depression (Greicius et al., 2007), schizophrenia (Garrity 
et al., 2007), and ADHD (Zhu et al., 2005).

In pattern classifi cation analyses, one can also combine data 
from more than one source. Calhoun et al. (2008) trained a clas-
sifi er to discriminate between schizophrenic and bipolar patients 
using both task-related and resting-state (default mode) activity. 
Bipolar and schizophrenic patients share overlapping symptoms, 
motivating the need for reliable brain-based classifi ers for assisting 
in diagnosis. Given that the subjects identifi ed as bipolar or schizo-
phrenic in the study by Calhoun et al. (2008) were triaged based on 
behavioral criteria, it would be interesting to see how unsupervised 
approaches would group the subjects, and whether the resulting 
patterns would resemble those resulting from the supervised classi-
fi cation of behaviorally labeled patient data. Unsupervised methods 
are designed to uncover structure present in the data without any 
user-provided labels, and in the future could be used to inform 
diagnostic criteria for disease (Hrdlicka et al., 2005).

Structural imaging
Brain structure has been found to refl ect life experience (Bengtsson 
et al., 2005), correlate with personality traits (Cohen et al., 2009), 
and relate to psychiatric diagnosis (Lawrie and Abukmeil, 1998). 
Multivariate techniques are also relevant for analyses of structural 
data, as they may be more sensitive to distributed patterns of struc-
tural change.

Multivariate methods have identifi ed supra-regional fronto-tem-
poral abnormalities in schizophrenia (Wright et al., 1999), in addition 
to global changes. MVPA has also shown high accuracy at diagnosing 
AZ disease, and in fact the spatial patterns were robust enough that 
a classifi er trained on one scanner could accurately diagnose based 
on scans collected at another center (Kloppel et al., 2008).

MVPA techniques may be a useful for predicting disease suscep-
tibility and progression. Studies using pattern classifi cation on AZ 
patients and MCI patients have found that some MCI patients show 
greater structural similarities to the AZ patients, while others were 
more similar to healthy controls (Fan et al., 2008a; Misra et al., 2009). 
Interestingly, similarities to the AZ group patterns were predictive 
of subsequent cognitive decline (Misra et al., 2009), indicating that 
structural brain scans could play a role in treatment decisions.

The onset of psychosis is often preceded by what is referred to as 
an at risk mental state (ARMS), during which patients show the fi rst 
symptoms of disorder. However, as symptoms are  heterogeneous 
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and not 100% predictive of future psychosis, the discovery of bio-
logical markers for disease onset would greatly help with early 
intervention. To this end, Koutsouleris et al. (2009) trained a clas-
sifi er to recognize structural scans belonging to healthy controls 
compared to ARMS patients. They then followed up with these 
patients 4 years later, and trained a second classifi er on the original 
scan data, labeling the scans based on whether the patient did or did 
not transition to disease. They were able to distinguish with 82% 
accuracy those who would transition to disease based on abnormal 
structural patterns present before the onset of psychosis. This study 
could have important implications for deciding treatment course 
in individuals who present with ARMS, and suggests that other 
disorders may also benefi t from similar research into functional 
or structural patterns in individuals at risk. In general, the ability 
to correlate patterns with future outcomes is very interesting, and 
can be facilitated by the assembly of longitudinal databases [e.g., 
ADNI1  and the NIH Study of Normal Brain Development2].

Unsupervised learning techniques may also be a powerful 
method for defi ning subtypes within heterogeneous spectrum 
disorders such as autism. For example, Hrdlicka et al. (2005) used 
a clustering algorithm on MRIs from 64 subjects with autism. In 
this study, experienced neuroradiologists manually traced brain 
structures on the MRI scans, such as the corpus callosum, amygdala, 
hippocampus and caudate. Surface areas for these structures, along 
with a measure of gray matter thickness, were entered into a hierar-
chical clustering algorithm. On the basis of this fairly course spatial 
information, they identifi ed several clusters within the subjects 
that correlated with factors such as age of pregnancy and scores 
on the Childhood Autism Rating Scale (CARS) autism diagnostic 
tool. While all individuals in the study were diagnosed as “autistic” 
based on the CARS, individual symptoms and brain structure were 
nonetheless heterogeneous. This study provides hope that with 
fi ner spatial measures, and a larger sample size, some biologically 
based subtypes of autism may be identifi ed.

Multimodal
MVPA does not require a model of the expected response, making 
it easy to combine data across modalities. For instance, Fan et al. 
(2008b) combined functional PET data and anatomical MRI data 
from patients with MCI and healthy aging, demonstrating that very 
high classifi cation rates can be achieved by combining information 
from different sources.

There is growing interest in using biomarkers from brain imag-
ing to identify disease-relevant genes or patterns of genes. One 
method for interrogating genetic effects on functional brain activity 
is to group subjects based on a specifi c genetic polymorphism of 
interest. Tura et al. (2008) examined schizophrenic patients with 
different genotypes for the dopamine receptor DRD1. They found 
that thought behavior did not differ between the groups, multi-
variate patterns of activity on a working memory task signifi cantly 
differentiated between the genotypes.

Another method involves detecting covarying patterns across 
modalities. Liu et al. (2009) used parallel ICA to uncover cova-
rying patterns of activity in fMRI and genetic data. The authors 

identifi ed a genetic component – an array of single nucleotide 
 polymorphisms – that signifi cantly correlated with a pattern of 
brain activity in schizophrenics. Hardoon et al. (2009) applied a 
conceptually similar method, kernel correlation analysis, to show 
genetic infl uence on gray matter structure in healthy controls. This 
type of study may help the search for disease relevant genes, but 
results will need to be validated in larger populations.

PEDIATRIC POPULATIONS
While most neuroimaging MVPA studies have involved young and 
older adults, MVPA techniques have several potential applications 
in pediatric developmental and clinical studies. Here we discuss 
possibilities and challenges for studies in pediatric populations.

Healthy development
An interesting application of MVPA for developmental studies is 
identifying functional and structural patterns that are predictive of 
development of cognitive skills, such as reading and mathematics. 
Hoeft et al. (2007) used multiple regression to show that sMRI, 
fMRI and behavioral measures taken at the beginning of the school 
year could be combined to predict reading ability at the end of 
the school year, in 8- to 11-year-old poor readers, with greater 
accuracy than brain or behavioral data alone. Information from 
this type of study could be useful to inform educational practice 
(Meltzoff et al., 2009).

There are many challenges specifi c to neuroimaging in pediatric 
populations (Berl et al., 2006; Kotsoni et al., 2006; O’Shaughnessy 
et al., 2008). Children, compared to adults, are likely to exhibit 
more variability in both brain structure and activity. Individuals 
mature at different rates, and therefore a sample of children in a 
given age range will likely be more heterogeneous than a sample 
of healthy adults.

One model of brain development suggests that regional activa-
tions are more diffuse in childhood and become more focal with 
development (Durston et al., 2006). However, there is increasing 
evidence suggesting that functional maturation may proceed dif-
ferently in different brain regions, and a model of focalization with 
development is likely not suffi cient to explain the full range of 
developmental changes (Blakemore and Choudhury, 2006; Brown 
et al., 2006; Durston and Casey, 2006; Durston et al., 2006). In fact, 
some evidence suggests that brain networks come to rely less on 
spatial proximity and more on functional importance, becoming 
less “local” and more “distributed” with development (Fair et al., 
2009). MVPA is agnostic with regard to models of development, 
and may be more sensitive to distributed patterns that differentiate 
adults and children.

Developmental disorders
A major focus in the study of developmental brain disorders is 
the early identifi cation of individuals at risk (Koutsouleris et al., 
2009). Indeed, one of the NIMH strategic objectives is to “Chart 
mental illness trajectories to determine when, where, and how to 
intervene”3. Longitudinal studies, in which outcomes can be related 
to patterns of activation or structure, are one very  promising 

1http://www.loni.ucla.edu/ADNI/
2http://www.bic.mni.mcgill.ca/nihpd/info/ 3http://nimh.nih.gov/about/strategic-planning-reports/index.shtml
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 application of this technique. As mentioned above, this tech-
nique is already beginning to be applied for predicting transition 
to disease in adult populations (Fan et al., 2008a; Koutsouleris 
et al., 2009).

While there are few studies using this technique in pediatric 
populations to date, Hoeft et al. (2008) showed that fi ne structural 
features of the brain can be used to distinguish healthy children 
from patients with genetic disorders such as fragile X syndrome 
(FXS) with greater than 90% accuracy, even in children aged 1–3 
years (Figure 3). It is well known that individuals with FXS have 
enlarged caudates relative to the general population (Reiss et al., 
1995), suggesting that classifi er performance could hinge on cau-
date volume alone. However, even when the caudate was removed 
from the training data, the classifi er was still able to signifi cantly 
distinguish FXS from both typically developing and developmen-
tally delayed controls with an accuracy of ∼89%, implying that 
information about abnormal brain structure in this disorder is 
distributed in voxels throughout the brain.

FXS is a genetically defi ned clinical group with a well character-
ized infl uence on brain development, which is strong enough to 
be uncovered using voxelwise analyses (Reiss et al., 1995; Lee et al., 
2007; Hoeft et al., 2008). However, MVPA methods may be most 
fruitful for studying patient groups with more subtle distributed 
pathology (Zhu et al., 2008). In particular, we foresee interesting 
applications in (1) predicting the onset of brain disorders based 
on structural or functional patterns, (2) predicting individual 
response to treatment, and (3) identifi cation of disease-relevant 
endophenotypes/biomarkers.

CHALLENGES AND LIMITATIONS FOR MVPA IN 
PEDIATRIC POPULATIONS
The challenges of neuroimaging in pediatric populations are well 
known (Berl et al., 2006; Kotsoni et al., 2006; O’Shaughnessy et al., 
2008). In this section we will discuss some of the challenges in 
applying MVPA to pediatric populations.

MOTION
Subject motion makes brain imaging studies in pediatric clinical 
populations very diffi cult. Preprocessing can be used to mitigate 
this problem; however since motion affects the signal globally, task-
 correlated motion may have a strong impact on pattern classifi ca-
tion techniques that draw power from integrating over many voxels. 
Therefore, special care should be taken to ensure that patterns are 
representative of neural, rather than motion-induced, changes in 
BOLD signal.

REGISTRATION WITH STANDARD TEMPLATES
Standard templates used to align MR images into a common 
space are built using adult brains (Talairach and Tournoux, 1988). 
It has been found that the normalization procedure can cause 
 signifi cant distortions in brains of children 6 and under (Muzik 
et al., 2000), while for older children this is less of an issue (Muzik 
et al., 2000; Burgund et al., 2002; Wilke et al., 2002; Kang et al., 
2003). However, if similar distortions are applied to one group of 
subjects in a classifi er, it may affect MVPA results. It is therefore 
worth taking precautions to ensure that classifi ers are not relying 
on image distortion.

Weight
6.0e-2

0

–6.0e–2

Significant 
Voxels
positive

negative
Posterior 
Vermis Fusiform Gyrus

Amygdala

Hippocampus Thalamus

CaudateAnterior Insula
Inferior Frontal Gyrus

left

Hypothalamus

-2

FIGURE 3 | Pattern classifi cation results for FXS versus TD/DD; 

classifi cation rates above 90% were achieved in this analysis. Whole-brain 
representation of pattern classifi cation results from FXS versus TD or DD using 
all gray matter voxels. Axial brain images of weight vectors from leave-one-out 

support vector machine analysis for all voxels (top) and spatial patterns of the 
most signifi cant voxels when thresholded at P = 0.05 (according to 2000 
permutations) (bottom) are shown. Reprinted with permission from Hoeft et al. 
(2008). Copyright © 2008 American Medical Association. All rights reserved.
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in neurocognition. Neuroimage 30, 
679–691.

Blakemore, S. J., and Choudhury, S. (2006). 
Brain development during puberty: 
state of the science. Dev. Sci. 9, 11–14.

Bode, S., and Haynes, J. D. (2009). 
Decoding sequential stages of task 
preparation in the human brain. 
Neuroimage 45, 606–613.

Brown, T. T., Petersen, S. E., and 
Schlaggar, B. L. (2006). Does human 
functional brain organization shift 
from diffuse to focal with develop-
ment? Dev. Sci. 9, 9–11.

Bunge, S. A., Dudukovic, N. M., 
Thomason, M. E., Vaidya, C. J., and 
Gabrieli, J. D. E. (2002). Immature 
frontal lobe contributions to cogni-
tive control in children: evidence from 
fMRI. Neuron 33, 301–311.

Burgund, E. D., Kang, H. C., Kelly, J. E., 
Buckner, R. L., Snyder, A. Z., 
Petersen, S. E., and Schlaggar, B. L. 
(2002). The feasibility of a com-
mon stereotactic space for chil-
dren and adults in fMRI studies 
of  development. Neuroimage 17, 
184–200.

Calhoun, V. D., Adali, T., McGinty, V. B., 
Pekar, J. J., Watson, T. D., and 
Pearlson, G. D. (2001). fMRI acti-
vation in a visual-perception task: 
network of areas detected using the 
general linear model and independ-
ent components analysis. Neuroimage 
14, 1080–1088.

model the shape of the neural response, univariate GLM models 
may be more appropriate for testing whether fMRI time courses 
correlate with specifi c signals of interest, (e.g., prediction error 
signals in reward learning or other model derived phasic signals 
O’Doherty et al., 2003), or for testing for responses within a particu-
lar region that vary in a graded manner with task parameters.

It is also worth noting that pattern classifi cation is a research 
fi eld in and of itself, and methods are continually being improved. 
Therefore, not every tool should be expected to provide great results 
“straight out of the box”, and a good understanding of analysis 
methods is always important for interpreting the results.

MVPA is a promising tool for neuroimaging of brain develop-
ment, with potential to yield novel insights into both healthy brain 
development and the pathology of developmental brain disorders. 
While these methods are still relatively new, the rapid acceleration of 
applications in both structural and functional neuroimaging indi-
cates that MVPA is poised to become a standard analysis tool that 
can complement GLM-based analyses (e.g., Dux et al., 2009).
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OTHER LIMITATIONS
With the relatively small sample sizes that are the norm in 
 neuroimaging studies, overfi tting is a concern, and results must 
be interpreted with caution. Before these methods can be deployed 
in a clinical setting, studies with larger cohorts must be undertaken 
(Koutsouleris et al., 2009).

In addition, MVPA methods are not ideal for testing hypotheses 
regarding the involvement of a specifi c brain region in a given 
task. The results of an MVPA analysis can tell you only the rela-
tive amount of information given by a particular voxel. Moreover, 
patterns of weights are likely to be more diffi cult to interpret than 
a signifi cant result at a specifi ed region of interest.

CONCLUSION
MVPA is useful for answering questions about functional and struc-
tural organization in the brain, and can have greater sensitivity 
and descriptive power than mass univariate methods. While MVPA 
techniques have yet to be widely adopted in pediatric neuroimaging, 
we expect to see applications in several domains in coming years. 
These include both predicting normal cognitive development and 
detecting patterns related to brain disorders that may be used for 
diagnosis or treatment.

While MVPA methods are attractive in a variety of situations, 
they are likely not appropriate to answer any and all questions about 
brain function. In particular, because MVPA does not explicitly 

REFERENCES
Ashburner, J., and Friston, K. J. (2000). 

Voxel-based morphometry – the 
methods. Neuroimage 11, 805–821.

Bandettini, P. A. (2009). What’s New 
in Neuroimaging Methods? Year in 
Cognitive Neuroscience 2009. Oxford, 
Blackwell Publishing, pp. 260–293.

Beckmann, C. F., DeLuca, M., Devlin, J. T., 
and Smith, S. M. (2005). Investigations 
into resting-state connectivity using 
independent component analysis. 
Philos. Trans. R. Soc. Lond., B, Biol. 
Sci. 360, 1001–1013.

Bengtsson, S. L., Nagy, Z., Skare, S., 
Forsman, L., Forssberg, H., and 
Ullen, F. (2005). Extensive piano prac-
ticing has regionally specifi c effects 
on white matter development. Nat. 
Neurosci. 8, 1148–1150.

Bergstrand, S., Bjornsdotter Aberg, M., 
Niiniskorpi, T., and Wessberg, J. 
(2009). Towards unified analysis 
of EEG and fMRI: a comparison 
of classifi ers for single-trial pattern 
recognition. In Proceedings of the 
Second International Conference 
on Bio-inspired Systems and Signal 
Processing, P. Encarnação and A. 
Veloso, eds (Porto, Institute for Systems 
and Technologies of Information, 
Control and Communication), pp. 
273–278.

Berl, M. M., Vaidya, C. J., and Gaillard, 
W. D. (2006). Functional imaging of 
developmental and adaptive changes 

Calhoun, V. D., Maciejewski, P. K., Pearlson, 
G. D., and Kiehl, K. A. (2008). Temporal 
lobe and “default” hemodynamic brain 
modes discriminate between schizo-
phrenia and bipolar disorder. Hum. 
Brain Mapp. 29, 1265–1275.

Carlson, T. A., Schrater, P., and He, S. 
(2003). Patterns of activity in the cat-
egorical representations of objects. 
J. Cogn. Neurosci. 15, 704–717.

Carroll, M. K., Cecchi, G. A., Rish, I., 
Garg, R., and Rao, A. R. (2009). 
Prediction and interpretation of dis-
tributed neural activity with sparse 
models. Neuroimage 44, 112–122.

Casey, B. J., Trainor, R. J., Orendi, J. L., 
Schubert, A. B., Nystrom, L. E., 
Giedd, J. N., Castellanos, F. X., 
Haxby, J. V., Noll, D. C., Cohen, J. D., 
Forman, S. D., Dahl, R. E., and 
Rapoport, J. L. (1997). A developmen-
tal functional MRI study of prefron-
tal activation during performance of 
a Go–No-Go task. J. Cogn. Neurosci. 
9, 835–847.

Celone, K. A., Calhoun, V. D., 
Dickerson, B. C., Atri, A., Chua, E. F., 
Miller, S. L., DePeau, K., Rentz, D. M., 
Selkoe, D.J., Blacker, D., Albert, M. S., 
and Sperling, R. A. (2006). Alterations 
in memory networks in mild cognitive 
impairment and Alzheimer’s disease: 
an independent component analysis. 
J. Neurosci. 26, 10222–10231.

Cohen, M. X., Schoene-Bake, J. C., 
Elger, C. E., and Weber, B. (2009). 

Connectivity-based segregation of 
the human striatum predicts person-
ality characteristics. Nat. Neurosci. 12, 
32–34.

Cordes, D., Haughton, V., Carew, J. D., 
Arfanakis, K., and Maravilla, K. 
(2002). Hierarchical clustering to 
measure connectivity in fMRI  resting-
state data. Magn. Reson. Imaging 20, 
305–317.

Cox, D. D., and Savoy, R. L. (2003). 
Functional magnetic resonance imag-
ing (fMRI) “brain reading”: detecting 
and classifying distributed patterns of 
fMRI activity in human visual cortex. 
Neuroimage 19, 261–270.

Cox, R. W. (1996). AFNI: software for 
analysis and visualization of functional 
magnetic resonance neuroimages. 
Comput. Biomed. Res. 29, 162–173.

Damoiseaux, J. S., Rombouts, S., 
Barkhof, F., Scheltens, P., Stam, C. J., 
Smith, S. M., and Beckmann, C. F. 
(2006). Consistent resting-state 
networks across healthy subjects. 
Proc. Natl. Acad. Sci. U.S.A. 103, 
13848–13853.

Davatzikos, C., Resnick, S. M., Wu, X., 
Parmpi, P., and Clark, C. M. (2008). 
Individual patient diagnosis of AD 
and FTD via high-dimensional pat-
tern classifi cation of MRI. Neuroimage 
41, 1220–1227.

Davatzikos, C., Ruparel, K., Fan, Y., 
Shen, D. G., Acharyya, M., Loughead, J. 
W., Gur, R. C., and Langleben, D. D. 



Frontiers in Human Neuroscience www.frontiersin.org October 2009 | Volume 3 | Article 32 | 10

Bray et al. MVPA in developmental neuroimaging

MRI. Proc. Natl. Acad. Sci. U.S.A. 101, 
4637–4642.

Grosenick, L., Greer, S., and Knutson, B. 
(2008). Interpretable classifiers for 
FMRI improve prediction of pur-
chases. IEEE Trans. Neural Syst. 
Rehabil. Eng. 16, 539–548.

Handwerker, D. A., Gazzaley, A., 
Inglis, B. A., and D’Esposito, M. (2007). 
Reducing vascular variability of fMRI 
data across aging populations using a 
breathholding task. Hum. Brain Mapp. 
28, 846–859.

Handwerker, D. A., Ollinger, J. M., and 
D’Esposito, M. (2004). Variation 
of BOLD hemodynamic responses 
across subjects and brain regions and 
their effects on statistical analyses. 
Neuroimage 21, 1639–1651.

Hanson, S. J., Matsuka, T., and Haxby, J. V. 
(2004). Combinatorial codes in ven-
tral temporal lobe for object recog-
nition: Haxby (2001) revisited: is 
there a “face” area? Neuroimage 23, 
156–166.

Hardoon, D. R., Ettinger, U., Mourao-
Miranda, J., Antonova, E., Collier, D., 
Kumari, V., Williams, S. C. R., and 
Brammer, M. (2009). Correlation-
based multivariate analysis of genetic 
infl uence on brain volume. Neurosci. 
Lett. 450, 281–286.

Harrison, P. J. (1999). The neuropathology 
of schizophrenia – a critical review of 
the data and their interpretation. Brain 
122, 593–624.

Hastie, T. J., Friedman, J. H., and 
Tibshirani, R. (2001). The Elements 
of Statistical Learning: Data Mining, 
Inference and Prediction. New York, 
Springer.

Haxby, J. V., Gobbini, M. I., Furey, M. L., 
Ishai, A., Schouten, J. L., and Pietrini, P. 
(2001). Distributed and overlapping 
representations of faces and objects in 
ventral temporal cortex. Science 293, 
2425–2430.

Haynes, J. D., and Rees, G. (2005). 
Predicting the stream of consciousness 
from activity in human visual cortex. 
Curr. Biol. 15, 1301–1307.

Haynes, J. D., and Rees, G. (2006). 
Decoding mental states from brain 
activity in humans. Nat. Rev. Neurosci. 
7, 523–534.

Haynes, J. D., Sakai, K., Rees, G., Gilbert, S., 
Frith, C., and Passingham, R. E. (2007). 
Reading hidden intentions in the 
human brain. Curr. Biol. 17, 323–328.

Hoeft, F., Lightbody, A. A., Hazlett, H. C., 
Patnaik, S., Piven, J., and Reiss, A. L. 
(2008). Morphometric spatial patterns 
differentiating boys with fragile X syn-
drome, typically developing boys, and 
developmentally delayed boys aged 1 
to 3 years. Arch. Gen. Psychiatry 65, 
1087–1097.

Hoeft, F., Ueno, T., Reiss, A. L., Meyler, A., 
Whitfi eld-Gabrieli, S., Glover, G. H., 

Friston, K. J., Buechel, C., Fink, G. R., 
Morris, J., Rolls, E., and Dolan, R. J. 
(1997). Psychophysiological and mod-
ulatory interactions in neuroimaging. 
Neuroimage 6, 218–229.

Friston, K. J., Frith, C. D., Turner, R., 
and Frackowiak, R. S. J. (1995a). 
Characterizing evoked hemodynamics 
with fMRI. Neuroimage 2, 157–165.

Friston, K. J., Holmes, A. P., Poline, J. B., 
Grasby, P. J., Williams, S. C., 
Frackowiak, R. S., and Turner, R. 
(1995b). Analysis of fMRI time-series 
revisited. Neuroimage 2, 45–53.

Friston, K. J., Harrison, L., and Penny, W. 
(2003). Dynamic causal modelling. 
Neuroimage 19, 1273–1302.

Garrity, A. G., Pearlson, G. D., 
McKiernan, K., Lloyd, D., Kiehl, K. A., 
and Calhoun, V. D. (2007). Aberrant 
“default mode” functional connectiv-
ity in schizophrenia. Am. J. Psychiatry 
164, 450–457.

Giessing, C., Fink, G. R., Rosler, F., and 
Thiel, C. M. (2007). fMRI data pre-
dict individual differences of behav-
ioral effects of nicotine: a partial least 
square analysis. J. Cogn. Neurosci. 19, 
658–670.

Gogtay, N., Giedd, J. N., Lusk, L., Hayashi, 
K. M., Greenstein, D., Vaituzis, A. C., 
Nugent, T. F., Herman, D. H., Clasen, 
L. S., Toga, A. W., Rapoport, J. L., and 
Thompson, P. M. (2004). Dynamic 
mapping of human cortical develop-
ment during childhood through early 
adulthood. Proc. Natl. Acad. Sci. U.S.A. 
101, 8174–8179.

Golland, P., and Fischl, B. (2003). 
Permutation tests for classifi cation: 
towards statistical significance in 
image-based studies. Inf. Process. Med. 
Imaging 18, 330–341.

Golland, Y., Golland, P., Bentin, S., and 
Malach, R. (2008). Data-driven clus-
tering reveals a fundamental subdivi-
sion of the human cortex into two 
global systems. Neuropsychologia 46, 
540–553.

Greicius, M. D., Flores, B. H., Menon, V., 
Glover, G. H., Solvason, H. B., 
Kenna, H., Reiss, A. L., and 
Schatzberg, A. F. (2007). Resting-
state functional connectivity in major 
depression: abnormally increased con-
tributions from subgenual cingulate 
cortex and thalamus. Biol. Psychiatry 
62, 429–437.

Greicius, M. D., and Menon, V. (2004). 
Default-mode activity during a 
passive sensory task: uncoupled 
from deactivation but impacting 
activation. J. Cogn. Neurosci. 16, 
1484–1492.

Greicius, M. D., Srivastava, G., Reiss, A. L., 
and Menon, V. (2004). Default-
mode network activity distinguishes 
Alzheimer’s disease from healthy 
aging: Evidence from functional 

(2005). Classifying spatial patterns of 
brain activity with machine learning 
methods: application to lie detection. 
Neuroimage 28, 663–668.

De Martino, F., Gentile, F., Esposito, F., 
Balsi, M., Di Salle, F., Goebel, R., and 
Formisano, E. (2007). Classifi cation of 
fMRI independent components using 
IC-fingerprints and support vector 
machine classifi ers. Neuroimage 34, 
177–194.

De Martino, F., Valente, G., Staeren, N., 
Ashburner, J., Goebel, R., and 
Formisano, E. (2008). Combining 
multivariate voxel selection and 
 support vector machines for mapping 
and classifi cation of fMRI spatial pat-
terns. Neuroimage 43, 44–58.

Durston, S., and Casey, B. J. (2006). A shift 
from diffuse to focal cortical activity 
with development: the authors’ reply. 
Dev. Sci. 9, 18–20.

Durston, S., Davidson, M. C., Tottenham, N., 
Galvan, A., Spicer, J., Fossella, J. A., and 
Casey, B. J. (2006). A shift from diffuse 
to focal cortical activity with develop-
ment. Dev. Sci. 9, 1–8.

Dux, P. E., Tombu, M. N., Harrison, S., 
Rogers, B. P., Tong, F., and Marois, R. 
(2009). Training improves multitask-
ing performance by increasing the 
speed of information processing in 
human prefrontal cortex. Neuron 63, 
127–138.

Eger, E., Ashburner, J., Haynes, J. D., 
Dolan, R. J., and Rees, G. (2008). fMRI 
activity patterns in human LOC carry 
information about object exemplars 
within category. J. Cogn. Neurosci. 20, 
356–370.

Fair, D. A., Cohen, A. L., Power, J. D., 
Dosenbach, N. U. F., Church, J. A., 
Miezin, F. M., Schlaggar, B. L., and 
Petersen, S. E. (2009). Functional brain 
networks develop from a “local to dis-
tributed” organization. PLoS Comput. 
Biol. 5, e1000381. doi: 10.1371/journal.
pcbi.1000381

Fan, Y., Batmanghelich, N., Clark, C. M., 
and Davatzikos, C.; Alzheimer’s 
Disease Neuroimaging Initiative. 
(2008a). Spatial patterns of brain 
atrophy in MCI patients, identifi ed 
via high-dimensional pattern classi-
fi cation, predict subsequent cognitive 
decline. Neuroimage 39, 1731–1743.

Fan, Y., Resnick, S. M., Wu, X. Y., and 
Davatzikos, C. (2008b). Structural 
and functional biomarkers of pro-
dromal Alzheimer’s disease: a high-
 dimensional pattern classification 
study. Neuroimage 41, 277–285.

Fox, M. D., Snyder, A. Z., Vincent, J. L., 
Corbetta, M., Van Essen, D. C., and 
Raichle, M. E. (2005). The human 
brain is intrinsically organized into 
dynamic, anticorrelated functional 
networks. Proc. Natl. Acad. Sci. U.S.A. 
102, 9673–9678.

Keller, T. A., Kobayashi, N., Mazaika, P., 
Jo, B., Just, M. A., and Gabrieli, J. D. E. 
(2007). Prediction of children’s read-
ing skills using behavioral, functional, 
and structural neuroimaging meas-
ures. Behav. Neurosci. 121, 602–613.

Hrdlicka, M., Dudova, I., Beranova, I., 
Lisy, J., Belsan, T., Neuwirth, J., 
Komarek, V., Faladova, L., Havlovicova, 
M., Sedlacek, Z., Blatny, M., and 
Urbanek, T. (2005). Subtypes of 
autism by cluster analysis based 
on structural MRI data. Eur. Child 
Adolesc. Psychiatry 14, 138–144.

Kamitani, Y., and Tong, F. (2005). 
Decoding the visual and subjective 
contents of the human brain. Nat. 
Neurosci. 8, 679–685.

Kang, H. C., Burgund, E. D., Lugar, H. M., 
Petersen, S. E., and Schlaggar, B. L. 
(2003). Comparison of functional 
activation foci in children and adults 
using a common stereotactic space. 
Neuroimage 19, 16–28.

Kay, K. N., Naselaris, T., Prenger, R. J., and 
Gallant, J. L. (2008). Identifying natu-
ral images from human brain activity. 
Nature 452, U352–U357.

Kiehl, K. A., Stevens, M. C., Celone, K., 
Kurtz, M., and Krystal, J. H. (2005). 
Abnormal  hemodynamics  in 
 schizophrenia during an auditory 
oddball task. Biol. Psychiatry 57, 
1029–1040.

Kim, D. I., Mathalon, D. H., Ford, J. M., 
Mannell , M., Turner, J. A. , 
Brown, G. G., Belger, A., Gollub, R., 
Lauriello, J., Wible, C., O’Leary, D., 
Lim, K., Toga, A., Potkin, S. G., Birn, F., 
and Calhoun, V. D. (2009). Auditory 
oddball defi cits in schizophrenia: an 
inde pendent component analysis of 
the fMRI multisite function BIRN 
study. Schizophr. Bull. 35, 67–81.

Kloppel, S., Stonnington, C. M., Barnes, 
J., Chen, F., Chu, C., Good, C. D., 
Mader, I., Mitchell, L. A., Patel, A. C., 
Roberts, C. C., Fox, N. C., Jack, C. R., 
Ashburner, J., and Frackowiak, R. S. J. 
(2008). Accuracy of  dementia 
 diagnosis – a direct comparison 
between radiologists and a computer-
ized method. Brain 131, 2969–2974.

Knops, A., Thirion, B., Hubbard, E. M., 
Michel, V., and Dehaene, S. (2009). 
Recruitment of an area involved in eye 
movements during mental arithmetic. 
Science 324, 1583–1585.

Knutson, B., Rick, S., Wimmer, G. E., 
Prelec, D., and Loewenstein, G. (2007). 
Neural predictors of purchases. Neuron 
53, 147–156.

Kotsoni, E., Byrd, D., and Casey, B. J. (2006). 
Special considerations for functional 
magnetic resonance  imaging of pedi-
atric populations. J. Magn. Reson. 
Imaging 23, 877–886.

Koutsouleris, N., Meisenzahl, E. M., 
Davatzikos, C., Bottlender, R., 



Frontiers in Human Neuroscience www.frontiersin.org October 2009 | Volume 3 | Article 32 | 11

Bray et al. MVPA in developmental neuroimaging

Thomas, K. M., Drevets, W. C., 
Whalen, P. J., Eccard, C. H., Dahl, R. E., 
Ryan, N. D., and Casey, B. J. (2001). 
Amygdala response to facial expres-
sions in children and adults. Biol. 
Psychiatry 49, 309–316.

Thomason, M. E., Burrows, B. E., 
Gabrieli, J. D., and Glover, G. H. 
(2005). Breath holding reveals differ-
ences in fMRI BOLD signal in children 
and adults. Neuroimage 25, 824–837.

Tura, E., Turner, J. A., Fallon, J. H., 
Kennedy, J. L., and Potkin, S. G. 
(2008). Multivariate analyses suggest 
genetic impacts on neurocircuitry 
in  schizophrenia. Neuroreport 19, 
603–607.

Vaadia, E., Haalman, I., Abeles, M., 
Bergman, H., Prut, Y., Slovin, H., and 
Aertsen, A. (1995). Dynamics of neu-
ronal interactions in monkey cortex in 
relation to behavioral events. Nature 
373, 515–518.

Vapnik, V. (1996). The Nature of 
Statistical Learning Theory. New York, 
Springer-Verlag.

Wang, K., Jiang, T. Z., Liang, M., Wang, L., 
Tian, L. X., Zhang, X. Q., Li, K. C., and 
Liu, Z. N. (2006). Discriminative anal-
ysis of early Alzheimer’s disease based 
on two intrinsically anti- correlated 
networks with resting-state fMRI. 
In Medical Image Computing and 
Computer-Assisted Intervention – 
MICCAI 2006. R. Larsen, M. Nielsen 
and J. Sporring, eds (Berlin, Springer-
Verlag), pp. 340–347.

Wilke, M., Schmithorst, V. J., and 
Holland, S. K. (2002). Assessment of 
spatial normalization of whole-brain 
magnetic resonance images in chil-
dren. Hum. Brain Mapp. 17, 48–60.

Worsley, K. J., Liao, C. H., Aston, J., 
Petre, V., Duncan, G. H., Morales, F., 
and Evans, A. C. (2002). A general 
statistical analysis for fMRI data. 
Neuroimage 15, 1–15.

Worsley, K. J., Marrett, S., Neelin, P., 
Vandal, A. C., Friston, K. J., and 
Evans, A. C. (1996). A unifi ed statistical 
approach for determining signifi cant 
signals in images of cerebral activation. 
Hum. Brain Mapp. 4, 58–73.

Wright, I. C., Sharma, T., Ellison, Z. R., 
McGuire, P. K., Friston, K. J., 
Brammer, M. J., Murray, R. M., and 
Bullmore, E. T. (1999). Supra-regional 
brain systems and the neuropathol-
ogy of schizophrenia. Cereb. Cortex 
9, 366–378.

Yamashita, O., Sato, M. A., Yoshioka, T., 
Tong, F., and Kamitani, Y. (2008). 
Sparse estimation automatically 
selects voxels relevant for the decoding 
of fMRI activity patterns. Neuroimage 
42, 1414–1429.

Yoon, J. H., Tamir, D., Minzenberg, 
M. J., Ragland, J. D., Ursu, S., and 
Carter, C. S. (2008). Multivariate 

Frodl, T., Scheuerecker, J., Schmitt, G., 
Zetzsche, T., Decker, P., Reiser, M., 
Moller, H.-J., and Gaser, C. (2009). 
Use of neuroanatomical pattern 
classifi cation to identify subjects in 
at-risk mental states of psychosis and 
predict disease transition. Arch. Gen. 
Psychiatry 66, 700–712.

Kriegeskorte, N., Goebel, R., and 
Bandettini, P. (2006). Information-
based  functional brain mapping. 
Proc. Natl. Acad. Sci. U.S.A. 103, 
3863–3868.

LaConte, S., Strother, S., Cherkassky, V., 
Anderson, J., and Hu, X. (2005). 
Support vector machines for tempo-
ral classifi cation of block design fMRI 
data. Neuroimage 26, 317–329.

Lawrie, S. M., and Abukmeil, S. S. (1998). 
Brain abnormality in schizophrenia – 
a systematic and quantitative review 
of volumetric magnetic resonance 
imaging studies. Br. J. Psychiatry 172, 
110–120.

Lee, A. D., Leow, A. D., Lu, A., Reiss, A. L., 
Hall, S., Chiang, M. C., Toga, A. W., 
and Thompson, P. M. (2007). 3D pat-
tern of brain abnormalities in Fragile 
X syndrome visualized using tensor-
based morphometry. Neuroimage 34, 
924–938.

Li, S., Mayhew, S. D., and Kourtzi, Z. 
(2009). Learning shapes the repre-
sentation of behavioral choice in the 
human brain. Neuron 62, 441–452.

Liao, W., Chen, H., Yang, Q., and Lei, X. 
(2008). Analysis of fMRI data using 
improved self-organizing mapping 
and spatio-temporal metric hierar-
chical clustering. IEEE Trans. Med. 
Imaging 27, 1472–1483.

Liu, J. Y., Pearlson, G., Windemuth, A., 
Ruano, G., Perrone-Bizzozero, N. I., 
and Calhoun, V. (2009). Combining 
fMRI and SNP data to investigate 
connections between brain function 
and genetics using parallel ICA. Hum. 
Brain Mapp. 30, 241–255.

McIntosh, A. R., Bookstein, F. L., 
Haxby, J. V., and Grady, C. L. (1996). 
Spatial pattern analysis of functional 
brain images using partial least 
squares. Neuroimage 3, 143–157.

McIntosh, A. R., Grady, C. L., 
Ungerleider, L. G., Haxby, J. V., 
Rapoport, S. I., and Horwitz, B. 
(1994). Network analysis of cortical 
visual pathways mapped with PET. 
J. Neurosci. 14, 655–666.

McKeown, M. J., Makeig, S., Brown, G. G., 
Jung, T. P., Kindermann, S. S., Bell, A. J., 
and Sejnowski, T. J. (1998). Analysis 
of fMRI data by blind separation into 
independent spatial components. 
Hum. Brain Mapp. 6, 160–188.

Meltzoff, A. N., Kuhl, P. K., Movellan, J., and 
Sejnowski, T. J. (2009). Foundations 
for a new science of learning. Science 
325, 284–288.

Menzies, L., Achard, S., Chamberlain, S. R., 
Fineberg, N., Chen, C. H., del Campo, 
N., Sahakian, B. J., Robbins, T. W., 
a n d  B u l l m o r e ,  E .  ( 2 0 0 7 ) . 
Neurocognitive  endophenotypes of 
obsessive- compulsive disorder. Brain 
130, 3223–3236.

Mesulam, M. M. (1981). A cortical 
network for directed attention and 
unilateral neglect. Ann. Neurol. 10, 
309–325.

Mezer, A., Yovel, Y., Pasternak, O., 
Gorfine, T., and Assaf, Y. (2009). 
Cluster analysis of resting-state 
fMRI time series. Neuroimage 45, 
1117–1125.

Misra, C., Fan, Y., and Davatzikos, C. 
(2009). Baseline and longitudinal 
patterns of brain atrophy in MCI 
patients, and their use in prediction 
of short-term conversion to AD: 
results from ADNI. Neuroimage 44, 
1415–1422.

Mitchell, T. M., Shinkareva, S. V., 
Carlson, A., Chang, K. M., Malave, V. L., 
Mason, R. A., and Just, M. A. (2008). 
Predicting human brain activity asso-
ciated with the meanings of nouns. 
Science 320, 1191–1195.

Miyawaki, Y., Uchida, H., Yamashita, O., 
Sato, M. A., Morito, Y., Tanabe, H. C., 
Sadato, N., and Kamitani, Y. (2008). 
Visual image reconstruction from 
human brain activity using a com-
bination of multiscale local image 
decoders. Neuron 60, 915–929.

Mourao-Miranda, J., Bokde, A. L., 
Born, C., Hampel, H., and Stetter, M. 
(2005). Classifying brain states and 
determining the discriminating activa-
tion patterns: support vector machine 
on functional MRI data. Neuroimage 
28, 980–995.

Muzik, O., Chugani, D. C., Juhasz, C., 
Shen, C. G., and Chugani, H. T. (2000). 
Statistical parametric  mapping: assess-
ment of application in children. 
Neuroimage 12, 538–549.

O’Doherty, J. P., Dayan, P., Friston, K., 
Critchley, H., and Dolan, R. J. (2003). 
Temporal difference models and 
reward-related learning in the human 
brain. Neuron 38, 329–337.

O’Shaughnessy, E. S., Berl, M. M., 
Moore, E. N., and Gaillard, W. D. 
(2008). Pediatric functional magnetic 
resonance imaging (fMRI): issues 
and applications. J. Child Neurol. 23, 
791–801.

O’Toole, A. J., Jiang, F., Abdi, H., and 
Haxby, J. V. (2005). Partially distrib-
uted representations of objects and 
faces in ventral temporal cortex. 
J. Cogn. Neurosci. 17, 580–590.

O’Toole, A. J., Jiang, F., Abdi, H., Penard, N., 
Dunlop, J. P., and Parent, M. A. (2007). 
Theoretical, statistical, and practical 
perspectives on pattern-based clas-
sifi cation  amoroaches to the analysis 

of functional neuroimaging data. 
J. Cogn. Neurosci. 19, 1735–1752.

Pereira, F., Mitchell, T., and Botvinick, M. 
(2009). Machine learning  classifi ers 
and fMRI: a tutorial overview. 
Neuroimage 45, S199–209.

Polyn, S. M., Natu, V. S., Cohen, J. D., 
and Norman, K. A. (2005). Category-
 specific cortical activity precedes 
retrieval during memory search. 
Science 310, 1963–1966.

Raizada, R. D. S., Tsao, F.-M., Liu, H.-M., 
and Kuhl, P. K. (2009). Quantifying 
the adequacy of neural representa-
tions for a cross-language phonetic 
discrimination task: prediction of 
individual differences. Cereb. Cortex 
doi: 10.1093/cercor/bhp076.

Reiss, A. L., Abrams, M. T., Greenlaw, R., 
Freund, L., and Denckla, M. B. (1995). 
Neurodevelopmental effects of the 
FMR-1 full mutation in humans. Nat. 
Med. 1, 159–167.

Reiss, A. L., Abrams, M. T., Singer, H. S., 
Ross, J. L., and Denckla, M. B. (1996). 
Brain development, gender and IQ in 
children – a volumetric imaging study. 
Brain 119, 1763–1774.

Rombouts, S. A., Damoiseaux, J. S., 
Goekoop, R., Barkhof, F., Scheltens, P., 
Smith, S. M., and Beckmann, C. F. 
(2009). Model-free group analysis 
shows altered BOLD FMRI networks 
in dementia. Hum. Brain Mapp. 30, 
256–266.

Smith, S . M. , Jenkinson, M. , 
Woolrich, M. W., Beckmann, C. F., 
Behrens, T. E., Johansen-Berg, H., 
Bannister, P. R., De Luca, M., 
Drobnjak, I., Flitney, D. E., Niazy, R. K., 
Saunders, J., Vickers, J., Zhang, Y., 
De Stefano, N., Brady, J. M., and 
Matthews, P. M. (2004). Advances 
in functional and structural MR 
image analysis and implementation 
as FSL. Neuroimage 23(Suppl. 1), 
S208–S219.

Stevens, M. C. (2009). The developmental 
cognitive neuroscience of functional 
connectivity. Brain Cogn. 70, 1–12.

Supekar, K., Musen, M., and Menon, V. 
(2009). Development of large-scale 
functional brain networks in children. 
PLoS Biol. 7, e1000157. doi: 10.1371/
journal.pbio.1000157

Talairach, J., and Tournoux, P. (1988). Co-
planar Stereotaxic Atlas of the Human 
Brain: 3-Dimensional Proportional 
System – An Approach to Cerebral 
Imaging. New York, Thieme Medical 
Publishers.

Talavera, L. (1999). Feature selection as 
retrospective pruning in hierarchical 
clustering. In Advances in Intelligent 
Data Analysis: Third International 
Symposium on Intelligent Data 
Analysis. D. J. Hand, J. N. Kok and 
M. R. Berthold, eds (Berlin, Springer-
Verlag), pp. 75–86. 



Frontiers in Human Neuroscience www.frontiersin.org October 2009 | Volume 3 | Article 32 | 12

Bray et al. MVPA in developmental neuroimaging

Image Comput. Comput. Assist. Interv. 
8, 468–475.

Conflict of Interest Statement: The 
authors declare that the research was 
conducted in the absence of any com-
mercial or financial relationships that 
could be construed as a potential confl ict 
of interest.

Received: 31 July 2009; paper pending 
published: 03 September 2009; accepted: 
29 September 2009; published online: 23 
October 2009.

pattern analysis of functional mag-
netic resonance imaging data reveals 
defi cits in distributed representations 
in schizophrenia. Biol. Psychiatry 64, 
1035–1041.

Zhang, L., Samaras, D., Tomasi, D., Alia-
Klein, N., Cottone, L., Leskovjan, A., 
Volkow, N., and Goldstein, R. (2005). 
Exploiting temporal information in 
functional magnetic resonance imag-
ing brain data. Med. Image Comput. 
Comput. Assist. Interv. Int. Conf. Med. 
Image Comput. Comput. Assist. Interv. 
8, 679–687.

Zhu, C. Z., Zang, Y. F., Cao, Q. J., Yan, C. G., 
He, Y., Jiang, T. Z., Sui, M. Q., and 
Wang, Y. F. (2008). Fisher discrimi-
native analysis of resting-state brain 
function for attention-defi cit/hyper-
activity disorder. Neuroimage 40, 
110–120.

Zhu, C. Z., Zang, Y. F., Liang, M., Tian, L. X., 
He, Y., Li, X. B., Sui, M. Q., Wang, Y. F., 
and Jiang, T. Z. (2005). Discriminative 
analysis of brain function at resting-
state for attention-deficit/hyperac-
tivity disorder. Med. Image Comput. 
Comput. Assist. Interv. Int. Conf. Med. 

Citation: Bray S, Chang C and Hoeft F 
(2009) Applications of Multivariate Pattern 
Classifi cation Analyses in Developmental 
Neuroimaging of Healthy and Clinical 
Populations. Front. Hum. Neurosci. 3:32 doi: 
10.3389/neuro.09.032.2009
Copyright © 2009 Bray, Chang and Hoeft. 
This is an open-access article subject to 
an exclusive license agreement between 
the authors and the Frontiers Research 
Foundation, which permits unrestricted 
use, distribution, and reproduction in any 
medium, provided the original authors and 
source are credited.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages false
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages false
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages false
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


