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can occur without an intact MTL (Knowlton and Squire, 1993; 
Knowlton et al., 1994). Studies have also implicated the premo-
tor cortex (PMC) in learning new visual categories, especially for 
categories that require a stereotyped motor response (Halsband 
and Freund, 1990; Boettiger and D’Esposito, 2005).

Though PFC, PMC, BG, and MTL have shown to be impor-
tant to initially learning visual categories, damage to these regions 
does not consistently produce defi cits in the automatic recognition 
of well-established categories (Freedman et al., 2001; Zgaljardic 
et al., 2003; Squire et al., 2004). There are some reports, however, 
of patients with MTL damage that present with object discrimina-
tion diffi culties, suggesting that the MTL may facilitate higher-level 
object processing (Lee et al., 2005). Additionally, lateral frontal 
regions have feedback connections to object recognition regions 
in ITC and studies have shown that lateral frontal regions modulate 
ITC to help facilitate successful recognition (Fuster et al., 1985; 
Barcelo et al., 2000; Gazzaley et al., 2007). A goal of the current 
study is to further characterize the supporting roles that the PFC, 
PMC, BG, and MTL play in well-established categorization and 
how the interactions between these regions and ITC change with 
category learning.

In contrast to patients with PFC, PMC, BG, and MTL lesions, 
patients with ITC lesions present with severe defi cits in recognizing 
well-established categories (Warrington, 1982). These patients can 
often describe an object in their visual fi eld in great detail, including 
color, texture, and shape but are unable to integrate this information 
to identify the object. Thus, ITC has a crucial role in organizing per-
ceptual features into an integrated percept, essentially linking per-
ception with recognition. In addition to this role in representing and 
recognizing well-established categories, ITC has also been shown 

INTRODUCTION
Visual categorization allows us to effortlessly interpret a wide 
range of sensory information into a limited number of meaning-
ful categories. This process enables the effi cient response to novel 
stimuli and is the foundation for visual perception and memory. 
Though initial category learning and well-practiced categorization 
have been well-studied at both the behavioral (Fabre-Thorpe, 2003; 
Ashby and Maddox, 2005) and neural levels (Reber et al., 1998; 
Kanwisher, 2000; Haxby et al., 2001; Seger, 2008), few studies have 
directly compared these time points in learning nor the large scale 
network changes in the transition from initially learned to well-
practiced categorization.

Initial visual category learning relies on representations in early 
visual cortex and inferior temporal cortex (ITC), though other 
mechanisms employed and brain regions involved depend on the 
strategy that subjects use. According to COVIS (COmpetition 
between Verbal and Implicit Systems), a prominent theory of the 
neural basis of category learning, when the rule that separates cat-
egories is verbalizable, brain regions supporting working memory 
such as prefrontal cortex (PFC) and parts of the basal ganglia (BG) 
that include the head of the caudate nucleus are implicated (Ashby 
and Maddox, 2005). In contrast, when the category rule is not 
verbalizable, a procedural system that depends on the tail of the 
caudate nucleus is involved. Studies demonstrating initial category 
learning defi cits in patients with damage to the PFC (Barcelo and 
Knight, 2002) and BG (Maddox et al., 2005) support this theory. 
The involvement of the medial temporal lobe (MTL) in initial cate-
gory learning is unclear: some studies have demonstrated that MTL 
damage signifi cantly impairs visual category learning (Hopkins 
et al., 2004) while others have shown that forms of category  learning 
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late in learning when updating visual representations and retrieval 
demands are less pronounced (Wagner et al., 2001). Thus, another 
goal of the current study is evaluate the overall network changes 
that accompany visual category learning and decide between these 
two models.

Standard univariate analyses of regional activation changes could 
be useful to determine whether the same network or a different 
network is recruited with category learning. However, univariate 
analyses cannot assess if regions that change with learning are func-
tionally connected. One approach to this issue is to measure the 
activity covariance between a region known to be involved in the 
task and the rest of the brain. By comparing this covariance map 
before and after training, it could help characterize the changes 
in task-related functional networks that accompany categoriza-
tion training. A functional MRI method that is well-suited for this 
approach is coherence analysis. In coherence analysis, a reference 
or seed region is identifi ed and the time series in this region is cor-
related, in the frequency domain, with the time series of every other 
voxel in the brain (Sun et al., 2004, 2007). In this way, coherence 
analysis provides a task-related network with the seed region and we 
can measure how this network differs between initially learned and 
well-practiced categorization. The main advantage of coherence over 
simply correlating activity with a seed region is that coherence does 
not depend on the estimate of the hemodynamic response function 
or a model of neural activity. Thus, coherence is not affected by 
regional differences in hemodynamic responses whereas correlat-
ing activity is biased to produce high correlations between regions 
with similar hemodynamic responses (Muller et al., 2003). Also, by 
using partial coherence, we can measure the task-induced relation-
ship between two regions while factoring out the stimulus-locked 
response (see Sun et al., 2004 for further details).

In the current study, by using two categorization tasks, a novel 
task (100 training trials) and a well-practiced task (4250 training 
trials) with similar stimuli, we assess initially learned and well-
 practiced categorization in a single fMRI session. We chose to 
use faces as stimuli because faces have been shown to be obliga-
torily processed in a focal ITC region (right fusiform face area-
FFA, Kanwisher et al., 1997; McKone et al., 2007), which can be 
functionally localized and assessed for learning-related changes. 
Additionally, the right FFA can be used as a seed region in the 
coherence analysis to identify categorization-related networks in 
order to assess how networks change with visual expertise.

MATERIALS AND METHODS
SUBJECTS
Ten right-handed subjects ranging in age from 20–27 (M = 22.4) 
were recruited from the University of California, Berkeley. All partic-
ipants were screened against medical, neurological, and psychiatric 
illnesses, and for use of prescription medications. All subjects gave 
written informed consent prior to participation in the study accord-
ing to the procedures approved by the University of California, 
Berkeley Committee for Protection of Human Subjects.

TRAINING SESSION
Lifelike faces were created from the Faces composite face making 
software (Faces version 3.0). Using a template face, two catego-
rization tasks were designed: the eyebrow–mouth task and the 

to be modifi ed with learning. Studies have generally demonstrated 
increases in ITC activity and enhanced neural tuning after extensive 
training with novel categories (Gauthier et al., 1999; Op de Beeck 
et al., 2006; Jiang et al., 2007) and when comparing category experts 
with category novices (Gauthier et al., 2000). These training-related 
changes have been demonstrated in the regions that preferentially 
respond to stimuli before training, such as the lateral occipital cortex 
for shapes, as well as in changes in the overall pattern of activity 
across ITC (Op de Beeck et al., 2006). Though these studies clearly 
demonstrate ITC changes with learning, the interpretation of these 
changes and overall organization of ITC are intensely debated (Tarr 
and Gauthier, 2000; Haxby et al., 2001; Kanwisher and Yovel, 2006). 
Current models suggest that extensive category learning is accom-
panied by changes in activity in regions representing that object or 
process, such as in the fusiform face area for faces, which may refl ect 
the recruitment of new processes or modifi cations in object repre-
sentations (Tarr and Gauthier, 2000; Kanwisher and Yovel, 2006). 
An alternative model suggests that changes distributed across all of 
ITC may be more important to category learning and representation 
than any specifi c region(s) (Haxby et al., 2001).

A goal of the current study is to compare the regional and net-
work changes that occur during extensive category learning to bet-
ter characterize the mechanisms of category learning in ITC.

In addition to characterizing changes within PFC, PMC, BG, 
MTL, and ITC we also seek to explore the overall changes in involve-
ment of these regions in initial categorization as compared to later in 
learning. Though there are many variations of how this could occur, 
we propose two general possibilities: (1) there could be a shift from 
the network including PFC, PMC, BG, MTL, and ITC regions to a 
new network more focused on visual regions or (2) the same net-
work could be utilized for visual categorization both early and late in 
learning and with practice there could be a redistribution of activity 
within the same network (for a review of these mechanisms see Kelly 
and Garavan, 2005). Several studies demonstrate a shift from the 
initial network of regions engaged to a new network when training 
involves recruiting different strategies at the beginning and end of 
practice. For example, Poldrack et al. (2001) showed that during 
classifi cation learning, initially MTL structures were recruited and 
later, when learning was more associative, activation shifted to more 
basal ganglia involvement. Additionally, Fletcher et al. (1999) dem-
onstrated a decrease in right fronto-parietal activity and increase in 
left fronto-parietal connectivity during the acquisition of artifi cial 
grammar rules. As far as category learning is accompanied by sali-
ent shifts in cognitive and neural strategies, we might expect to see 
a shift in the network from PFC, PMC, BG, MTL, and ITC early in 
learning to a network more focused around ITC regions since dam-
age to these regions are the only lesions that consistently impair the 
retrieval of well-established categories.

An alternative to shifting to a new network is that the same 
network of PFC, PMC, BG, and MTL may serve as a permanent 
scaffold throughout all stages of learning: these regions initially 
facilitate category learning, retrieval, and decision-making and 
could continue to be involved in further updating, retrieving, and 
making decisions as categories become more well-established. This 
model suggests that a similar network including PFC, PMC, BG, 
MTL, and ITC is recruited throughout category learning, though 
parts of this network such as the PFC and BG may be less active 
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 forehead–nose task (Figure 1). In the eyebrow–mouth task, the 
eyebrow height and mouth height varied in 2 mm increments 
to make 10 faces, while the other features remained constant 
(Figure 1A). In the forehead–nose task, the forehead height and 
nose length varied in 2 mm increments to make 10 faces while 
the other features remained constant (Figure 1B). In each task, 
subjects had to integrate information from both facial features to 
achieve optimal accuracy. To ensure that the results were not due 
to specifi c feature properties, half the subjects (5) trained with 
the eyebrow–mouth task and the other subjects trained with the 
forehead–nose task. At the beginning of training, subjects were 
shown a matrix of faces (for example, Figure 1A) and told a verbal 
description of the categorization task. For example, “faces with 
higher eyebrows and lower mouths are generally in category 1 
and faces with lower eyebrows and higher mouths are generally 
in category 2.” Next, subjects received 250 trials of self-paced 
computer training where they were presented with a face and 
had to respond by pressing one of two buttons with their right 
hand designated to each category. Feedback (blue “correct”/red 
“incorrect”) was provided immediately after each trial to further 
facilitate category learning. After 250 trials, subjects took a break 
and received a feedback matrix that showed their accuracy and 
reaction time for each face and their monetary bonuses (+0.02 per 
correct trial, −0.01 per incorrect trial). Subjects used this informa-
tion to try to boost their performance. Two 250 trial sessions were 
performed on the fi rst training day and three were performed 
on each of the fi ve training days thereafter. To ensure subjects 
were learning a general strategy and not memorizing individual 
faces, parts of the template face changed each day (see Figure 2). 
However, parts of the template faces that could potentially affect 
performance (such as the hair for the forehead–nose rule) were 
not changed.

PRE-fMRI SESSION
The fMRI scan was performed on the seventh day after training 
initiation. Before scanning, subjects received 100 trials of feed-
back training on the task they learned for the last 6 days. After 
this review of the well-practiced task, subjects received the new 
categorization task. If subjects received 6 days of training on the 
eyebrow–mouth task, they were given the forehead–nose task (and 
vice versa). Identical to the procedure on day 1 with the well-learned 
task, subjects received explicit instructions to categorize faces and 
performed 100 trials of feedback training in order to attain a steady 
level of performance. During the pre-fmri training and in the fMRI 
scanner, subjects performed the well-practiced and initially learned 
tasks with the same template face (see Figure 1). At the beginning 
of each scan, subjects were told which task they were performing. 
Additionally, initially learned and well-practiced tasks were blocked 
(three scans in a row) to eliminate confusion on which task they 
were performing.

fMRI SESSION
While in the scanner, subjects performed the categorization tasks 
and a one-back task using blocks of face and scene stimuli (courtesy 
of Nancy Kanwisher, MIT). The categorization tasks in the scanner 
had several differences from training. First, two new face confi gura-
tions for each task were introduced during the scanning session (see 
Figure 1, dashed boxes). These confi gurations had extreme feature 
values and were easy to classify. They were introduced to assess if 
subjects were learning general strategies (subjects would effortlessly 
apply the strategy to the novel confi gurations) or were memoriz-
ing specifi c feature confi gurations (subjects would notice the new 
confi gurations). In contrast to the training in which stimulus pres-
entation was self-paced, in the scanner faces were displayed for 2 s 
to control for exposure duration across trials and participants. Also, 

FIGURE 1 | Example stimuli used in the face classifi cation task. Eyebrow 
height and mouth height varied in 2 mm increments for faces in the eyebrow/
mouth task (A) and forehead height and nose height varied in 2 mm 
increments for faces in the forehead/nose task (B). This produced 2 matrices 

of 12 faces: 6 faces were assigned to a left button press and 6 to a right button 
press. Only 10 faces were used during training (shown surrounded by thick 
borders). During scanning, two new faces were introduced for each task 
(shown surrounded by dashed borders).
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no feedback was provided during scanning to promote  consistent 
strategy use throughout the scanning session. Lastly, instead of 
a 200-ms inter-trial interval (ITI), a 12-s ITI was used to allow 
hemodynamic responses to return to baseline. Subjects performed 
three runs in a row of categorization with the initially learned task 
and three runs in a row of categorization with the well-practiced 
task. The order of initially learned task runs and well-practiced task 
runs were counterbalanced across subjects. Each run was 5 min 36 s 
and contained 24 trials.

After the categorization tasks, subjects performed a one-back 
task with faces and scenes. In the one-back task, subjects were shown 
16-s blocks of either novel faces, scenes, or fi xation. During the face 
and scene blocks, 20 images were shown for 500 ms with a 300-ms 
fi xation cross between each image. To keep the subject’s attention 
focused on the images throughout the task, subjects were instructed 
to press both thumbs on the response pad when the current image 
was the same as the image immediately preceding it (on average, 
one response was required for each block of images). There were 
seven blocks of each type and the scan lasted 5 min and 20 s.

IMAGE ACQUISITION
Functional images were acquired using a gradient echoplanar 
sequence (TR = 2000 ms, TE = 28 ms, matrix size = 64 × 64, 
FOV = 22.4 cm) sensitive to BOLD contrast. Each functional vol-
ume consisted of 18 × 5 mm thick axial slices with 0.5 mm gap 
between each slice, providing whole brain coverage except for por-
tions of the inferior cerebellum and the most superior extent of 
the parietal lobe. For each scan, 30 s of gradient and RF pulses 
preceded data acquisition to allow steady-state tissue magnetiza-
tion and allow the subject to habituate to the scanner noise before 
performing the task. Stimuli were presented using Eprime  software 

(Psychological Software Tools, Pittsburgh, PA) and all stimuli 
subtended a visual angle of approximately 5°. Participants viewed 
images in the scanner via back-projection onto a custom screen 
mounted at the participant’s chest level and viewed via an angled 
mirror mounted inside the head coil. Responses were made using 
a hand-held fi ber optic button box.

fMRI DATA ANALYSIS – UNIVARIATE
Functional images acquired from the scanner were reconstructed 
from k-space using a linear time-interpolation algorithm to dou-
ble the effective sampling rate. Image volumes were corrected for 
slice-timing skew using temporal sinc-interpolation. Data were 
preprocessed with SPM2 (Wellcome Department of Cognitive 
Neurology, London). Images were realigned using a six-parameter, 
rigid-body, least-squares alignment and spatially smoothed with 
an 8 mm FWHM Gaussian kernel. Univariate Statistical analyses 
were performed on individual subjects’ data with a modifi ed general 
linear model (GLM) as implemented in SPM2. The fMRI time series 
data was modeled as a series of events with a 2-s duration con-
volved with a canonical hemodynamic response function (HRF). 
The resulting functions were used as covariates in a general linear 
model. For analysis of the categorization task, two covariates were 
used to model the fMRI data: one for the initially learned task and 
one for the learned task. For the analysis of the face-scene one-back, 
two covariates were used: one for faces and one for scenes. These 
covariates, along with a basis set of cosine functions that high-pass 
fi ltered the data, were included in a general linear model. The least 
squares parameter estimates of height and best fi tting canonical 
HRF for each condition were used in pairwise contrasts. For each 
subject, images of parameter estimates for each contrast of interest 
were spatially normalized to an EPI template based on the MNI305 

FIGURE 2 | Different template faces were used for each day of training. For the forehead/nose task, eyes, eyebrows, and mouth changed day to day whereas the hair, 
nose, ears, and jaw were constant. For the eyebrow/mouth task, hair and eyes changed day to day whereas the eyebrows, mouth, nose, ears and jaw were constant.
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partial coherence would allow the examination of other regions 
shown to be involved in categorization that are not stimulus- or 
response-locked such as hippocampus, basal ganglia, prefrontal 
cortex, and premotor cortex. This led us to perform our analyses on 
the partial coherence maps rather than coherence maps. To identify 
practice-related changes in functional interactions, we then con-
trasted these task-specifi c partial coherence maps. This procedure 
is described briefl y below, see Sun et al. (2004) for further detail.

Selection of reference voxels
For each subject, we used the average of the voxels within the right 
fusiform face area (rFFA), defi ned in the univariate analysis as 
described above, as a seed for the coherence analyses.

Generation of condition-specifi c time-series
To generate condition-specifi c time-series, the data were separated 
into initially learned task and well-practiced task blocks. Each time-
series each had a total of 1008 data points.

Estimation of condition-specifi c coherence maps
Coherence is the normalized cross-covariance of two time-series 
and is defi ned by the magnitude-squared of the cross-spectrum 
divided by the power spectra of both time-series. Here, we calculate 
the coherence by estimating the cross-spectrum and power spectra 
using Welch’s periodogram-averaging method.

Specifi cally, the power spectra were estimated by averaging the 
magnitude-squared discrete Fourier transform of short overlap-
ping segments of the condition specifi c time-series from each 
voxel. Each segment was 64 data points in length, mean-centered 
and windowed with a 64-point Hanning window; the segments 
were overlapping by 32 data points. As compared to calculating 
the power spectrum with a single discrete Fourier transform of 
the entire time-series, averaging the spectra over several shorter 
segments decreases the variance of the power spectral estimate 
(Welch’s method). Similarly, the cross-spectrum was estimated by 
averaging the cross-spectra of shorter segments, where the cross-
spectra was calculated multiplying the discrete Fourier transform 
of short segments of the condition specifi c time-series of the ref-
erence region (rFFA) with the complex conjugate of the discrete 
Fourier transform of the condition specifi c time-series of all other 
voxels in the brain.

We then generated coherence maps for the seed ROI for each 
condition using the estimate of the band-averaged coherence 
within the bandwidth of the hemodynamic response function 
(0–0.15 Hz).

Contrasts of condition-specifi c coherence maps
To identify changes in functional connectivity across conditions, we 
contrasted the initially learned task and well-practiced task coher-
ence maps. We applied an arc-hyperbolic tangent transform to 
the coherency, as described in (Rosenberg et al., 1989), so that the 
difference of the coherency magnitudes approaches a zero-centered 
normal distribution. This transformation allows us to apply a para-
metric random-effects group analysis (a two-tailed, one-sample 
t-test) on the difference maps to determine regions with signifi -
cantly different connectivity with the seed ROI across conditions. 

stereotactic space (Collins et al., 1998). This was accomplished using 
a 12-parameter affi ne transformation together with a non-linear 
transformation involving cosine basis functions. Volumes were then 
resampled to 2-mm cubic voxels. These normalized contrasts were 
submitted to a second-level one-sample t-test, in which the mean 
estimate across participants at each voxel was tested against zero. 
For exploratory analyses (see Table 1), regions of activation were 
identifi ed using an uncorrected two-tailed threshold of p < 0.001 
and a minimum cluster size of at least fi ve contiguous voxels. For 
visualization purposes, unthresholded (Figure 4) and thresholded 
(Figure 5) statistical parametric maps were overlaid onto a normal-
ized T1-weighted image using MRIcro software (www.mricro.com). 
To determine the signifi cance of regions in this exploratory analy-
sis, we applied a whole-brain family-wise correction (p < 0.05). 
Additionally, to determine the signifi cance a priori regions, we per-
formed a small volume correction (using family-wise error rate of 
p < 0.05) for each region using MNI anatomical regions of interest. 
This included left and right hippocampi, parahippocampal gyri, 
middle frontal gyri, inferior frontal gyri, precentral gyri, fusiform 
gyri, inferior temporal gyri, caudate, and putamen.

DEFINITION OF FACE SELECTIVE REGIONS
For each subject, the fusiform face area (FFA) was functionally 
defi ned using the contrast of novel faces minus scenes in the face-
scene one-back task (Kanwisher et al., 1997). The FFA was defi ned 
by taking the peak voxel within the middle fusiform gyrus that 
responded more to the faces than to scenes and selecting the nine 
most signifi cant contiguous voxels to the peak voxel. If the threshold 
had to be dropped below a t-value of 1.5 to fi nd the peak voxel, 
the region was deemed unreliable and was excluded from further 
analyses. Activity within the FFA region of interest (ROI) was 
 averaged across all voxels. This procedure was repeated for both 
hemispheres. Using this procedure, we successfully localized the 
right FFA in 10/10 subjects and left FFA 9/10 subjects. We per-
formed ROI analyses on the right and left FFA for the univariate 
categorization model and for the right FFA for the coherence model 
(see below). For each subject, parameter estimates yielded by the 
GLM were extracted for each covariate and averaged within each 
ROI. These parameter estimates served as the dependent measures 
for across-subject “random-effects” analyses.

fMRI DATA ANALYSIS – PARTIAL COHERENCE
To identify networks of functional connectivity for the right FFA, 
we generated coherence and partial coherence maps using the 
task-specifi c coherence between the right FFA seed and all other 
voxels. One potential limitation of coherence is that it can be driven 
by a stimulus-locked response. For example, two regions could have 
high coherence because they are independently responsive to a 
stimulus rather than because they are part of a common functional 
network. Partial coherence takes into account the stimulus-locked 
response and estimates any remaining coherence between two time 
series after (see Sun et al., 2004) for further discussion of partial 
coherence). Visual categorization is a very rapid process and sim-
ply using coherence analyses may only allow the examination of 
learning-related changes in stimulus- and response-locked regions 
such as early visual/inferior temporal and motor regions. Using 

www.mricro.com
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These difference maps were then normalized and submitted to a 
second-level one-sample t-test, in which the mean estimate across 
participants at each voxel was tested against zero. Identical to the 
univariate analysis, we fi rst performed an exploratory analysis of 
the initially learned vs. well-practiced contrast using an  uncorrected 
two-tailed threshold of p < 0.001 and a minimum cluster size of at 
least fi ve contiguous voxels. To determine the signifi cance of regions 
in this exploratory analysis, we applied a whole-brain family-wise 
correction (p < 0.05). Additionally, to determine the signifi cance 
a priori regions, we performed a small volume correction (using 
family-wise error rate of p < 0.05) for each region using MNI ana-
tomical regions of interest. This included left and right hippocampi, 
parahippocampal gyri, middle frontal gyri, inferior frontal gyri, 
precentral gyri, fusiform gyri, inferior temporal gyri, caudate, and 
putamen.

RESULTS
BEHAVIORAL RESULTS
Training
Subjects showed consistent improvement throughout categori-
zation training in both reaction time and accuracy (Figure 3). 
At the end of training, subjects were highly accurate at the task 
(M = 96%, SD = 2.3) and obtained mean reaction times of less 
than a second (M = 950 ms, SD = 120). To determine if introduc-
tion of a new template face at the beginning of each day affected 
performance, we compared the fi rst blocks from days 2–6 with 
the last blocks from days 1–5 and found no signifi cant differ-
ence [t(9) = 0.92, p > 0.41; fi rst blocks M = 89%, M = 1156 ms; 
last blocks M = 87%, M = 1232 ms]. This suggests that subjects 
learned a general strategy and did not simply memorize the spe-
cifi c faces each day.

On day 7, immediately preceding the scanning session, sub-
jects were able to successfully learn the new task within 100 trials 
(M = 84%, SD = 4.2; M = 1380 ms, SD = 171). This performance 
was signifi cantly faster and more accurate than the initial train-
ing session of the learned task [ACC t(9) = 2.92, p < 0.05, RT 

t(9) = 3.35, p < 0.05; learned task M = 77%, SD = 4.8; M = 1602 ms, 
SD = 193], demonstrating that some skill or general task strategy 
was transferred from the practiced task to the new task.

fMRI session
Comparing the well-practiced and initially learned tasks across 
all blocks demonstrates that subjects were adept at executing the 
well-practiced (M = 94%, SD = 2.8; M = 1202 ms, SD = 193) than 
the initially learned tasks (M = 86%, SD = 3.8; M = 1472 ms, 
SD = 211). As expected, performance was signifi cantly faster 
[t(9) = 2.92, p < 0.05] and more accurate [t(9) = 3.35, p < 0.05] 
when performing the learned task. The behavioral results also sug-
gest that subjects did not learn or drastically change their strategy 
during the fMRI session, as there was no signifi cant difference 
between scans 1, 2, and 3 (see Figure 3). Reaction times for the 
well-practiced task were slower during scanning than the fi nal 
training block [t(9) = 4.95, p < 0.05], most likely because during 
training the task is self-paced and in the scanner the pace is slower 
and fi xed. After the scanning session, subjects were asked if they 
were aware of the four novel face confi gurations introduced in 
the scanning session. None of the subjects reported noticing the 
novel confi gurations during scanning, though overall subjects per-
formed nearly perfect at classifying these new faces (M = 99%, 
SD = 0.5). This suggests that subjects were learning a general rule 
rather than memorizing exemplars.

NEUROIMAGING RESULTS
Categorization-related regions
Figure 4 shows the group-averaged univariate parameter estimate 
maps (positive only) and maps of partial coherence with the right 
FFA for the categorization task. The univariate and partial coher-
ence analyses show very similar results. Both analyses implicate 
early visual regions, inferotemporal cortex, medial temporal lobe, 
thalamus, inferior parietal lobe, lateral prefrontal cortex, anterior 
cingulate cortex, supplementary motor area, premotor, and motor 
regions. However, there was positive partial coherence in several 

FIGURE 3 | Behavioral results. (A) Group accuracy and reaction time (N = 10) during the categorization task throughout 6 days of training. (B) Group accuracy and 
reaction time across blocks during the scanning session for the well-practiced and initially learned categorization tasks.
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brain areas such as the anterior prefrontal cortex, posterior cingu-
late/precuneus, and temporal/parietal regions that were not acti-
vated in the univariate maps.

Initially learned vs. well-practiced categorization 
performance – univariate
Although similar networks were involved in both initially learned 
and well-practiced face categorization, there were several regions 
that differed in activity during execution of the initially learned ver-
sus well-practiced tasks (see Table 1 and Figure 5). However, after 
application of more strict corrections including the whole-brain 
family-wise error rate (p < 0.05) and small volume corrections, no 

regions were signifi cantly different between the two conditions. 
Though there was a slight trend for the left FFA to be more active 
during the learned task [t(8) = 1.92, p = 0.22], neither the right 
nor left FFA showed signifi cant differences in activation between 
the two tasks (Figure 6).

Initially learned vs. well-practiced categorization 
performance – partial coherence
The partial coherence analysis revealed a general increase in con-
nectivity with practice: nearly all regions that showed signifi cant 
coherence changes were more coherent with the right FFA during 
categorization with the well-learned (see Table 1 and Figure 5). 

FIGURE 4 | Task-related activity. (A) Group-averaged unthresholded map 
comparing univariate activity during the initially learned and well-practiced task 
conditions compared to fi xation. Regions more active during fi xation are not 
shown. (B) Group-averaged unthresholded partial coherence maps using the right 
fusiform face area (R FFA) as a seed for the initially learned and well-practiced task 

conditions. L Fus. = left fusiform, R FFA = right fusiform face area, MTL = medial 
temporal lobe, Inf. Occ/Temp = inferior occipital/temporal lobe, 
DLPFC = dorsolateral prefrontal cortex, ACC = anterior cingulated, 
PMC = premotor cortex, SupraMarg. = supramarginal gyrus, Sup. Occ. = superior 
occipital gyrus, SMA = supplementary motor area, Inf. Par. = inferior parietal.
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FIGURE 5 | Group activity and partial coherence differences between 

categorization with initially learned versus well-practiced tasks. (A) Statistical 
parametric t maps contrasting activity in the initially learned task and well-practiced 
task blocks. (B) Statistical parametric t maps contrasting partial coherence with the 

right FFA in the initially learned task and well-practiced task blocks. T maps are 
overlaid on a standard T1-weighted anatomical image. VLPFC – ventrolateral 
prefrontal cortex, PMC – premotor cortex, SMG – supramarginal gyrus, IPL – 
inferior parietal lobe, STG – superior temporal gyrus, hipp – hippocampus.

Table 1 | Regions that show activity and partial coherence differences between initially learned and well-practiced tasks (corrected at p < 0.001). 

Hypothesized regions are italicized.

 Region Hemisphere MNI coordinates (x,y,z) BA t-Value

UNIVARIATE ANALYSIS

Well-practiced > initially learned Inf. Temporal Gyrus Right 70, −32, −18 20 6.09

 Inf. Parietal Right 56, −54, 42 40 6.06

 Supra marginal Right 64, −38, 32 39/40 5.89

 Mid. Temporal Gyms Right 66, −52, 10 21 5.83

Initially learned > well-practiced Mid. Occipital Gyrus Right 30, −86, 16 19 5.31

 Insula Right 34, 20, −8 48 5.24

 Mid. Frontal Gyrus Left −38, 16, 32 44 4.97

 Inf. Frontal Gyrus Left −34, 8, 36 44 5.68

 Premotor Left −30, −26, 48  6 5.84

PARTIAL COHERENCE ANALYSIS

Well-practiced > initially learned Mid. Occipital gyrus Right 36, −88, 28 19 5.96

 Fusiform Right 50, −46, −20 37 5.96

 Fusiform Left −26, −50, −24 37 5.94

 Inf. Temporal Gyrus Left −44, −52, −4 37 5.42

 Sup. Temporal Gyrus Right 50, −10, −10 21 8.28

 Insula Left −36, −4, −2 48 7.55

 Inf. Parietal Left −38, −38, 44 10 6.67

 Hippocampus Left −16, −4, −22 49 5.54

 Premotor Left −36, −6, 46  6 6.08

 Premotor Right 66, 6, 28  6 7.30

Initially learned > well-practiced Sup. Parietal Right 38, −54, 72  7 5.08
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Additionally, the functionally defi ned left FFA was signifi cantly 
more coherent with the right FFA during the well-practiced task 
compared to the initially learned task [t(8) = 3.22, p < 0.05]. A small 
but signifi cant focus in the left anterior hippocampus (abutting the 
amygdala and parahippocampal gyrus) demonstrated more partial 
coherence with the right FFA during the learned task. Lastly, a right 
premotor region, corresponding to area 6 in the precentral gyrus, 
was signifi cantly more coherent with rFFA during the well-learned 
task. Univariate and partial coherence values from these regions 
are displayed in Figure 6.

Increased signal-to-noise ratio (SNR) could have produced both 
increased univariate activity as well as increased partial coherence 
during the practiced. However, there was positive coherence in 
several brain areas such as the anterior prefrontal cortex, posterior 
cingulate/precuneus, and temporal/parietal regions that were not 
activated in the univariate maps, suggesting that partial coher-
ence is a slightly different measure. Additionally, several regions 
show univariate changes in activity (see Table 1) but no partial 
coherence changes and vice versa. An example that suggests that 
partial coherence shows categorization-specifi c results is the differ-
ence between the univariate and partial coherence analyses in the 
initially learned vs. well-practiced contrast. At a lower threshold 

(p < 0.001 uncorrected), a left PMC region approximately 10 mm 
ventral to Rolando’s genu area (the location of hand primary 
motor cortex, Herve et al., 2005) was more active for the initially 
learned task than the well-practiced task. This is likely due to the 
lengthened reaction time/duty cycle for the initially learned task 
and not specifi c to visual categorization. In contrast, a premotor 
region approximately 20 mm more anterior (outside the hand 
area) was implicated in the coherence analysis, showing greater 
partial coherence with the right FFA during the well-practiced 
task. This is consistent with studies showing greater premotor 
involvement during the execution of a stereotyped response, and 
suggests this region is specifi c to increased profi ciency with the 
categorization task. Together, this suggests that univariate and par-
tial coherence measure slightly different aspects of brain function 
and that partial coherence measures aspects that may be more 
specifi c to categorization.

DISCUSSION
The current results demonstrate that well-practiced visual 
 categorization utilizes a similar network of brain regions as 
newly learned categorization rather than recruiting an alternative 
network. The regions implicated in the task-related univariate 
analysis were highly overlapping with the regions implicated in 
the partial coherence analysis, suggesting that regions active dur-
ing categorization are also functionally connected with the right 
fusiform face area (FFA). The results also demonstrate an over-
all training-related increase in functional connectivity between 
task-related regions with learning. This suggests that visual 
category expertise occurs through strengthening  connections 
between task-related regions. Though the network activity and 
 connectivity remained largely the same for the initially learned 
and well-practiced task, there were also notable regional differ-
ences. Partial coherence analyses revealed increases in functional 
connectivity between task-related regions and the right FFA with 
practice. Specifi cally, the left FFA was more coherent with the 
right FFA during the learned task, suggesting a greater coordina-
tion between visual regions as a mechanism of visual category 
learning. Additionally, left MTL and right PMC showed greater 
coordination with the right FFA during the learned task, sug-
gesting their involvement in the retrieval and representation of 
well-learned categories.

OVERALL NETWORKS INVOLVED EARLY AND LATE IN 
CATEGORIZATION TRAINING
The results demonstrate that a similar distributed network of 
regions supports well-practiced visual categorization, rather than 
distinct networks. This suggests that with visual category learning 
there are relatively small changes within the same network rather 
than a shift to a new network (Kelly and Garavan, 2005). This also 
suggests that similar cognitive and neural strategies were used for 
both tasks and throughout learning subjects became more effi cient 
at utilizing the same strategy rather than developing a new strat-
egy (Jonides, 2004). These results are consistent with recent fMRI 
studies of category prototype learning (Little and Thulborn, 2005, 
2006; Little et al., 2006). In these tasks, subjects explicitly learned 
to classify dot- patterns into one of four categories based on their 
similarity to category prototype patterns. Little and colleagues 

FIGURE 6 | Univariate parameter estimates (A) and right FFA partial 

coherence values (B) for regions that showed signifi cant differences 

between in the initially learned and well-practiced tasks, 

indicated by **.
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found that there was no signifi cant change in either the  distribution 
or  magnitude of the BOLD signal between initial categorization 
 (without any training) and well-practiced categorization (after 
either 750 or 2150 trials of training) (Little and Thulborn, 2005, 
2006; Little et al., 2006).

Though the current category learning task used faces instead of 
dot-patterns, had fewer categories and fewer exemplars, and more 
training, the current results are consistent with Little et al.’s fi nd-
ings. Our results further demonstrate that, in addition to eliciting 
a similar distributed activation pattern, the functional connectivity 
between these distributed regions is similar throughout learning. 
Together, this suggests that visual categorization is accomplished by 
a similar functionally connected network rather than the recruit-
ment of a new network. Studies with additional training will be 
useful in further delineating the time course of the involvement 
of this network. Additionally, exploring if the current results gen-
eralize to other learning strategies/tasks and fMRI designs would 
be useful. Because the current task assessed initially learned and 
well-practiced performance in one fMRI session, there may have 
been some transfer in the learning strategy between the tasks, bias-
ing the results to show the same network at different time points 
in learning. Taking separate scans early and late in learning would 
useful to compare to the current results. Also, the current study 
provided feedback and small monetary rewards to motivate rapid 
learning. However, categories can be learned incidentally in the 
absence of any reward and may rely on mechanisms distinct from 
reward-based category learning (Reber et al., 2003). Future studies 
would be helpful to determine if the recruitment of a consistent 
network throughout learning applies to these other forms of cat-
egory learning.

In addition to the recruitment of a consistent network, it is 
also notable that there was an overall increase in partial coher-
ence and relatively few decreases with learning (see Figure 5 and 
Table 1). This suggests that stronger coordination between task-
related brain regions may be a general mechanism  underlying 
 improvements in performance. Recent studies of impaired 
 populations support this idea (Bokde et al., 2006; DeGutis et al., 
2007; He et al., 2007a,b). Bokde et al. (2006) compared healthy 
controls to mild cognitive impairment (MCI) patients during a 
face matching task and found overall greater correlations between 
the right fusiform gyrus and task-related regions in healthy con-
trols compared to MCI patients. DeGutis et al. (2007) demon-
strated that improvements in face processing in a prosopagnosic 
following rehabilitation training correspond with widespread 
increases in functional connectivity with the right FFA and very 
few decreases. These studies suggest that better performance is 
related to greater functional connectivity. However, this effect 
may be specifi c to complex tasks that require coordination among 
a broad network of regions. Schwartz et al. (2002) extensively 
trained subjects on visual texture discrimination and found that 
learning is specifi c to the trained eye and that there is a decrease 
in functional connectivity between visual and frontal regions after 
training. Future studies varying task complexity and amount of 
training are necessary to better characterize the timing and task 
constraints that produce connectivity changes. Additionally, the 
use of repetitive transcranial magnetic stimulation (rTMS) to 

create virtual lesions in regions that signifi cantly increase their 
coherence would be useful to assess the behavioral relevance of 
functional connectivity changes.

Though the results demonstrate an overall similar functionally 
connected network being employed early and late in category learn-
ing, there were a few notable increases in regional connectivity with 
learning in ITC, MTL, and PMC, which are described below.

INCREASED CONNECTIVITY BETWEEN FACE-SELECTIVE REGIONS
Our results suggest that increased coordination between the left and 
right FFA support improvements in visual processing with category 
learning. Univariate ROI analysis of right and left FFA showed no 
signifi cant difference in the magnitude of activity between initially 
learned and well-practiced task. This is in contrast to studies dem-
onstrating that perceptual training generally increases activity in 
regions that represent or process the trained stimuli (Op de Beeck 
et al., 2006; Jiang et al., 2007). However, the results demonstrate 
signifi cantly greater partial coherence between the right and left 
FFA during the well-learned task, suggesting increased coordination 
between the processes performed by or representations in these 
regions. In the right FFA, these processes or representations are 
likely related to computing specifi c spatial relations between facial 
features and those involved in integrating feature identities and 
spacings into a holistic percept (Yovel and Kanwisher, 2004). In the 
left FFA, these processes or representations are likely related to more 
parts-based analysis of faces, as this region has shown more activity 
when matching face parts compared to whole faces (Rossion et al., 
2000). Thus, our fi ndings suggest that training increased the coor-
dination between holistic processing/ representations in the right 
FFA and parts-based processing/representations in the left FFA.

This learning-related increased in coordination between ITC 
regions may refl ect that well-established categories are represented 
by functional connections between ITC regions. Several studies 
have demonstrated reliable distributed patterns of both supra- 
and sub-threshold voxels throughout ITC when viewing a variety 
of well-established categories such as chairs, shoes, and scissors 
(Ishai et al., 1999; Haxby et al., 2001; Hanson et al., 2004; O’Toole 
et al., 2005). Additionally, Op de Beeck et al. (2006) showed that 
visual training produces distinct distributed activation patterns 
to trained stimuli not predicted by pre-training activations. This 
suggests that distributed activations are integral to category repre-
sentations as well as learning new categories. A recent study suggests 
that these distributed activations are also functionally connected 
(Moeller et al., 2008). Using simultaneous microstimulation and 
fMRI in macaques, Moeller and colleagues stimulated face- and 
object-selective patches while measuring fMRI activity in other face 
and object patches. They found that microstimulation activated, 
to varying degrees, distinct networks of ipsi- and contralateral 
patches, demonstrating that these regions are functionally con-
nected. The current results add to this fi nding by suggesting that as 
categories become more established, their functional connections 
in ITC strengthen and further suggest that functional connectiv-
ity changes may precede activity changes during visual learning. 
Future studies with additional training and other object catego-
ries would be useful to further characterize these learning-related 
changes in ITC.
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HIGH-LEVEL FEATURE BINDING IN LEFT MEDIAL TEMPORAL LOBE
Similar to the left FFA, left medial temporal lobe (MTL) par-
tial coherence increased with learning, likely due to increased 
 profi ciency in individuating the face stimuli. This fi nding is con-
sistent with recent studies demonstrating that MTL regions are 
more active when making judgments about well-learned compared 
to poorly learned information (Yanike et al., 2004; DeGutis and 
D’Esposito, 2007). This is also consistent with studies showing that 
MTL regions are important for visual perception, in particular mak-
ing fi ne-grained object discriminations that rely on conjunctions 
of features (Bussey et al., 2002). These fi ne-grained discrimination 
mechanisms are used more when making more specifi c judgments 
about objects and faces (such as “zebra” instead of “living thing”). 
Correspondingly, left MTL has shown to be more active when mak-
ing more specifi c compared to less specifi c object categorizations 
(Tyler et al., 2004) and is recruited during face individuation (Furl 
et al., 2007). Additionally, left MTL is more active in car and bird 
experts while viewing their stimuli of expertise compared to novices 
(Gauthier et al., 2000). Together, this suggests that the left medial 
temporal lobe may be involved in binding object features when 
making subordinate level category judgments and is increasingly 
involved with visual category learning. Future studies with addi-
tional types of visual categories will be important to determine if 
the involvement of the medial temporal lobe is specifi c to subor-
dinate level expertise. Also, studies with higher resolution fMRI 
could determine the specifi c contributions of subregions of the 
medial temporal lobe (e.g. hippocampus, parahippocampus, or 
perirhinal cortex) to these effects.

This role of the left MTL in individuation and feature bind-
ing may be particular to categories that are initially learned in 
an explicit manner. Nomura et al. (2007) compared explicit and 
implicit category learning and found increased left hippocampus 
(HC) during explicit category learning. Also, Reber et al. (2003) 
showed that left HC is more involved in explicit rather than 
implicit category retrieval. Furthermore, DeGutis and D’Esposito 
(2007) found that left HC responded more when retrieving explic-
itly learned exemplars farther rather than closer to the category 
boundary. This HC category boundary effect was present even 
while performing a perceptual task with the same stimuli where 
subjects were not instructed to explicitly categorize the stimuli, 
suggesting the involvement of the left HC is relatively automatic. 
The current study extends these fi ndings by suggesting that the 
left MTL is automatically recruited when successfully retrieving 
stimuli throughout extended learning and its involvement is likely 
particular to explicitly learned categories.

It is notable that, in contrast to the MTL, the basal ganglia (BG) 
did not show signifi cant activity or connectivity changes with learn-
ing. Previous reports show that basal ganglia is integral to the initial 
stages of both implicit and explicit category learning (Seger, 2008) 
and is also recruited for categorization judgments after extended 
training (DeGutis et al., 2007). We previously demonstrated, after 
extensive category training on a similar task as the current study, 
that the BG was more responsive to faces close-to as opposed to far-
from the category boundary (DeGutis et al., 2007). Unfortunately, 
this contrast was underpowered in the current design. It is possible 
that the BG distance-to-boundary effect is present both early and 

late in learning, resulting in no signifi cant change in its involve-
ment throughout learning in the current results. Alternatively, 
the BG may be less involved in the initially learned task because a 
fair amount of learning has already taken place in this task due to 
transfer from the well-practiced task, making initial learning less 
dependent on the BG.

PREMOTOR CORTEX, RETRIEVAL, AND RESPONSE SELECTION
In addition to ITC and left MTL, our results demonstrate that 
right PMC increased coherence with the right FFA during the 
well-practiced task, suggesting its involvement in the retrieval or 
representation of category responses. The right lateralization of this 
region suggests that it may not necessarily be related to subjects’ 
right-handed category response. However, recently learned motor 
skills have been shown to be supported by regions specifi c to the 
learned movement whereas long-term learning (∼4 h of training 
over 3 weeks) has shown to involve more of a bi-hemispheric net-
work (Floyer-Lea and Matthews, 2005). Thus, this region could be 
part of the premotor network involved in executing the category 
response. The increased coordination of the right PMC with the 
right FFA through learning is consistent with the fi nding that PMC 
damage impairs the retrieval of previously learned responses to 
visual stimuli (Halsband and Passingham, 1982). Additionally, 
these results are in line with Wallis and Miller (2003) demonstra-
tion that responses of PMC neurons are selective to well-learned 
rules and that rule-selective activity in PMC precedes PFC and 
BG (Muhammad et al., 2006). These results also fi t well with the 
late stage learning predictions of a recent model of categorization 
automaticity by Ashby et al. (2007) (though not the early stage 
prediction of basal ganglia involvement) in which extended pro-
cedural category learning leads to strengthened cortical-cortical 
connections from sensory association areas directly to premotor 
cortex, in this case from right FFA to right PMC.

SUMMARY
Explicit categorization of recently learned visual categories is 
accomplished by a dynamic interaction of inferotemporal cortex, 
medial temporal lobe, prefrontal, premotor, and motor cortices. 
Both initially learned and well-practiced categorization recruits 
this network of regions, rather than the recruitment of a distinct 
network with practice. With practice, the connectivity between the 
right FFA and this network is strengthened. In particular, visual 
analysis is more effi ciently accomplished perhaps due to increased 
connectivity between ITC regions. Additionally, subjects improve 
at individuating stimuli and retrieving categories likely through 
increased ITC and MTL connectivity. Finally, right premotor cortex 
shows increased connectivity with ITC, likely related to increasing 
effi ciency in selecting the appropriate category response.

ACKNOWLEDGMENTS
We would like to thank Dr. Felice Sun for developing the 
coherence analysis and for help with applying this analysis to 
the current study. We would like to thank Dr. Shawn Ell and 
Dr. Charlotte Boettiger for feedback and useful comments. This 
work was supported by a grant from the National Institute 
of Health.



Frontiers in Human Neuroscience www.frontiersin.org November 2009 | Volume 3 | Article 44 | 12

DeGutis and D’Esposito Initial vs. practiced visual categorization

primate prefrontal cortex. Science 291, 
312–316.

Furl, N., van Rijsbergen, N. J., Treves, A., 
and Dolan, R. J. (2007). Face adapta-
tion aftereffects reveal anterior medial 
temporal cortex role in high level cat-
egory representation. Neuroimage 37, 
300–310.

Fuster, J. M., Bauer, R. H., and Jervey, J. 
P. (1985). Functional interactions 
between inferotemporal and prefron-
tal cortex in a cognitive task. Brain Res. 
330, 299–307.

Gauthier, I., Tarr, M. J., Anderson, A. W., 
Skudlarski, P., and Gore, J. C. (1999). 
Activation of the middle fusiform ‘face 
area’ increases with expertise in rec-
ognizing novel objects. Nat. Neurosci. 
2, 568–573.

Gauthier, I., Tarr, M. J., Moylan, J., 
Skudlarski, P., Gore, J. C., and Anderson, 
A. W. (2000). The fusiform “face area” is 
part of a network that processes faces at 
the individual level. J. Cogn. Neurosci. 
12, 495–504.

Gazzaley, A., Rissman, J., Cooney, J., 
Rutman, A., Seibert, T., Clapp, W., and 
D’Esposito, M. (2007). Functional 
interactions between prefrontal and 
visual association cortex contribute 
to top-down modulation of visual 
processing. Cereb. Cortex 17(Suppl. 1), 
i125–135.

Halsband, U., and Freund, H. J. (1990). 
Premotor cortex and conditional 
motor learning in man. Brain 113
(Pt. 1), 207–222.

Halsband, U., and Passingham, R. (1982). 
The role of premotor and parietal cor-
tex in the direction of action. Brain 
Res. 240, 368–372.

Hanson, S. J., Matsuka, T., and Haxby, J. V. 
(2004). Combinatorial codes in ventral 
temporal lobe for object recognition: 
Haxby (2001) revisited: is there a “face” 
area? Neuroimage 23, 156–166.

Haxby, J. V., Gobbini, M. I., Furey, M. L., 
Ishai, A., Schouten, J. L., and Pietrini, 
P. (2001). Distributed and overlapping 
representations of faces and objects in 
ventral temporal cortex. Science 293, 
2425–2430.

He, B. J., Shulman, G. L., Snyder, A. Z., 
and Corbetta, M. (2007a). The role 
of impaired neuronal communica-
tion in neurological disorders. Curr. 
Opin. Neurol. 20, 655–660.

He, B. J., Snyder, A. Z., Vincent, J. L., 
Epstein, A., Shulman, G. L., and 
Corbetta, M. (2007b). Breakdown of 
functional connectivity in frontopa-
rietal networks underlies behavioral 
defi cits in spatial neglect. Neuron 53, 
905–918.

Herve, P. Y., Mazoyer, B., Crivello, F., Perchey, 
G., and Tzourio-Mazoyer, N. (2005). 
Finger tapping,  handedness and grey 

REFERENCES
Ashby, F. G., Ennis, J. M., and Spiering, B. 

J. (2007). A neurobiological theory of 
automaticity in perceptual categoriza-
tion. Psychol. Rev. 114, 632–656.

Ashby, F. G., and Maddox, W. T. (2005). 
Human category learning. Annu. Rev. 
Psychol. 56, 149–178.

Barcelo, F., and Knight, R. T. (2002). Both 
random and perseverative errors under-
lie WCST defi cits in prefrontal patients. 
Neuropsychologia 40, 349–356.

Barcelo, F., Suwazono, S., and Knight, 
R. T. (2000). Prefrontal modulation 
of visual processing in humans. Nat. 
Neurosci. 3, 399–403.

Boettiger, C. A., and D’Esposito, M. 
(2005). Frontal networks for learning 
and executing arbitrary stimulus-
response associations. J. Neurosci. 25, 
2723–2732.

Bokde, A. L., Lopez-Bayo, P., Meindl, 
T., Pechler, S., Born, C., Faltraco, F., 
Teipel, S. J., Moller, H. J., and Hampel, 
H. (2006). Functional connectivity 
of the fusiform gyrus during a face-
matching task in subjects with mild 
cognitive impairment. Brain 129(Pt. 
5), 1113–1124.

Bussey, T. J., Saksida, L. M., and Murray, 
E. A. (2002). Perirhinal cortex resolves 
feature ambiguity in complex visual 
discriminations. Eur. J. Neurosci. 15, 
365–374.

Collins, D. L., Zijdenbos, A. P., Kollokian, 
V., Sled, J. G., Kabani, N. J., Holmes, C. 
J., and Evans, A. C. (1998). Design and 
construction of a realistic digital brain 
phantom. IEEE Trans. Med. Imaging 
17, 463–468.

DeGutis, J., and D’Esposito, M. (2007). 
Distinct mechanisms in visual cat-
egory learning. Cogn. Affect. Behav. 
Neurosci. 7, 251–259.

DeGutis, J. M., Bentin, S., Robertson, L. C., 
and D’Esposito, M. (2007). Functional 
plasticity in ventral temporal cortex 
following cognitive rehabilitation of 
a congenital prosopagnosic. J. Cogn. 
Neurosci. 19, 1790–1802.

Fabre-Thorpe, M. (2003). Visual catego-
rization: accessing abstraction in non-
human primates. Philos. Trans. R. Soc. 
Lond., B, Biol. Sci. 358, 1215–1223.

Fletcher, P., Buchel, C., Josephs, O., Friston, 
K., and Dolan, R. (1999). Learning-
related neuronal responses in prefrontal 
cortex studied with functional neu-
roimaging. Cereb. Cortex 9, 168–178.

Floyer-Lea, A., and Matthews, P. M. (2005). 
Distinguishable brain activation net-
works for short- and long-term motor 
skill learning. J. Neurophysiol. 94, 
512–518.

Freedman, D. J., Riesenhuber, M., Poggio, 
T., and Miller, E. K. (2001). Categorical 
representation of visual stimuli in the 

matter amount in the Rolando’s genu 
area. Neuroimage 25, 1133–1145.

Hopkins, R. O., Myers, C. E., Shohamy, D., 
Grossman, S., and Gluck, M. (2004). 
Impaired probabilistic category learn-
ing in hypoxic subjects with hippoc-
ampal damage. Neuropsychologia 42, 
524–535.

Ishai, A., Ungerleider, L. G., Martin, A., 
Schouten, J. L., and Haxby, J. V. (1999). 
Distributed representation of objects in 
the human ventral visual pathway. Proc. 
Natl. Acad. Sci. U.S.A. 96, 9379–9384.

Jiang, X., Bradley, E., Rini, R. A., Zeffi ro, 
T., Vanmeter, J., and Riesenhuber, 
M. (2007). Categorization training 
results in shape- and category- selective 
human neural plasticity. Neuron 53, 
891–903.

Jonides, J. (2004). How does practice makes 
perfect? Nat. Neurosci. 7, 10–11.

Kanwisher, N. (2000). Domain specifi city 
in face perception. Nat. Neurosci. 3, 
759–763.

Kanwisher, N., McDermott, J., and Chun, 
M. M. (1997). The fusiform face area: 
a module in human extrastriate cor-
tex specialized for face perception. J. 
Neurosci. 17, 4302–4311.

Kanwisher, N., and Yovel, G. (2006). The 
fusiform face area: a cortical region 
specialized for the perception of faces. 
Philos. Trans. R. Soc. Lond., B, Biol. Sci. 
361, 2109–2128.

Kelly, A. M., and Garavan, H. (2005). 
Human functional neuroimaging of 
brain changes associated with practice. 
Cereb. Cortex 15, 1089–1102.

Knowlton, B. J., and Squire, L. R. (1993). 
The learning of categories: parallel 
brain systems for item memory and 
category knowledge. Science 262, 
1747–1749.

Knowlton, B. J., Squire, L. R., and Gluck, 
M. A. (1994). Probabilistic classifi ca-
tion learning in amnesia. Learn. Mem. 
1, 106–120.

Lee, A. C., Bussey, T. J., Murray, E. A., 
Saksida, L. M., Epstein, R. A., Kapur, 
N., Hodges, J. R., and Graham, K. S. 
(2005). Perceptual defi cits in amnesia: 
challenging the medial temporal lobe 
‘mnemonic’ view. Neuropsychologia 
43, 1–11.

Little, D. M., Shin, S. S., Sisco, S. M., and 
Thulborn, K. R. (2006). Event-related 
fMRI of category learning: differ-
ences in classifi cation and feedback 
networks. Brain Cogn. 60, 244–252.

Little, D. M., and Thulborn, K. R. (2005). 
Correlations of cortical activation 
and behavior during the application 
of newly learned categories. Brain Res. 
Cogn. Brain Res. 25, 33–47.

Little, D. M., and Thulborn, K. R. (2006). 
Prototype-distortion category learning: 
a two-phase learning process across a 

distributed network. Brain Cogn. 60, 
233–243.

Maddox, W. T., Aparicio, P., Marchant, N. 
L., and Ivry, R. B. (2005). Rule-based 
category learning is impaired in 
patients with Parkinson’s disease but 
not in patients with cerebellar disor-
ders. J. Cogn. Neurosci. 17, 707–723.

McKone, E., Kanwisher, N., and Duchaine, 
B. C. (2007). Can generic expertise 
explain special processing for faces? 
Trends Cogn. Sci. 11, 8–15.

Moeller, S., Freiwald, W. A., and Tsao, D. 
Y. (2008). Patches with links: a uni-
fi ed system for processing faces in the 
macaque temporal lobe. Science 320, 
1355–1359.

Muhammad, R., Wallis, J. D., and Miller, 
E. K. (2006). A comparison of abstract 
rules in the prefrontal cortex, premo-
tor cortex, inferior temporal cortex, 
and striatum. J. Cogn. Neurosci. 18, 
974–989.

Muller, K., Mildner, T., Lohmann, G., and 
von Cramon, D. Y. (2003). Investigat-
ing the stimulus-dependent temporal 
dynamics of the BOLD signal using 
spectral methods. J. Magn. Reson. 
Imaging 17, 375–382.

Nomura, E. M., Maddox, W. T., Filoteo, J. 
V., Ing, A. D., Gitelman, D. R., Parrish, 
T. B., Mesulam, M. M., and Reber, P. J. 
(2007). Neural correlates of rule-based 
and information-integration visual 
category learning. Cereb. Cortex 17, 
37–43.

Op de Beeck, H. P., Baker, C. I., DiCarlo, 
J. J., and Kanwisher, N. G. (2006). 
Discrimination training alters object 
representations in human extrastriate 
cortex. J. Neurosci. 26, 13025–13036.

O’Toole, A. J., Jiang, F., Abdi, H., and 
Haxby, J. V. (2005). Partially distrib-
uted representations of objects and 
faces in ventral temporal cortex. J. 
Cogn. Neurosci. 17, 580–590.

Poldrack, R. A., Clark, J., Pare-Blagoev, 
E. J., Shohamy, D., Creso Moyano, J., 
Myers, C., and Gluck, M. A. (2001). 
Interactive memory systems in the 
human brain. Nature 414, 546–550.

Reber, P. J., Gitelman, D. R., Parrish, 
T. B., and Mesulam, M. M. (2003). 
Dissociating explicit and implicit cat-
egory knowledge with fMRI. J. Cogn. 
Neurosci. 15, 574–583.

Reber, P. J., Stark, C. E., and Squire, L. 
R. (1998). Cortical areas supporting 
category learning identified using 
functional MRI. Proc. Natl. Acad. Sci. 
U.S.A. 95, 747–750.

Rosenberg, J. R., Amjad, A. M., Breeze, P., 
Brillinger, D. R., and Halliday, D. M. 
(1989). The Fourier approach to the 
identifi cation of functional coupling 
between neuronal spike trains. Prog. 
Biophys. Mol. Biol. 53, 1–31.



Frontiers in Human Neuroscience www.frontiersin.org November 2009 | Volume 3 | Article 44 | 13

DeGutis and D’Esposito Initial vs. practiced visual categorization

Rossion, B., Dricot, L., Devolder, A., 
Bodart, J. M., Crommelinck, M., De 
Gelder, B., and Zoontjes, R. (2000). 
Hemispheric asymmetries for whole-
based and part-based face processing 
in the human fusiform gyrus. J. Cogn. 
Neurosci. 12, 793–802.

Schwartz, S., Maquet, P., and Frith, C. 
(2002). Neural correlates of perceptual 
learning: a functional MRI study of vis-
ual texture discrimination. Proc. Natl. 
Acad. Sci. U.S.A. 99, 17137–17142.

Seger, C. A. (2008). How do the basal 
ganglia contribute to categorization? 
Their roles in generalization, response 
selection, and learning via feedback. 
Neurosci. Biobehav. Rev. 32, 265–278.

Squire, L. R., Stark, C. E., and Clark, R. 
E. (2004). The medial temporal lobe. 
Annu. Rev. Neurosci. 27, 279–306.

Sun, F. T., Miller, L. M., and D’Esposito, 
M. (2004). Measuring  interregional 

 functional connectivity using coher-
ence and partial coherence anal yses of 
fMRI data. Neuroimage 21, 647–658.

Sun, F. T., Miller, L. M., Rao, A. A., and 
D’Esposito, M. (2007). Functional con-
nectivity of cortical networks involved 
in bimanual motor sequence learning. 
Cereb. Cortex 17, 1227–1234.

Tarr, M. J., and Gauthier, I. (2000). FFA: a 
fl exible fusiform area for subordinate-
level visual processing automatized by 
expertise. Nat. Neurosci. 3, 764–769.

Tyler, L. K., Stamatakis, E. A., Bright, P., 
Acres, K., Abdallah, S., Rodd, J. M., and 
Moss, H. E. (2004). Processing objects 
at different levels of specifi city. J. Cogn. 
Neurosci. 16, 351–362.

Wagner, A. D., Pare-Blagoev, E. J., Clark, J., 
and Poldrack, R. A. (2001). Recovering 
meaning: left prefrontal cortex guides 
controlled semantic retrieval. Neuron 
31, 329–338.

Wallis, J. D., and Miller, E. K. (2003). 
From rule to response: neuronal 
processes in the premotor and pre-
frontal cortex. J. Neurophysiol. 90, 
1790–1806.

Warrington, E. K. (1982). Neuropsycho-
logical studies of object recognition. 
Philos. Trans. R. Soc. Lond., B, Biol. Sci. 
298, 15–33.

Yanike, M., Wirth, S., and Suzuki, W. A. 
(2004). Representation of well-learned 
information in the monkey hippoc-
ampus. Neuron 42, 477–487.

Yovel, G., and Kanwisher, N. (2004). Face 
perception: domain specifi c, not proc-
ess specifi c. Neuron 44, 889–898.

Zgaljardic, D. J., Borod, J. C., Foldi, N. S., 
and Mattis, P. (2003). A review of the 
cognitive and behavioral sequelae of 
Parkinson’s disease: relationship to 
frontostriatal circuitry. Cogn. Behav. 
Neurol. 16, 193–210.

Conflict of Interest Statement: The 
authors declare that the research was con-
ducted in the absence of any  commercial or 
fi nancial relationships that could be con-
strued as a potential confl ict of interest.

Received: 02 June 2009; paper pending pub-
lished: 26 June 2009; accepted: 15 October 
2009; published online: 12 November 2009.
Citation: DeGutis J and D’Esposito M 
(2009) Network changes in the transition 
from initial learning to well-practiced visual 
categorization. Front. Hum. Neurosci. 3:44. 
doi: 10.3389/neuro.09.044.2009
Copyright © 2009 DeGutis and D’Esposito. 
This is an open-access article subject to 
an exclusive license agreement between 
the authors and the Frontiers Research 
Foundation, which permits unrestricted 
use, distribution, and reproduction in any 
medium, provided the original authors and 
source are credited.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages false
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages false
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages false
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


