OCEANOBS'19: AN OCEAN

OF OPPORTUNITY.
VOLUME Il

EDITED BY: Tong Lee, Sabrina Speich, Laura Lorenzoni, Sanae Chiba,
Frank E. Muller-Karger, Minhan Dai, Amos T. Kabo-Bah,
John Siddorn, Justin Manley, Maria Snoussi and Fei Chai
PUBLISHED IN: Frontiers in Marine Science

’frontiers Research Topics


https://www.frontiersin.org/research-topics/8224/oceanobs19-an-ocean-of-opportunity
https://www.frontiersin.org/research-topics/8224/oceanobs19-an-ocean-of-opportunity
https://www.frontiersin.org/research-topics/8224/oceanobs19-an-ocean-of-opportunity
https://www.frontiersin.org/research-topics/8224/oceanobs19-an-ocean-of-opportunity
https://www.frontiersin.org/journals/marine-science

:' frontiers

Frontiers eBook Copyright Statement

The copyright in the text of
individual articles in this eBook is the
property of their respective authors
or their respective institutions or
funders. The copyright in graphics
and images within each article may
be subject to copyright of other
parties. In both cases this is subject
to a license granted to Frontiers.

The compilation of articles
constituting this eBook is the
property of Frontiers.

Each article within this eBook, and
the eBook itself, are published under
the most recent version of the
Creative Commons CC-BY licence.
The version current at the date of
publication of this eBook is

CC-BY 4.0. If the CC-BY licence is
updated, the licence granted by
Frontiers is automatically updated to
the new version.

When exercising any right under the
CC-BY licence, Frontiers must be
attributed as the original publisher
of the article or eBook, as
applicable.

Authors have the responsibility of
ensuring that any graphics or other
materials which are the property of

others may be included in the

CC-BY licence, but this should be

checked before relying on the
CC-BY licence to reproduce those
materials. Any copyright notices
relating to those materials must be
complied with.

Copyright and source
acknowledgement notices may not
be removed and must be displayed

in any copy, derivative work or
partial copy which includes the
elements in question.

All copyright, and all rights therein,
are protected by national and
international copyright laws. The
above represents a summary only.
For further information please read
Frontiers” Conditions for Website
Use and Copyright Statement, and
the applicable CC-BY licence.

ISSN 1664-8714
ISBN 978-2-88963-119-3
DOI 10.3389/978-2-88963-119-3

About Frontiers

Frontiers is more than just an open-access publisher of scholarly articles: it is a
pioneering approach to the world of academia, radically improving the way scholarly
research is managed. The grand vision of Frontiers is a world where all people have
an equal opportunity to seek, share and generate knowledge. Frontiers provides
immediate and permanent online open access to all its publications, but this alone
is not enough to realize our grand goals.

Frontiers Journal Series

The Frontiers Journal Series is a multi-tier and interdisciplinary set of open-access,
online journals, promising a paradigm shift from the current review, selection and
dissemination processes in academic publishing. All Frontiers journals are driven
by researchers for researchers; therefore, they constitute a service to the scholarly
community. At the same time, the Frontiers Journal Series operates on a revolutionary
invention, the tiered publishing system, initially addressing specific communities of
scholars, and gradually climbing up to broader public understanding, thus serving
the interests of the lay society, too.

Dedication to Quality

Each Frontiers article is a landmark of the highest quality, thanks to genuinely
collaborative interactions between authors and review editors, who include some
of the world’s best academicians. Research must be certified by peers before entering
a stream of knowledge that may eventually reach the public - and shape society;
therefore, Frontiers only applies the most rigorous and unbiased reviews.

Frontiers revolutionizes research publishing by freely delivering the most outstanding
research, evaluated with no bias from both the academic and social point of view.
By applying the most advanced information technologies, Frontiers is catapulting
scholarly publishing into a new generation.

What are Frontiers Research Topics?

Frontiers Research Topics are very popular trademarks of the Frontiers Journals
Series: they are collections of at least ten articles, all centered on a particular subject.
With their unique mix of varied contributions from Original Research to Review
Articles, Frontiers Research Topics unify the most influential researchers, the latest
key findings and historical advances in a hot research area! Find out more on how
to host your own Frontiers Research Topic or contribute to one as an author by
contacting the Frontiers Editorial Office: researchtopics@frontiersin.org

Frontiers in Marine Science

1 November 2020 | Oceanobs19: An Ocean of Opportunity


https://www.frontiersin.org/research-topics/8224/oceanobs19-an-ocean-of-opportunity
https://www.frontiersin.org/journals/marine-science
http://www.frontiersin.org/
mailto:researchtopics@frontiersin.org
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/

OCEANOBS19: AN OCEAN

OF OPPORTUNITY.
VOLUME I

Topic Editors:

Tong Lee, NASA Jet Propulsion Laboratory, United States

Sabrina Speich, Laboratoire de Météorologie Dynamique, ENS, France
Laura Lorenzoni, NASA, United States and University of South Florida,
United States

Sanae Chiba, Japan Agency for Marine-Earth Science and Technology, Japan
Frank E. Muller-Karger, University of South Florida, United States
Minhan Dai, Xiamen University, China

Amos T. Kabo-Bah, University of Energy and Natural Resources, Ghana
John Siddorn, Met Office Exeter, United Kingdom

Justin Manley, Just Innovation Inc., United States

Maria Snoussi, Mohammed V University, Morocco

Fei Chai, Ministry of Natural Resources, China and University of Maine,
United States

Cover and introductory image by Consortium for Ocean Leadership.

This eBook contains peer-reviewed community white papers (CWPs) as part of the
community inputs to the OceanObs'19 Conference. The OceanObs conferences are
held once every ten years for the scientific, technical, and operational communities
involved in the planning, implementation, and use of ocean observing systems.
The goal of the conferences is to communicate progress, promote plans, and to
define advances to ocean observing system in response to societies’ needs. Each
conference provides a forum for the community to review the state of the ocean
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observing science and operations, and to define goals and plans to achieve over
the next decade. The OceanObs'19 conference is the third in the series. It seeks to
further align the science, technology, and human capacity of ocean observing to
address growing and urgent societal needs.

CWPs have always been an integral part of the OceanObs conference series. The
objective of this OceanObs'19 Research Topic in Frontiers in Marine Science is
to provide a forum for community recommendations to inform the outcome of
OceanObs’'19 conference and to guide post-conference actions. The 140 CPWs
collected under this Research Topic encompass perspectives from interested groups,
including science, operational and commercial end-users, and stakeholders, on the
needs and aspirations for the coming decade. Over 2500 authors from 79 countries
contributed to the CWPs. These papers promote international collaboration, describe
the status of a truly large-scale sustained ocean observing effort, and collectively
help shape a vision for the future. They garner the collective knowledge of the
community to evaluate and enhance the efficacy of our global and regional ocean
observing networks.

The CWPs summarize key accomplishments in ocean observing, address gaps, and
discuss the way forward. They specifically address improved connections between end
users and providers of ocean observations, opportunities for integration of observing
efforts and applications of information at the global and regional levels. Together,
they contribute to a vision for ocean observing opportunities in the coming decade.
For example, the importance of ocean observing as the key source of information
on natural hazards (e.g., harmful algae and bacteria blooms, tsunamis, storm surges,
marine heatwaves, and storms and other extreme weather events), ecosystem health
and biodiversity (including shifting distributions of organisms and the increased risk of
extinctions), ocean pollution (including acidification, de-oxygenation, and plastics),
and sea level change are highlighted by various CWPs. They also identify substantial
challenges that need to be overcome as a community, and offer suggestions for
solutions. The needs for observations to support ecosystem-based management,
marine and weather forecasting, climate predictions and projection, marine safety
and navigation, decision support for climate adaptation, deep-ocean exploration,
and seafloor mapping, among many other areas, are underscored. These issues are
all at the core of a developing blue economy.

The papers address observing systems of various scales, including global ocean (e.g.,
Argo, GO-SHIP, Volunteer Observing Ships, and an active constellation of satellites),
basin-scale (e.g., AtlantOS, Tropical Pacific Observing System 2020, Indian Ocean
Observing System, Tropical Atlantic Observing System, Arctic Ocean and Southern
Ocean observing systems, and a developing Deep Ocean Observing Strategy),
regional (e.g., for boundary currents and inter-ocean exchanges), and coastal. They
also address the goal of OceanObs19 to further refine a governance framework
that designates responsibility for product definition, production and timely delivery
of fit-for-purpose information to serve user needs at the appropriate scales (global,
basin, regional, national).

Taken together, the CWPs represent a call to governmental and non-governmental
organizations, industries, scientists and technologists, stewards and citizens to work
together to support furthering a coordinated development of the Global Ocean
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Observing System (GOOS) to ensure the delivery of information that will benefit
human society over the long term. Together, the CWPs and OceanObs'19 will
contribute to the development of a vibrant and blue economy that comprises many
sectors, that supports policies that sustain development and conservation, and shape
the next decade of ocean observing.

The organizers of the OceanObs'19 conference thank the authors that conceived
and jointly crafted the CWPs for their tremendous efforts, extensive international
collaborations, and community wisdom. The organizers also thank the hundreds of
reviewers of the CWPs for their dedication, and the time invested in reviewing the
papers. The organizers are also indebted to the entire team of Frontiers in Marine
Science for their effortin handling the publications of the CWPs, and the compilation
of the eBook.

The articles included in this version of the eBook include CWPs for the OceanObs'19
Research Topic published up to late July. Those published subsequently will be
included in an updated version of the eBook.

Citation: Lee, T, Speich, S., Lorenzoni, L., Chiba, S., Muller-Karger, F. E., Dai, M.,
Kabo-Bah, A. T., Siddorn, J., Manley, J., Snoussi, M., Chai, F., eds. (2020).
Oceanobs'19: An Ocean of Opportunity. Volume Il. Lausanne: Frontiers Media SA.
doi: 10.3389/978-2-88963-119-3
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A major challenge for managing impacts and implementing effective mitigation measures
and adaptation strategies for coastal zones affected by future sea level (SL) rise is our
limited capacity to predict SL change at the coast on relevant spatial and temporal
scales. Predicting coastal SL requires the ability to monitor and simulate a multitude
of physical processes affecting SL, from local effects of wind waves and river runoff to
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remote influences of the large-scale ocean circulation on the coast. Here we assess
our current understanding of the causes of coastal SL variability on monthly to muilti-
decadal timescales, including geodetic, oceanographic and atmospheric aspects of
the problem, and review available observing systems informing on coastal SL. We also
review the ability of existing models and data assimilation systems to estimate coastal
SL variations and of atmosphere-ocean global coupled models and related regional
downscaling efforts to project future SL changes. We discuss (1) observational gaps and
uncertainties, and priorities for the development of an optimal and integrated coastal SL
observing system, (2) strategies for advancing model capabilities in forecasting short-
term processes and projecting long-term changes affecting coastal SL, and (3) possible
future developments of sea level services enabling better connection of scientists and
user communities and facilitating assessment and decision making for adaptation to
future coastal SL change.

Keywords: coastal sea level, sea-level trends, coastal ocean modeling, coastal impacts, coastal adaptation,

observational gaps, integrated observing system

INTRODUCTION

Coastal zones have large socio-economic and environmental
significance to nations worldwide but are exposed to rising SL and
increasing extreme SL events (e.g., surges) due to anthropogenic
climate change (Seneviratne et al., 2012; Vousdoukas et al., 2018).
By 2100, ~70% of the coastlines are projected to experience
a relative SL change within 20% of the global mean SL rise
(Church et al., 2013). Future SL extremes will also very likely
have a significant increase in occurrence along some coasts
(Vitousek et al., 2017; Vousdoukas et al., 2018), but there is in
general low confidence in region-specific projections of waves
and surges (Church et al, 2013). Similar uncertainties affect
efforts to predict coastal SL variability on shorter (seasonal
to decadal) periods. Our limited capacity for coastal SL
prediction on a range of timescales is a major challenge for
understanding impacts, anticipating climate change risks and
promoting adaptation efforts on issues such as public safety and
relocation, developing and protecting infrastructure, health and
sustainability of ecosystem services and blue economies (e.g.,
Intergovernmental Panel on Climate Change [IPCC], 2014).
While observations from tide gauges, satellite altimetry and
less developed methods such as the GNSS reflections are key
for monitoring SL, other types of observations as well as
model and assimilation systems are also relevant from the
broader perspective of coastal SL prediction. For example,
bottom pressure and steric height observations, even if mostly
in the deep ocean, can shed light on the barotropic or
baroclinic nature of SL dynamics. Similarly, information on
surface atmospheric winds and pressure, air-sea heat exchanges

Abbreviations: ANN, artificial neural networks; CMIP, Coupled Model
Intercomparison Project; COFS, coastal ocean forecasting system; GLOSS,
Global Sea Level Observing System; GNSS, Global Navigation Satellite System;
GPS, Global Positioning System; InSAR, interferometric synthetic aperture radar;
OBP, ocean bottom pressure; PSMSL, Permanent Service for Mean Sea Level;
RCP, representative concentration pathway; SAR, synthetic aperture radar; SL, sea
level; SONEL, Systeme d’Observations du Niveau des Eaux Littorales; UHSLC,
University of Hawai’i Sea Level Center; VLM, vertical land motion.

or river runoff can help to understand and distinguish the
influence of local, regional and remote drivers of coastal SL
variability. Such knowledge is needed to guide the representation
of relevant physical processes and forcing mechanisms in
dynamical forecast models or the choice of predictors in statistical
methods. In addition, information from all types of observations
(not just SL) is essential for defining the initial states of
forecast systems.

In this paper we examine the status of observing and modeling
systems relevant for both monitoring and predicting coastal
SL. (By coastal SL we mean SL at the coast, e.g., as seen by
tide gauges, or over contiguous shelf and continental slope
regions, in contrast with SL over the deep/open ocean; other
terminology used here is consistent with the definitions proposed
by Gregory et al., 2019.) Emphasis is on variability at monthly
and longer timescales. The main thrusts of the paper have to
do with the need to: treat data and model issues in tandem;
highlight the importance for coastal SL of many different datasets
(besides SL per se), physical processes, and timescales; and
examine the differences and connections between SL variability
in the coastal and open oceans. Section “Causes of Coastal Sea
Level Variability” serves to motivate the review of the present
status of both observations and model/assimilation systems
that follows. For the present observing system status (section
“Existing Observing Systems”), we attempt to cover not only
SL observations per se, but also other ancillary fields, such as
waves and temperature, which are important in the interpretation
of the coastal SL record. Section “Existing Modeling Systems”
deals with the model/assimilation systems used for both coastal
analyses/forecasts on relatively short periods, of the type being
implemented in operational weather centers around the world,
and longer term predictions/projections, typical of efforts under
CMIP. Against this background, section “Recommendations
for Observing and Modeling Systems” explicitly addresses
most relevant needs for improved coastal SL monitoring and
predicting capabilities in the future. A related, more specific
discussion of the future of SL services, from the perspective
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of connecting to end users, is provided in section “Developing
Future Sea Level Services.”

CAUSES OF COASTAL SEA LEVEL
VARIABILITY

In this section, we provide an overview of the many processes
that contribute to coastal SL variability, and in particular on
the reasons for differences between SL observed at the coast
and in the neighboring deep ocean. The discussion is as broad
as possible and not specific to any region. Our main focus
is on variability on monthly timescales and longer. Therefore,
while we discuss high-frequency processes (on timescales of
minutes to days, including tides and storm surges), it is primarily
to indicate their importance to the longer term record. The
subsections below are ordered roughly in terms of increasing
timescale of variability.

Higher-Frequency Coast-Ocean Sea

Level Differences

Coastal SL variability must in general be larger, and associated
with a wider range of timescales than that in the nearby
open ocean. For example, at the higher end of the frequencies
considered in this paper, tides tend to have larger amplitudes at
the coast than in the open ocean, primarily due to shoaling and
resonance arising from the depth of coastal waters and shape
of coastlines, and they have a richer spectra of high harmonics
and shallow water constituents (Pugh and Woodworth, 2014,
chapter 5). In addition, a number of important processes that
take place near the coast on timescales of minutes, hours or days
have magnitudes and/or frequencies that are determined by water
depth and the presence of the coastal boundary. These processes
include the seiches of harbors, bays and shelves, storm surges,
shelf waves, infragravity waves, wave setup and river runoff.
Figure 1 gives a schematic description of some of these processes
(for a fuller list and description, see Woodworth et al., 2019).

In fact, some of these higher-frequency processes are
important to the discussion of SL variability and change over
longer timescales. For example, major periods of storm surge
activity in winter will skew the distribution of surges and
therefore affect monthly mean SL. Wave setup and run-up
provides another example. While run-up is the instantaneous
maximum elevation at the moving shoreline, wave setup is the
SL averaged typically over many wave groups (tens of minutes).
This wave setup is modulated on longer timescales through
its dependence on time-varying wave height, period, direction,
and “still water” level (Idier et al., 2019). Therefore, setup will
inevitably contribute to mean SL variability in some way (e.g.,
on seasonal and interannual timescales). Consequently, there is a
possible “contamination” of existing long term mean SL records
by variations in wave setup in the past (I0C, 2016). In addition,
the character of the contribution might change again if wind
climate or sea ice cover changes in the future, leading to changes
in the wave climate (Stopa et al., 2016; Melet et al., 2018). Similar
remarks apply to river runoft, which is primarily a high-frequency
process (e.g., daily) and yet can contribute to SL variability on

Diurnal tides
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FIGURE 1 | A schematic overview of processes contributing to sea level
variability at the coast indicating the space and time scales involved.
Woodworth et al. (2019) contains a more complete summary and discussion
of each process; Hughes et al. (2019) provides a detailed review of different
types of coastal-trapped waves. Very high-frequency processes with
timescales less than 1 min (e.g., wind waves, swash) are not included.

seasonal and longer timescales at tide gauges located in or near to
major river estuaries (Wijeratne et al., 2008; Piecuch et al., 2018a).

Coast-Ocean Comparison on Longer

Timescales

Many studies have demonstrated that the differences between
open-ocean and coastal SL variability are not confined to the
“high-frequency” and “short spatial scale” of the previous section.
A well-known example concerns the trapped coastal waves
that propagate north and south along the Pacific coasts of the
Americas, resulting in similar SL anomalies at all points along
the coast (Enfield and Allen, 1980; Pugh and Woodworth, 2014).
A similar situation occurs along Australian coasts, where much
of the coherence in the north and west is related to El Nifio (see
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references in White et al., 2014), and along the European coasts
(e.g., Calafat et al., 2012). Another example is the coherence
of variability in sub-surface pressure (akin to inverse-barometer
corrected SL) at intra-annual timescales along continental shelf
slopes (Hughes and Meredith, 2006).

The accumulation of several decades of satellite altimeter data
made it possible to compare SL variability in the open ocean
and that at the coast as measured by tide gauges. Differences
in variability exist at some locations on monthly to interannual
timescales (e.g., Vinogradov and Ponte, 2011). Such differences
are of particular interest where they reflect the dynamics of the
nearby ocean circulation, and especially of western boundary
currents (e.g., Yin and Goddard, 2013; Sasaki et al., 2014;
McCarthy et al., 2015). Further studies are needed (e.g., using
re-tracked coastal altimetry products) to identify the relative
contributions of measurement issues (e.g., contamination of the
altimeter footprint, uncertainties in correction algorithms) and
representation errors (e.g., coastally trapped circulations) to the
observed differences between tide gauge and altimetry data.

The performance of ocean models (Calafat et al., 2014;
Chepurin et al., 2014) and coupled climate models (Becker
et al., 2016; Meyssignac et al., 2017b) in reproducing historical
coastal SL changes observed by tide gauges is varied, with the
models performing well for some regions and timescales, but
poorly for others. Consequently, better understanding of model-
data discrepancies, and in particular the faithfulness of models
in simulating the processes mediating the relationship between
coastal SL and large-scale ocean circulation, will be required to
improve and add confidence to projections of future coastal SL
change (see section “Existing Modeling Systems”).

Importance to Coastal SL of Climate
Modes and Ocean Dynamics

The influence of the major modes of climate variability (e.g.,
El Nifio-Southern Oscillation, North Atlantic Oscillation, Indian
Ocean Dipole, Pacific Decadal Oscillation) can be seen in
spatial patterns of SL variability both at the coast and in the
ocean interior, and in both coastal mean and extreme SL (e.g.,
Menéndez and Woodworth, 2010; Barnard et al., 2015). These
modes have basin-wide influence on SL at interannual-to-decadal
timescales and have large impacts on coastal oceans through
local wind forcing associated with climate modes and also remote
influence from the ocean interior. For instance, interannual-
to-decadal surface wind anomalies associated with El Nifio
and Indian Ocean Dipole induce eastward propagating oceanic
equatorial Kelvin waves. Upon arriving at the eastern boundary,
part of the energy propagates poleward as coastally trapped
waves, affecting SL in a long distance along the coastlines of
the eastern Pacific (e.g., Chelton and Enfield, 1986) and eastern
Indian Ocean (e.g., Han et al., 2017, 2018). Eastern boundary SL
is also affected at interannual to decadal timescales by variability
in longshore winds associated with extratropical atmospheric
centers of action related to climate modes (Calafat et al., 2013;
Thompson et al., 2014).

At the western boundary, in regions where the shelf is broad
(e.g., Mid-Atlantic Bight), circulations over the shelf can be

distinct from the open ocean, large-scale (greater than Rossby
radius) circulation (Brink, 1998). Open ocean currents flow
along the isobaths, setting a barrier for cross-isobath flows and
thus constrain the influence of remote forcing from the open
ocean on coastal SL. The generation of cross-isobath currents
must be through ageostrophic processes (e.g., external surface
forcing, non-linearity, friction). By including variable rotation
effects, however, some Rossby wave energy can cross isobaths
and arrive at the western ocean boundary (Yang et al.,, 2013).
Indeed, a coastal sea level signal which is derived from open
ocean dynamics has been observed but with significantly reduced
amplitude at the coast and a shift toward the equator (Higginson
et al, 2015). Part of this effect has been explained theoretically,
for an ocean with vertical sidewalls (Minobe et al., 2017). The
extension to include a continental slope shows that the same
kind of spatial shift and reduction in amplitude still occurs, but
is enhanced to a degree that depends sensitively on resolution
and friction (Wise et al., 2018). This effect can be understood
as an influence of coastal-trapped waves on the propagation of
signals between open-ocean and coastal regions; see Hughes et al.
(2019) for a review.

The SL and temperature variability associated with climate
modes can result in coastal impacts, such as flooding or coral
bleaching around coastlines and low-lying coral islands (e.g.,
Dunne et al., 2012; Ezer and Atkinson, 2014; Barnard et al,,
2015; Ampou et al., 2017; Schramek et al., 2018). Interpretation
of correlations between climate modes and SL should be made
carefully, as climate modes reflect statistical summaries of
multivariate behavior in the climate system. They are useful
constructs though not themselves primary drivers of SL change
(e.g., Kenigson et al., 2018). Rather, such correlations often
indicate a direct forcing of the ocean by the atmosphere, locally
or remotely, by means of such mechanisms as the inverted
barometer effect, storm surge, wind setup, Ekman transport,
Rossby waves, or Sverdrup balance (Andres et al., 2013; Landerer
and Volkov, 2013; Thompson and Mitchum, 2014; Piecuch et al.,
2016; Calafat et al., 2018). It has also been proposed (e.g., along
the Eastern United States) that coastal SL is causally linked to
other components of the variable and changing climate system,
such as subpolar ocean heat storage (Frederikse et al., 2017),
the changing mass of the Greenland Ice Sheet (e.g., Davis and
Vinogradova, 2017), changes to the Gulf Stream (Ezer et al., 2013)
and Atlantic Meridional Overturning Circulation (Yin et al,
2009; Yin and Goddard, 2013), depending on timescale.

Global eddy-resolving models have revealed the strength of
the intrinsic ocean variability, which spontaneously emerges from
oceanic non-linearities without atmospheric variability or any
air-sea coupling (Penduff et al., 2011; Sérazin et al., 2015, 2018).
These signals have a chaotic character (i.e., their phase is random
and not set by the atmosphere; Penduff et al,, 2018), impact
most oceanic fields such as SL, ocean heat content, overturning
circulation (e.g., Zanna et al., 2018), can reach the scale of gyres
and multiple decades, and may blur the detection of regional
SL trends over periods of 30 years (Sérazin et al., 2016), and in
particular over the altimetric period (Llovel et al., 2018). This
phenomenon has mostly been studied in the open ocean, but
ongoing research shows that it impacts the 1993-2015 trends
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of SL in certain coastal regions (e.g., Yellow Sea, Sea of Japan,
Patagonian plateau), raising new issues for the understanding,
detection and attribution of coastal SL change.

This stochastic variability is most strongly manifested in
the mesoscale, which dominates SL variability in much of
the ocean. However, the mesoscale is strongly suppressed by
long continental slopes, leading to a decoupling between open
ocean and shelf sea variability, especially in high latitudes and
western boundaries (Hughes and Williams, 2010; Bingham and
Hughes, 2012; Hughes et al, 2018, 2019). The result is that
open ocean-shelf coupling only tends to occur on larger scales,
though there is still a significant stochastic part derived from
the integrated effect of the mesoscale. An exceptional example
is the Caribbean Sea, where a basin mode (the Rossby Whistle)
is excited by the mesoscale and has a strong influence on
coastal SL at 120-day period (Hughes et al., 2016). Similarly, the
short circumference of continental slopes around oceanic islands
allows for the ready influence of mesoscale open ocean variability
on their shorelines (Mitchum, 1995; Firing and Merrifield, 2004;
Williams and Hughes, 2013).

Secular Coast-Ocean Differences

An obvious difference between coastal SL as seen by a tide
gauge and open ocean SL as measured by an altimeter, which
manifests itself primarily in the discussion of long-term SL
trends, is that the former is made relative to land levels at
the tide gauge stations, whereas the latter are referenced to
the geocenter. Differences between the two SL measurements
are rendered by VLMs, which can arise from a wide variety
of processes (glacial isostatic adjustment, sediment compaction,
tectonics, groundwater pumping, dam building) operating over a
broad range of space and time scales (Emery and Aubrey, 1991;
Engelhart and Horton, 2012; Kemp et al., 2014; Karegar et al,,
2016; Johnson et al., 2018). Related bathymetric changes can also
influence many coastal processes. Modern geodetic techniques
are required to place the tide gauge data into the same geocentric
reference frame as for the altimeter data, and to monitor VLM at
the gauge sites (IOC, 2016; Woppelmann and Marcos, 2016) and
to understand as well as possible the evolution of coastal zones
(Cazenave et al., 2017). Application of geodetic approaches in SL
studies is limited currently by the spatial sparseness of the data,
the temporal shortness of the records, and difficulties associated
with realizing the terrestrial reference frame (cf. section “Sea
Level Observations”).

Sea Level Change Impacts at the Coast

Major differences between ocean and coastal SL occur through
processes that depend upon water depth, such as storm surges
that lead to extreme SLs. A particular concern for coastal
managers has to do with the extreme SLs and associated
coastal inundation and flooding, that are occurring increasingly
often (e.g., Sweet and Park, 2014). Extreme SL arises from
combinations of high astronomical tides and other processes,
in particular storm surges and waves (Merrifield et al.,, 2013).
Changes in extremes have been found to be determined to a great
extent by changes in mean SL, although not exclusively so (e.g.,
Marcos and Woodworth, 2017; Vousdoukas et al., 2018). These

studies often make use of tide gauge data with its traditional
hourly sampling of SL. Such sampling ignores the high-frequency
part of the SL variability spectrum (timescale < 2 h, which
includes most seiches), which should be accounted for, at least
on a statistical basis, in future studies of extremes (Vilibi¢
and Sepi¢, 2017). Also global scale studies of the impacts of
sea level extremes do not include high-frequency wave-related
processes such as swash.

However, the coast can also be impacted by changes in mean
SL, which is known to be rising globally as a consequence of
climate change (Church et al., 2013). The first years of altimeter
data suggested that SL might be rising at a greater rate near
to the coast than in the nearby deeper ocean (Holgate and
Woodworth, 2004) although such a difference was not considered
significant by others (White et al., 2005; Prandi et al., 2009).
Nevertheless, as the depth of coastal waters increases in the
future, many of the processes mentioned above will be modified:
e.g., tidal wavelengths will increase and tidal patterns over the
continental shelves will change (e.g., Idier et al.,, 2017); storm
surge gradients and magnitudes will reduce (because of their
dependence on 1/depth); changes to tides and surges imply
changes to SL extremes; ocean waves will break closer to the coast,
with associated changes in wave setup and run-up (Chini et al,,
2010) and amplified potential flooding impacts (Arns et al., 2017).
Many of these factors, as well as related morphological changes
not discussed here, can be expected to interact with each other
(Idier et al., 2019).

Summary: A Complexity of Coastal

Processes

The nature of coastal SL variations is complex and multifaceted,
reflecting the influence of a multitude of Earth system processes
acting on timescales from seconds to centuries and on spatial
scales from local to global. Successful efforts to monitor and
predict coastal SL must acknowledge this complexity and deal
with the challenges of observing many different variables, from
local and remote winds and air pressure to river runoff and
bathymetry, and modeling a wide range of processes, from
wind waves, tides and large-scale climate modes, to compaction,
sedimentation and tectonics affecting VLM (Figure 1).

EXISTING OBSERVING SYSTEMS

Sea Level Observations

Tide gauges (Holgate et al., 2013) and satellite altimetry
(Vignudelli et al., 2011; Cipollini et al., 2017a,b) are both
important sources of SL information in the coastal zone. This
section focuses on tide gauge observations and related systems.
Benveniste et al. (2019) provide a discussion of coastal altimetry,
including the complementarity between altimetry and tide
gauge observations.

Coastal tide gauges measure point-wise water levels, from
which mean and extreme SL can be estimated. The longest
tide gauge records date back to the 18th century, although
it was only during the mid-20th century that the number of
instruments increased significantly, given their applications not
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FIGURE 2 | Tide gauge monthly sea level records available at PSMSL. In color, time series longer than 50 (red) and 100 (blue) years. Number of stations in each

category is given in parentheses.

only for scientific purposes but also for maritime navigation,
harbor operations, and hazard forecasting. Currently, most of
the world coastlines are monitored by tide gauges (Figure 2),
generally operated by national and sub-national agencies. Many
of these tide gauge records are compiled and freely distributed
by international databases. Among these, the PSMSL', hosted by
the National Oceanography Centre in Liverpool, is the largest
data bank of long-term monthly mean SL records for more than
2000 tide gauge stations (Holgate et al., 2013; see Figure 2).
Other data portals provide higher frequency (hourly and higher)
SL observations required for the study of tides and extreme SL
and/or real time measurements needed for operational services
or tsunami monitoring and warning systems; this is the case
of the UHSLC?, the European Copernicus Marine Environment
Monitoring Service’ or the Flanders Marine Institute* that hosts
the GLOSS monitoring facility for real time data. The Global
Extreme Sea Level Analysis initiative® extends the UHSLC high
frequency SL data set, unifying and assembling delayed-mode
observations compiled from national and sub-national agencies,
and presently provides the most complete collection of high-
frequency SL observations, with 1355 tide gauge records, of which
575 are longer than 20 years (Woodworth et al., 2017a).

'https://www.psmsl.org
Zhttps://uhslc.soest.hawaii.edu/
3http://marine.copernicus.eu/
*http://www.vliz.be/en
Shttps://www.gesla.org

Despite the extensive present-day tide gauge network, only
a fraction of the SL records spans a multi-decadal period
necessary for climate studies. In the PSMSL data base, for
example, only 270 (89) tide gauge records out of 1508 are
longer than 60 (100) years — the minimum length considered
by Douglas (1991) for the computation of linear trends - and
only 632 overlap with altimetric observations during at least
15 years. Moreover, the longest tide gauge records tend to be
located mostly in Europe and North America, while few are
found in the Southern Hemisphere. This uneven spatial and
temporal tide gauge distribution is one of the main factors that
challenge the quantification and understanding of contemporary
SL rise at regional and global scales (Jevrejeva et al.,, 2014;
Dangendorf et al., 2017).

One of the tools to overcome the scarcity of coastal SL
observations in the early 20th century and before, consists
in the recovery and quality control of historical archived SL
measurements, also referred to as data archeology (Bradshaw
et al., 2015). These efforts have so far extended records from the
PSMSL data set (Hogarth, 2014) and have successfully recovered
new SL information at sites as remote as the Kerguelen Island
(Testut et al., 2006) or the Falklands (Woodworth et al., 2010)
and as far back in time as the 19th century (Marcos et al., 2011;
Talke et al., 2014; Woppelmann et al., 2014).

Tide gauges measure SL with respect to the land upon which
they are grounded. Thus, to be useful for climate studies, tide
gauge SL records must refer to a fixed datum, known as tide
gauge benchmark, that ensures their consistency and continuity.
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Neither the land nor the SL are constant surfaces, so precise
estimates of the VLM of the tide gauge benchmark are necessary
in order to disentangle the climate contribution to SL change in
tide gauge records. Presently, GNSS, with its most well-known
component being the GPS, provide the most accurate way to
estimate the VLM at the tide gauge benchmarks (Wéppelmann
and Marcos, 2016). One major underlying assumption of the
GPS-derived VLM at tide gauges is that the trend estimated
from the shorter length of the GPS series is representative of
the longer period covered by the tide gauge. When this is the
case, GPS VLM reaches an accuracy one order of magnitude
better than SL trends (Woppelmann and Marcos, 2016). Another
limitation is the accuracy of the reference frame on which the
GPS velocities rely (Santamaria-Gomez et al., 2017). Global GPS
velocity fields are routinely computed and distributed by different
research institutions (International GNSS Service, Jet Propulsion
Laboratory, University of Nevada, University of La Rochelle).
Among these, only the French SONEL® data center, hosted at
the University of La Rochelle, provides GPS observations and
velocity estimates focused on tide gauge stations, where possible
providing links to PSMSL, to form an integrated observing
system within the GLOSS program. Figure 3 maps the global
tide gauge stations that are datum controlled and/or tied to a
nearby GPS station for which VLM estimates exist. The number
of tide gauge stations with co-located GPS is still a small fraction
of the total network (e.g., only 394 stations in PSMSL are
within a 10 km distance from a GPS station and, among these,

Chttp://www.sonel.org

only for 102 stations the leveling information between the two
datums is available), despite recurrent GLOSS recommendations
in this respect. The inability to account for VLM at tide gauges
and therefore to separate the non-climate contribution of land
from observed coastal SL, is another factor hampering the
understanding of past SL rise.

As noted above, the continued deployment of GNSS receivers
near or at tide gauges is critical. In this regard, a point also
worth stressing concerns the actual placement of these systems:
it is most useful if they are deployed so as to have an open
view of the sea, thus allowing the measurement of both direct
and reflected radio waves. The GNSS-reflectometry technique has
proven that coastal GNSS stations can be used to supplement
conventional tide gauges. Figure 4 compares 1 year-long time
series of daily mean SL, produced from GPS reflections and from
a standard acoustic tide gauge, with root-mean-square differences
at the level of 2 cm (Larson et al., 2017). If installed in the
vicinity of a tide gauge, GNSS receivers can provide a valuable
backup as well as the direct tie between the tide gauge zero-
point and the terrestrial reference frame (Santamarfa-Gémez and
Watson, 2017). There is no additional cost for developing new
instrumentation, since standard geodetic-quality receivers can be
used. However, data treatment is more complex than for a tide
gauge and high frequency (daily) measurements are noisier in the
case of a GNSS receiver.

Ancillary Observations
The interpretation of coastal SL measurements benefits from
complementary information provided by other ancillary
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observing systems focusing on various SL driving mechanisms
and contributors. Among the components that impact coastal
SL, wind-waves have a dominant role along many of the world
coastlines acting at different timescales: from wave setup that
modifies mean SL at the coast with timescales of a few hours,
up to swash lasting only a few seconds. In the deep ocean,
wind-waves are routinely monitored by in situ moored buoys,
ship observations (Gulev et al., 2003) and satellite altimetry
(Queffeulou, 2013). The offshore waves are strongly transformed
in shallow waters owing to changing bathymetries and ocean
bottom and thus display also large spatial variability even at
small scales (~10-100 m) along the coastal zone. Given the wide
range of spatio-temporal scales, observations of wind-waves at
the coast are generally recorded only at specific sites and target
particular processes. Coastal wind-wave monitoring platforms
include coastal pressure and wave-gauge deployments for near-
shore waves, video monitoring techniques for shoreline positions
(e.g., Holman and Stanley, 2007) and in situ field surveys for
topo-bathymetries. Despite the impact that the topography
and bathymetry of the surf zone have on wind-waves, lack
of their routine measurement is currently one of the major
gaps that limit the knowledge of wave transformations when
approaching the coastal zone, especially in places with active
seabed dynamics. This lack of information has also an effect
on the ability of numerical models to predict both the coastal
wave properties and the morphodynamical changes induced
by their action. Given the impact of wind-waves on coastal
SL, the inability to systematically observe coastal waves is a
major knowledge gap.

Coastal SL is partly driven by changes in the deep ocean,
where SL variations are largely due to water density (steric)
changes (Meyssignac et al., 2017a). These signals are transferred
to the coasts through a variety of mechanisms that depend on
the open ocean circulation characteristics and on the physical
processes taking place over the continental slope (e.g., Bingham
and Hughes, 2012; Minobe et al., 2017; Calafat et al., 2018;
Wise et al., 2018; see section “Causes of Coastal Sea Level
Variability”). Therefore, observations of temperature and salinity

in the open ocean, like those provided by the global Argo
program, are also relevant to coastal SL. Unlike the deep
ocean, density measurements are scarce over continental shelves,
in enclosed or semi-enclosed basins and in the coastal zone.
These measurements are generally obtained from dedicated
field experiments or local/regional observing systems (e.g.,
Heslop et al., 2012; Rudnick et al., 2017) and are focused in
areas of particular oceanographic interest (e.g., strong ocean
currents, intense atmosphere-ocean interactions, fisheries). The
hydrographic data scarcity in the shallow regions is a major
hurdle to understand the small scale coastal dynamics and their
impact on SL. On the other hand, sea surface temperature
has shown covariability with SL along some coastal zones
at interannual to decadal time scales, which is related to
the fact that both are partly driven by air-sea heat fluxes
(Meyssignac et al., 2017a). High-resolution, remote-sensed sea
surface temperature can thus provide useful spatially detailed
information for interpretation of SL features over the coastal zone
(Marcos et al., 2019).

Ocean bottom pressure is another factor related to SL
variability, especially over the continental shelves (e.g., Marcos
and Tsimplis, 2007; Calafat et al., 2013; Piecuch and Ponte, 2015).
Currently, satellite gravimetry, starting in 2002 with the launch
of the GRACE mission, is the main source of observations of
OBP changes over the deep ocean that allows separating the
mass component from observed SL (Chambers et al., 2004).
Available GRACE observations have relatively coarse resolution
(~300 km) and can be contaminated by leakage from larger land
water fluctuations, but recent work by Piecuch et al. (2018b)
highlights their usefulness in understanding the tide gauge
records. Alternatively, OBP observations are also provided by
in situ moored buoys. The largest network of OBP recorders
is maintained and its data distributed by NOAA through the
National Data Buoy Center website’. These OBP sensors display
an uneven spatial distribution, as they are concentrated in areas
of oceanographic interest or are part of tsunami warning systems,

“http://www.ndbc.noaa.gov

Frontiers in Marine Science | www.frontiersin.org

19

July 2019 | Volume 6 | Article 437


http://www.ndbc.noaa.gov
https://www.frontiersin.org/journals/marine-science/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/marine-science#articles

Ponte et al.

Monitoring and Predicting Coastal Sea Level

with most of them located in the deep ocean. OBP recorders are
useful to quantify short-term ocean mass changes (Hughes et al.,
2012), but they cannot be used to monitor long-term changes
due to large internal drifts (Polster et al., 2009). The large-scale
coherence of OBP signals along the continental shelves (Hughes
and Meredith, 2006) suggests that they could be monitored with
a relatively small network of in situ instruments, to overcome
the currently limited set of OBP observations in coastal regions.
However, this observational system does not exist so far at least
on the global scale.

Monitoring and modeling of the main drivers of coastal
SL variability (surface atmospheric winds and pressure,
precipitation, evaporation, freshwater input at the coast from
rivers and other sources), as well as other SL-related variables,
is of course also essential. New observations have recently
become available from remote sensing of wind speed, waves, SL
and currents using X-band and high-frequency radar, acoustic
Doppler current profilers, lidar, and Ku-band and Ka-band
pulse-limited and delay Doppler radar altimetry, which promise
high-quality space observations in the coastal zones (Fenoglio-
Marc et al.,, 2015; Cipollini et al., 2017a,b). All these data are
expected to improve forecasting model systems (Le Traon et al.,
2015; Verrier et al., 2018). Observations relevant to the coastal
forcing fields and other oceanic and atmospheric variables
are discussed in a broader context by Ardhuin et al. (2019),
Benveniste et al. (2019), and Cronin et al. (2019), among others.

EXISTING MODELING SYSTEMS

Modeling systems are essential for SL forecasts and projections.
This section reviews the status of both regional model/data
assimilation systems producing mostly short-term forecasts
(order of days to weeks) and global coupled models used
in long term climate projections. The discussion of the
short-term forecast systems serves to highlight many issues
of potential relevance (e.g., resolution, timescale interactions,
data assimilation) for coastal SL prediction at the longer
timescales as well.

Coastal Models and Sea Level Forecasts

In a very broad sense, a SL forecast can rely on three different
approaches: (i) the use of realistic numerical models to resolve
the processes that govern the ocean dynamics; (ii) the use of
observations, which combined with statistical techniques are
used to identify space and time patterns and extrapolate them
into the future (e.g., linear regressions, ANN), and (iii) the
hybrid approach, which combines the first two in a wide variety
of ways. For instance, a given numerical model forecast can
incorporate data assimilation to reduce the forecast errors and/or
use an ensemble of forecasts to present the predictions with
confidence intervals.

Kourafalou et al. (2015a,b) and De Mey-Frémaux et al
(2019) define a COFS as a combination of a comprehensive
observational network and an appropriate modeling system
that ensures the ongoing monitoring of changes in the coastal
ocean and supports forecasting activities that can deliver useful

and reliable ocean services. The Coastal Ocean and Shelf
Seas Task Team within the Global Ocean Data Assimilation
Experiment OceanView® is an example of an effort that fosters
the international coordination of these activities.

An adequate COFS should be able to monitor, predict and
disseminate information about the coastal ocean state covering
a wide range of coastal processes. These include: tides, storm
surges, coastal-trapped waves, surface and internal waves, river
plumes and estuarine processes, shelf dynamics, slope currents
and shelf break exchanges, fronts, upwelling/downwelling and
mesoscale and sub-mesoscale eddies. These variations occur over
a wide range of time and space scales and have magnitudes of
order 1071-10' m (Figure 1).

The numerical models that integrate the primitive equations
for solving the physical processes in a given COFS can vary
in terms of complexity, from the more simplistic 2D shallow
water equation models to the state-of-the-art 3D community
models, such as the Regional Ocean Modeling System (ROMS’,
Shchepetkin and McWilliams, 2005) and the Hybrid Coordinate
Ocean Model (HYCOM', Chassignet et al, 2003, 2007).
While ROMS and HYCOM are based on a structured grid
mesh, there is also a variety of models that use unstructured
grids to facilitate an increase of resolution in areas of shallow
or complex bathymetry. An example of such model is the
Delft3D Flexible Mesh Suite'' or the Semi-implicit Cross-scale
Hydroscience Integrated System Model (SCHISM). A table
with some examples of COFS organized by region, maintained at
https://www.godae-oceanview.org/science/task-teams/coastal-
ocean-and-shelf-seas-tt/coss- tt-system-information- table/,
illustrates the wide variety of models that can be used for this
purpose. See also Fox-Kemper et al. (2019), which focuses on
advances in ocean models and modeling.

Considering that the coastal ocean is both locally and remotely
forced (e.g., Simpson and Sharples, 2012), a common adopted
strategy is the use of a downscaling approach where remote
forcing (e.g., large-scale currents and associated thermohaline
gradients, tidal currents, swell) are incorporated in the COFS
via initial and boundary conditions derived from coarser Ocean
Forecasting Systems (see Tonani et al., 2015 for a worldwide list
of such systems). The COFS forcing functions should represent
all important shelf and coastal processes that influence SL, such
as air-sea interaction, which close to coastal regions is affected
by various time and space scales, and land-sea interaction,
via coastal runoff, which governs buoyancy-driven currents
that are further modified by the wind-driven circulation and
shelf topography. An ideal COFS should include a robust data
assimilation scheme capable of handling intrinsic anisotropy of
the coastal region (Barth et al., 2007; Li et al., 2008; Tandeo et al.,
2014; Stanev et al., 2016).

Several factors account for COFS uncertainties: imperfect
atmospheric forcing fields; errors in boundary conditions

Shttps://www.godae-oceanview.org/

“http://myroms.org

WOhttp://hycom.org

Mhttps://www.deltares.nl/en/software/delft3d- flexible- mesh-suite/
Phttp://ccrm.vims.edu/schismweb

Frontiers in Marine Science | www.frontiersin.org

July 2019 | Volume 6 | Article 437


https://www.godae-oceanview.org/science/task-teams/coastal-ocean-and-shelf-seas-tt/coss-tt-system-information-table/
https://www.godae-oceanview.org/science/task-teams/coastal-ocean-and-shelf-seas-tt/coss-tt-system-information-table/
https://www.godae-oceanview.org/
http://myroms.org
http://hycom.org
https://www.deltares.nl/en/software/delft3d-flexible-mesh-suite/
http://ccrm.vims.edu/schismweb
https://www.frontiersin.org/journals/marine-science/
https://www.frontiersin.org/
https://www.frontiersin.org/journals/marine-science#articles

Ponte et al.

Monitoring and Predicting Coastal Sea Level

A 65N

S

E

0 OSE 10E 15E 20E 25E 65€ 7E 75E BE B8SE 9E 7E 72E 74E 76E 78E 8E
- IEEEEEET I | TEa. T T T T -
0 15 30 50 80 150 300 450 600 ° 0N ¥ W A 2 A G 1 18 1A 21 %
B C SLE D#f (WAVE ~ noWAVE) on 3.12 2013 SLE D#f (WAVE ~ noWAVE) on 6.12 2013
241 o ces
2.14{— SomwneCTRL
AL
~ 18
€45
&
3 1.2
09
3 06
03 «F
om. v ol g v s v v '= v ag v v
45 5 55 6 65 7 65SE 7E 75E BE 85E o€ 65E 7E 75€E 8E BSE 9€

Time (cays)

10 4

FIGURE 5 | (A) Bathymetry of the nested grid model domains for the North Sea (left pattern), German Bight (middle pattern), and the east Wadden Sea (right
pattern). The spatial resolution is 3 nm, 1 km, and 200 m, respectively. (B) Observed (black squares) against computed storm surges for the circulation model only
(red line) and the coupled wave-circulation model (green line) during storm Xavier at station Helgoland. The X-axis corresponds to the time in days from December 1,
2013. (C) Sea level elevation (SLE) difference (cm) between the coupled wave—circulation model and circulation-only model for the German Bight on December 3,
2013 at 01:00 UTC (left) and during the storm Xavier on December 6, 2013 at 01:00 UTC (right). Adapted with permission from Staneva et al. (2016a, 2017).

=
2 8 40 VXN BW 10 4 2 8 14 20 26 N B

propagating into the finer scale model domain; bathymetric
errors; lack of horizontal and vertical resolution and numerical
noise and bias; errors in parameterizations of atmosphere-
ocean interactions and sub-grid turbulence; intrinsic limited
model predictability (strong non-linearity), among many others.
To improve prediction skill, data assimilation is used as a
way of combining the results of numerical simulations with
observations, so that an optimized representation of reality can be
achieved. For this purpose, a range of algorithms is used in COFS
such as the Optimal Interpolation (OI), the three-dimensional
variational (3DVAR), the Ensemble Kalman Filter (EnKF), and
the four-dimensional variational (4DVAR) data assimilation
methods (Martin et al., 2015). The computational time involved
in data assimilation can vary considerably based on the adopted
algorithm and is also dependent on the chosen data assimilation
cycle as well as the parameters that are assimilated in the COFS.
In analogy to the Earth System Models used in SL
projections, COFS can also be coupled in many ways, such
as atmosphere-to-ocean, wave-to-ocean and hydrology-to-ocean.
As they are generally nested in regional and global models,
COFS are particularly suited for coastal-offshore interactions
and shelf break processes (provided that the nesting boundary
is adequately offshore). An example of how coupling and a
multi-nesting, downscaling approach can improve COFS quality
is given by Staneva et al. (2016a). They employed a coupled
wave-to-ocean model and three grids (horizontal resolutions of
3 nm, 1 km, and 200 m, Figure 5) to build a COFS capable

of resolving non-linear feedback between strong currents and
wind waves in coastal areas of the German Bight. Improved
skill is demonstrated in the predicted SL and circulation
during storm conditions when using a coupled wave-circulation
model system (Staneva et al., 2017). During storm events,
the ocean stress was significantly enhanced by the wind-wave
interaction, leading to an increase in the estimated storm surge
(compared to the ocean model only integration) and values
closer to the observed water level (Figure 5B). The effects of
the waves are more pronounced in the coastal area, where
an increase in SL is observed (Staneva et al., 2016b). While
maximum differences reached values of 10-15 cm during normal
conditions, differences higher than 30 cm were found during the
storm, along the whole German coast, exceeding half a meter in
specific locations (Figure 5C).

Extreme events potentially associated with land falling
hurricanes or extra-tropical storms can cause severe damage in
coastal communities. In the US, operational guidance from storm
surge and inundation models are used to inform emergency
managers on whether or not to evacuate coastal regions ahead of
storm events (Feyen et al., 2013). Kerr et al. (2013) investigated
model response sensitivities to mesh resolution, topographical
details, bottom friction formulations, the interaction of wind
waves and circulation, and non-linear advection on tidal and
hurricane surge and wave processes at the basin, shelf, wetland,
and coastal channel scales within the Gulf of Mexico. Figure 6
presents their results based on two configurations of an
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Resolution (m)

FIGURE 6 | Top panels represent grid resolution in meters of two different model configurations for the Gulf of Mexico (lower resolution labeled ULLR; higher
resolution labeled SL18TX33). Locations of Hurricane Ike peak water levels along the northwest Gulf Coast simulated by (A) ULLR and (B) SL18TX33 (circles), and
measured by hydrographs (squares). The points are color-coded to show the errors between measured and modeled peak water levels. Green points indicate
matches within 0.5 m and white points indicate locations that were never wetted by the model. Adapted with permission from Kerr et al. (2013).

unstructured-mesh, coupled wind-wave and circulation (shallow-
water) modeling system, in a hindcast of Hurricane Ike that
passed over the U.S. Gulf of Mexico coast in 2008. They show
that the improved resolution is an important factor in predicting
SL values much closer to those measured by the hydrographs.
The influence of strong boundary currents can also be
important contributors for unusual SL changes. Usui et al. (2015)
describe a case study to indicate the importance of a robust data
assimilation scheme to accurately forecast an unusual tide event

that occurred in September 2011 and caused flooding at several
coastal areas south of Japan. Sea level rises on the order of 30 cm
were observed at three tide-gauge stations and were associated
with the passage of coastal trapped waves induced by a short-term
fluctuation of the Kuroshio Current around (34°N, 140°E).
Probabilistic models have also been used alone or in
conjunction with deterministic models for SL forecasts in various
regions. Sztobryn (2003) used an ANN to forecast SL changes
during a storm surge in a tideless region of the Baltic Sea
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where SL variations are pressure- and wind-driven. Bajo and
Umgiesser (2010) used a combination of a hydrodynamic model
and an ANN to improve the prediction of surges near Venice,
in the Mediterranean Sea. French et al. (2017) combine ANN
with computational hydrodynamics for tide surge inundation at
estuarine ports in the United Kingdom to show that short-term
forecast of extreme SL can achieve an accuracy that is comparable
or better than the United Kingdom national tide surge model.

Climate Models and Sea Level

Projections

Dynamic changes of the ocean circulation are the major
source of regional SL variability in the open ocean (Yin, 2012;
Church et al.,, 2013; Slangen et al., 2014; Jackson and Jevrejeva,
2016). Estimates of future dynamic SL variability, accounting
for all contributions to regional SL change, are needed for
understanding the magnitude, spatial patterns, and quality of
regional to coastal SL projections.

Based on the CMIP5 ensemble, changes in interannual sea
level variability from the historical modeled time frame 1951-
2005 to the future modeled time frame 2081-2100 are mostly
within +10% for the RCP4.5 scenario, outside of the high-latitude
Arctic region (Church et al., 2013). For decadal variability, Hu
and Bates (2018) report that changes for period 2081-2100 are
more consistently positive, and larger, over more of the ocean,
and more so for RCP8.5 than RCP4.5, though this study uses a
single model with a large ensemble.

Sources of inter-model uncertainty can be numerous,
and include: model response to surface heat, freshwater,
and wind forcing (Saenko et al, 2015; Gregory et al,
2016; Huber and Zanna, 2017); air-sea flux uncertainties,
including fresh water fluxes (Stammer et al., 2011; Huber and
Zanna, 2017; Zanna et al., 2018); different climate sensitivities
(Melet and Meyssignac, 2015) and initial ocean states (Hu et al,,
2017). Such intermodel uncertainty of regional SL change by 2090
can account for around 70% of total model uncertainty, including
scenario uncertainty, meaning differences due to various RCP
forcings, and the internal climate variability within individual
models can account for approximately 5% of the total uncertainty
for regional SL changes out to 2090 (Little et al., 2015). However,
with these model uncertainties, changes in regional SL are
larger than the total uncertainty by 2100, and pass the 90%
significance level, for most ocean regions in both RCP4.5 and
RCP8.5, whether trends are calculated for ocean-only processes
that include global thermosteric SL change (Lyu et al., 2014;
Richter and Marzeion, 2014; Carson et al., 2015; see Figure 7B),
or for all forcing components of SL, including changes in land
ice and water and global isostatic adjustment (Church et al,
2013; Lyu et al,, 2014; see Figure 7C). Dynamic sea level
changes alone emerge above the background variability only in
high latitude regions, with few exceptions (Figure 7A), though
there is substantial spread between models in the Southern
Ocean (Figure 7D). The spread in the emergence time decreases
everywhere when including changes in global thermosteric sea
level (Figure 7E) and the other components of regional sea level
change external to the climate models (Figure 7F). The coupled

climate model changes in regional SL are larger than the noise
(intermodel uncertainty, also called the ensemble spread, plus
internal variability) in both the open ocean, and at the coast
(Carson et al., under review). These model results are particularly
due to the use of ensemble averaging to enhance the signal-
to-noise ratio, though the uncertainty in dynamic SL between
models is much larger than that due to internal model variability
in 90-100-year trends (Little et al., 2015).

Improvements in  climate model  physics and
parameterizations that could reduce intermodel spread (for
an exploration of causes of intermodel spread, see, e.g.,
Gregory et al., 2016) and better account for potential systematic
errors in projected SL should be a goal of the international
modeling community. However, the way forward in model
improvement is complex. Clearly, some improvement can
be found by increasing resolution, both for the atmosphere
(Spence et al, 2014) and the ocean (Sérazin et al, 2015),
especially in the context of SL changes in the vicinity of the
Antarctic Circumpolar Current (Saenko et al, 2015) and
Antarctic continental shelf (Spence et al., 2017); but, for some
regions, SL projections seem to lack a strong sensitivity to
resolution (Suzuki et al.,, 2005; Penduff et al., 2011). Another
idea is to include only models in multi-model ensembles
that have been proven to locally reproduce the physics
of heat uptake and circulation changes due to wind and
buoyancy forcing found in ocean observations — what has
been termed climate model tuning (Mauritsen et al., 2012).
Regional SL projections can be sensitive to the ocean model
parameterizations used, although Huber and Zanna (2017)
estimated that air-sea flux uncertainties were larger than those
due to model parameterizations.

Although at relatively coarse resolution, CMIP5 simulations
can capture expected features of coastal SL variability. For
example, Minobe et al. (2017) explain some of the western
boundary coastal SL change evident in most CMIP5 model
projections via a theory which describes a balance between
mass input to the western boundary due to Rossby waves
from the ocean interior and equatorward mass ejection due to
coastal-trapped wave propagation. There is, however, evidence
that coastal SL projections are improved in higher resolution
models (e.g., Balmaseda et al., 2015). For this reason, dynamical
downscaling with regional climate models has been used to
study the effects of climate change scenarios at the coast
(e.g., Meier, 2006; Liu et al, 2016; Zhang et al, 2016,
2017). Global climate models are, however, generally used for
providing boundary conditions to the higher resolution regional
climate models, and uncertainties in those conditions can
still be a problem.

RECOMMENDATIONS FOR OBSERVING
AND MODELING SYSTEMS

Observational Needs

In this section, we examine tide gauge and related GNSS
networks. Space-based SL measurements and other ancillary
observations are considered in the papers cited at the end
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FIGURE 7 | Time after which changes in local sea level are always larger than modeled local sea level variability (ensemble median) under RCP8.5, by year, for: (A)
dynamic sea level, (B) dynamic plus global thermosteric sea level, and (C) all contributing components to regional sea level. Gray color means that no signal has yet
emerged by 2080 or no agreement between models. The 16-84% uncertainty ranges at regions where at least 84% of the models in the ensemble show signal
emergence by 2080 are shown in the right panels (D-F) for the same sea level change projection estimates (A-C). Adapted with permission from Figure 2 of Lyu
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of section “Ancillary Observations.” The tide gauge and
GNSS observing systems are mature and have clear oversight
and procedures for setting requirements. Here we focus on
identifying weaknesses in the present systems as opposed to
setting additional requirements. The idea is that the requirements
are well-known, but the weaknesses that need attention in the
implementation of the systems are not as well-described.

Tide Gauges
Presently national entities voluntarily contribute their tide gauge
data to the centers associated with the global network (GLOSS),
from which it follows inevitably that there are gaps where
national monitoring is either limited, absent, or not provided
to GLOSS for some reason. Many efforts have been made to
complete the global tide gauge network and to densify it on a
regional basis, but these attempts have often been short-lived, and
even after gauges have been installed successfully the essential
ongoing maintenance thereafter has been lacking. For example,
great efforts were made several years ago to install new gauges in
Africa (Woodworth et al., 2007) but many of these gauges are no
longer operational for various reasons.

More recently, the requirements for regional networks for
tsunami warning (especially in the Indian Ocean and the

Caribbean) and in support of other ocean hazards (e.g.,
hurricane-induced storm surges in the Caribbean) have led to
an effective regional densification of the tide gauge network,
but the improvements are patchy and sometimes come with
compromises in measuring techniques. For example, some
gauges used for tsunami monitoring do not have the requirement
for excellent datum control that is needed for SL and
coastal studies.

The present geographical gaps in tide gauge recording can be
seen, e.g., in Figure 2, but it is important to recognize that there
are gaps that are more subtle than those shown simply as dots on
maps. For example, some operators employ outdated technology
instead of the modern types of tide gauge (acoustic, pressure
and, increasingly, radar) and the associated new data loggers
and data transmission systems, which can provide accurate data
in real time (IOC, 2016). In addition, some operators lack
the technical expertise or resources required to operate their
existing stations to GLOSS standards, in spite of GLOSS having
put major efforts into capacity building through the years. In
some countries, the tide gauges and the essential leveling to
land benchmarks for datum control are the responsibility of
different agencies, which may restrict communication between
the responsible people (Woodworth et al., 2017b). In others, there
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is a lack of sufficient experts, generally university researchers
specializing in oceanography, geodesy or SL science, who can
make cogent arguments for tide gauges to local funding agencies.
Other examples of gaps include major ports whose owners are
content to use tide tables based on short historical records,
instead of operating their own gauges to modern standards,
which would enable the data to also be used for research. In
addition, some old tide gauge records still remain non-digitized,
despite their value for climate studies (Bradshaw et al., 2015).
One overarching gap is a lack of funding on both national
and international levels. At the international level, it is imperative
that we have regional network managers (1) to keep a close
watch for gauges that are experiencing data outages or other
problems, (2) to help with the installation of new gauges, and (3)
to undertake the necessary leveling and other tasks where those
activities fall between agencies. This applies especially to regions
such as Africa where there are few people playing such roles on
a national basis. The only real solution to this problem is the
provision of central funding to the implementing group, which
is presently GLOSS. At the national level, recent GLOSS-related
workshops have demonstrated the major differences between the
considerable investment in new tide gauge infrastructure in some
countries and the lack of it in others (IOC, 2018). In some
cases, national networks are being privatized, which is related to
national funding, and this raises potential concerns about data
quality and data sharing in the future (Pérez Gémez et al., 2017).
The satellite altimeter community considers in situ
measurements by tide gauges to be an important source of
complementary SL information (Roemmich et al., 2017). Such
missions, which cost tens of millions of dollars USD each, have
been secured as part of international cooperation involving most
space agencies. Unfortunately, this is currently not the case for
the global tide gauge network that they rely on, despite the fact
the needs of such network are only a few million dollars per year.

GNSS Stations
As discussed in section “Sea Level Observations,” tide gauges are
affected by VLM due to movements of the Earth’s crust where
the gauges are attached. For many key SL applications (e.g.,
long-term climate studies or satellite altimetry drift estimation)
the climatic and VLM contributions to the SL observations
need to be separated, meaning that it is crucial to precisely
and independently correct the VLM at the tide gauge locations.
Since the early 1990s, GPS has been the only constellation
suitable for precise VLM corrections (Carter, 1994; Foster, 2015),
but nowadays other satellite positioning constellations such as
GLONASS, Galileo, and BeiDou are also being considered.
Although associating a GNSS permanent station to a tide
gauge has been required for the GLOSS network stations for some
time (IOC, 2012), there is still work to do in terms of GNSS-
tide gauge co-locations (King, 2014). Also, we should remember
that the original idea behind the GLOSS initiative to use GNSS
was to provide vertical positions and rates for the tide gauge
benchmarks that are used to vertically reference the tide gauges
(Carter, 1994). As the system evolved, however, the GNSS stations
and the resulting VLM estimates were not always tied to the
benchmarks and are therefore not directly related to the motion

of the tide gauge zero point (Woodworth et al., 2017b). This
prevents the absolute positioning of the tide gauges, and leaves
questions as to the relevance of the GNSS VLM rates to the tide
gauge zero point rates.

To be more specific, GNSS/tide gauge co-location data are
provided in the SONEL databank (see text footnote 6), which is
recognized as the GLOSS data center for GNSS. About 80% of
the GLOSS tide gauges have a permanent GNSS station closer
than 15 km (Figure 8), but many of these stations were not
installed specifically for the monitoring of the tide gauge zero
point, which explains why only 28% are closer than 500 m. This
also explains the lack of direct ties to the tide gauge benchmarks
mentioned above. This raises two issues. First, one cannot make
a reliable geodetic link by conventional methods between the
GNSS and tide gauge instruments when they are more than
1 km apart, which partly explains why only 29% of the GLOSS
GNSS-co-located tide gauges have a geodetic tie available at
SONEL. Second, if the GNSS and tide gauge zero point are not
directly tied, then one must assume that the GNSS is measuring
the same land movement that occurs at the tide gauge. Unless
regular leveling campaigns are done between both instruments,
this assumption is tenuous. Thus, we highly recommend that
GNSS stations be installed as near as possible to the tide gauge
site, and to carry out regular leveling campaigns when it is not.

Finally, there is also an issue in terms of the VLM velocities
that are available at present. There is currently one published
GNSS solution dedicated to tide gauges, which was developed at
the University of La Rochelle (Santamaria-Gomez et al., 2017),
but other global velocity fields are available (Altamimi et al., 2016;
Blewitt et al., 2016)". For users, questions arises as to which
solution to use, as these have substantial differences despite using
essentially the same data. The GNSS VLM rates gain in accuracy
when the data are processed by the largest number of analysis
centers using different software and strategies, which is why it is
crucial to make GNSS data freely available to the community. The
International Association of Geodesy, through the Joint Working
Group 3.2, currently focuses on constraining VLM at tide gauges
by combining all the available global GPS VLM fields consistently
into a single solution available to the sea-level community. This
combined solution also allows examining the level of coherence
between the different VLM estimates and their reproducibility by
the different analysis centers.

Modeling Needs
Typical CMIP SL projections are a hybrid product, in the
sense that some components (e.g., thermosteric changes) are
an intrinsic part of CMIP simulations and others (e.g., SL
changes related to land ice melt) are calculated off-line using
CMIP output. The off-line calculations do not account for
possible feedbacks in the climate system. In addition, for
coastal projections, CMIP simulations are generally used only
as boundary conditions for coastal forecasting models (e.g.,
Kopp et al,, 2014).

An important part of projected SL trends on a regional scale
arises from the dynamical and thermal and haline adjustment of

13See also https://sideshow.jpl.nasa.gov/post/series.html
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the ocean related to changes in the circulation. On timescales up
to decades, model improvements are needed to better capture
the interannual variability of SL associated with climate modes
discussed in section “Causes of Coastal Sea Level Variability”
(e.g., Frankcombe et al., 2013; Carson et al., 2017). Simulations
of such variability by climate models require further validation
with emerging longer data sets of SL, mass or density changes.

At the same time, climate change also affects the cryosphere
and terrestrial water storage, causing global mass changes in the
ocean resulting in regional patterns (fingerprints) controlled by
gravitational and rotational physics, as well as vertical motions of
the sea floor (Slangen et al., 2014; Carson et al., 2016). For CMIP5
and before, these cryospheric/hydrologic changes were calculated
off-line based on temperature and precipitation fields available
from those coupled climate models (Church et al., 2013). The
reasons to do so are manifold, as explained below.

If we consider the contribution from glaciers around the
world, a key issue is that the spatial resolution that is required
for glacier modeling is much finer than the spatial resolution
of climate models. This mismatch is not easy to overcome
and is therefore usually circumvented with off-line downscaling
techniques, using as basic input the spatial and temporal
variability from the climate models.

For the contribution of ice sheets, the required fine spatial
scales remain an issue. The required scales for driving ice sheets
are of the order 10 km and still smaller than what climate models
typically resolve, though within reach of regional climate models.
Some model experiments (Vizcaino et al., 2013) show for instance
that the surface mass balance of Greenland is reasonably well

reproduced. Unfortunately, producing a reliable surface mass
balance is only part of the problem, as forcing of the ice sheets
is not only driven by the atmosphere but also by the ocean,
particularly in Antarctica (Jenkins, 1991; Rignot et al., 2013;
Lazeroms et al., 2018).

Changes in water mass characteristics on the continental
shelves around Antarctica are generally believed to be the driving
force behind the observed ice mass loss in West Antarctica
(Joughin et al., 2014; Rignot et al., 2014). Warmer circumpolar
water has likely led to increased basal melt rates forming the
primary driver for changes in the area. Improved modeling of
the basal melt rates in the cavities below the ice shelves requires
first of all improved insight in the geometry of those cavities,
and secondly very fine resolution ocean models to resolve the
small-scale patterns controlling the water flow on the continental
shelves. Nested ocean models may be a way forward as a
complement to insights revealed from specialized fine resolution
global models (e.g., Goddard et al., 2017; Spence et al., 2017).

Beside issues arising from the limited spatial resolutions of
climate models, a second type of problem arises from the fact
that the response timescales of ice sheets is far longer than
for atmospheric processes and even significantly longer than
for ocean processes. Hence initialization is a serious problem
(Nowicki et al., 2016). This is specifically addressed by Goelzer
et al. (2018) showing the wide variation in modeling results for
the Greenland ice sheet depending on the initial shape and height
of the present-day ice sheet. A way forward is to used remote
sensing data that provides strong constraints on the mass loss
over recent decades (Cazenave et al., 2018; Shepherd et al., 2018),
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which could constrain the dynamical imbalance of ice sheet
models. Similarly, the dynamic state in terms of ice velocity as
derived from InSAR observations can be used as a constraint to
invert the spatially variable basal traction parameter (Morlighem
et al,, 2010). Several studies using data assimilation techniques
(e.g., Seroussi et al., 2011) indicate that further improvements on
the dynamical state are possible.

Finally, ice sheet models, which are generally believed to be
the largest source of uncertainty on centennial timescales, are
not yet integrated in climate models in part because our physical
understanding remains limited. The grounding line physics
controlling the boundary between the floating ice shelves and the
grounded ice are now understood reasonably well (Pattyn et al.,
2012). At the same time, it has become apparent that the stability
of the ice sheet is not only dependent on the retrograde slope
condition, underlying the classical marine ice sheet instability
mechanism, but that the combination of hydrofracturing (Rott
et al., 1996) and marine ice cliff instability (Bassis and Walker,
2012) may lead to a rapid disintegration of the ice sheet, as
hypothesized by DeConto and Pollard (2016).

As a result of all the physically coupled, but currently poorly
constrained processes associated with coupling of the ice sheets
to climate models, fresh water fluxes produced by melting ice
are not captured in the climate models (Bronselaer et al., 2018).
This limitation might affect the circulation and sea ice formation
in the Southern Ocean (e.g., Bintanja et al., 2013), which may
feedback on the basal melt rates and accumulation on the ice
sheet. Hosing experiments have been carried out in the past
(Stouffer et al., 2006), but more refined fully coupled experiments
are still needed.

Independent of improvements of coupling ice sheet and
climate models, we have to consider improvements in the
modeling skills of subsidence. This requires careful calibration
of climate models, before they can be used as input for hydro-
(geo)logical models, and additional assumptions on the socio-
economic pathways not captured by the traditional climate model
output. Full coupling seems out of the question due to spatial
scale discrepancy between climate model and subsidence, but a
more comprehensive aggregation seems feasible.

Beside improvements on regional SL projections as described
above, there is a need to improve our projection skills with respect
to near coastal conditions. Near the coast, SL projections are
much more complicated because many small-scale dynamical
processes (e.g., storm surges, tides, wind-waves, river runoff)
and bathymetric features play a dominant role in determining
extreme SL events and also affect longer period variability
(see section “Causes of Coastal Sea Level Variability”). For
this purpose, COFS (section “Coastal Models and Sea Level
Forecasts”) need to be considered.

A main requirement for improving COFS for coastal SL
is efficient downscaling techniques or nesting strategies. For
example, Ranasinghe (2016) proposed a modeling framework
for a local scale climate change impact quantification study on
sandy coasts, starting from a global climate model ensemble,
downscaled to regional climate model ensemble, which are then
bias corrected and used to force regional scale coastal forcing
models (waves, ocean dynamics, riverflows), which finally force

local scale coastal impact models (such as Delft3D). Procedures
include not only the assessment of the boundary conditions, but
also the refinement of model set-ups, involving the grid, the
topographic details and the various associated forcing, thereby
addressing land-sea, air-sea, and coastal-offshore interactions
(Kourafalou et al., 2015a,b). A realistic and detailed bathymetry
is critical for COFS, since global models do not provide adequate
coverage of shallow coastal areas and estuaries. As beaches are
dynamic, changes in bathymetry should be explicitly modeled
and include wetting and drying schemes (e.g., Warner et al,
2013). At the land-ocean interface, a particular challenge for
forecasts of coastal SL changes and related circulation is the
determination of realistic river inflows, since these values either
come from river gauges, or from climatology or hydrological
models. In addition to that, the correct representation of
the river plume dynamics in COFS can also be challenging
(e.g., Schiller and Kourafalou, 2010; Schiller et al., 2011).
Further use of coupled modeling approaches is also important.
For example, predicted surges can be significantly enhanced
during extreme storm events when considering wave-current
interactions (Staneva et al., 2016a, 2017).

Another promising avenue for improving the ability to project
changes in extreme SL in coastal regions is the use of global,
unstructured grid hydrodynamical models that can simulate
extreme surge events (Muis et al., 2016), in combination with
information on large-scale SL and atmospheric forcing available
from CMIP-type calculations. This approach allows one to
project changes in risk over time resulting from changes in both
mean SL and extremes. In addition, improvements in projections
of wave climate (Hemer et al., 2012; Morim et al., 2018) offer a
possibility to better resolve changes in extremes caused by waves
(Arns et al., 2017).

In the future, COFS can benefit substantially from improved
data collection and availability, along with better characterization
of measurement errors. For example, technological innovations
such as Ka-band and SAR altimetry, as used in missions such
as AltiKa and CryoSat-2, have contributed to the improvement
of coastal altimetry techniques (Benveniste et al., 2019). Wide-
swath altimetry promises further improvements (Morrow et al.,
2019). Developments in many other data types (hydrography,
bathymetry, coastal radar, coastal runoff, surface meteorology),
discussed in other OceanObs’19 contributions, will all have an
impact on the ability to forecast coastal SL. For any data type, it
is important that the statistics of measurement errors (variances
and covariances, dependences in space and time) be specified
as best as possible, to be able to optimally inform the data
assimilation systems.

DEVELOPING FUTURE SEA LEVEL
SERVICES

With more than 600 million people living in low elevation coastal
areas less than 10 m above mean SL (McGranahan et al., 2007),
and around 150 million people living within 1 m of the high
tide level (Lichter et al.,, 2011), future SL rise is one of the
most damaging aspects of a warming climate (Intergovernmental
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Panel on Climate Change [IPCC], 2013). Considering the 0.9 m
global mean SL rise under RCP8.5 scenario, global annual flood
costs without additional adaptation are projected to be US$ 14.3
trillion per year (2.5% of global GDP), and up to 10% of GDP
for some countries (Jevrejeva et al., 2018). Adaptation could
potentially reduce SL induced flood costs by a factor of 10 (Hinkel
etal., 2014; Jevrejeva et al., 2018; Vousdoukas et al., 2018).

Global Sea Level is one of seven key indicators defined
by the World Meteorological Organisation within the Global
Climate Observing System Program to describe the changing
climate. The importance of, as a minimum, maintaining existing
SL observing systems cannot be overstated. More generally,
the availability of coastal observations, scientific analysis and
interpretation of such measurements, and future projections of
SL rise in a warming climate are crucial for impact assessment,
risk management, adaptation strategy and long-term decision
making in coastal areas.

For risk assessment, decisions about adaptation to local
SL rise, and resilience to coastal flooding, erosion and other
changes in coastal areas, there is a need for SL services to
support and empower stakeholders (e.g., governments, local
authorities, coastal engineers, planners, socio-economists and
coastal communities). In addition to existing climate services
(e.g., those laid out in the report “A European research and
innovation roadmap for climate services,” such as the Copernicus
Climate Change Service)", which ensure that climate research
provides benefits and solutions to the challenges facing our
society, there is an urgent necessity for specific equivalent
expertise in coastal SL changes. An equivalent set of SL
services could cover the transformation of data, together with
other relevant information, into customized products such as
projections, forecasts, information, trends, economic analysis,
assessments (including technology assessment), counseling on
best practices, development and evaluation of solutions and any
other SL-related service that may be of use for the society at large.

To frame present status and future development of SL services
that can address the challenges facing coastal communities, it is
useful to consider the example of PSMSL (introduced in section
“Existing Observing Systems”). Established in 1933, PSMSL is the
global data bank for long term SL change information from tide
gauges (Figure 2, section “Sea Level Observations”). Over the
past few decades PSMSL has been providing the SL community
with additional services relating to the acquisition, analysis,
interpretation of SL data and a wide range of advice to tide gauge
operators and data analysts.

With new challenges due to climate change and SL rise there
is an urgent need worldwide to support decisions on managing
exposure to climate variability and change. The PSMSL will
address these needs by offering a range of services including
expert advice, bespoke climate information, value added services
and solutions to help build capacity in developing countries.

Using the expanding knowledge of climate and SL science,
expertise in past and future SL changes, and a growing
understanding of how climate hazards impact society and the
environment, PSMSL is currently developing a new framework

Yhttps://climate.copernicus.eu/

(including a set of products) that will be vital for empowering
decision-makers in coastal cities, small island states and local
communities to respond to the risks and opportunities of climate
variability and change. With the main focus on developing
countries, new PSMSL products (e.g., Figure 9) will support
climate-smart decisions to make coastal societies more resilient
to SL rise and climate change, and meet international capacity
development objectives, ensuring that public investment in
climate science can be used to maximum effect.

The PSMSL has experience working with more than
200 data authorities and close co-operation with GLOSS/
Intergovernmental ~ Oceanographic =~ Commission/European
Global Ocean Observing System, and therefore has the
opportunity to take a world-leading role to develop and
deliver a suite of SL services. For example, PSMSL already
provides products™ globally, regionally and nationally and will
develop these further, particularly drawing on its expertise to
support decision-makers.

In addition to PSMSL, a variety of agencies and research
groups have demonstrated leadership in this arena. In the
United States, multiple frameworks have been developed to
combine information about future SL rise with land-use,
economic, and demographic data to inform decision makers
and map regions of enhanced risk (e.g., NOAAs Sea Level
Rise Viewer'®; Climate Central's Risk Zone Map'). These
frameworks can serve as examples on which to build services
for other regions. As SL continues to rise and flooding events
become more common, it will become increasingly important to
develop tools that provide short-term forecasts of problematic
coastal conditions. For example, UHSLC provides seasonal SL

https://www.psmsl.org/products/
1https://coast.noaa.gov/slr/
17https://ss2.climatecentral.org/#12/

2.5

Sea Level (m)

2050

2100
Year

FIGURE 9 | Tide gauge observations (black lines) combined with sea level
projections (blue) with RCP 8.5 scenarios at Kwajalein, Marshall Islands
(Jackson and Jevrejeva, 2016). The thin black line is monthly tide gauge
record, the thick black line is long-term linear trend; the thick blue line is sea
level projection at 50% probability, and the dark and light blue shading areas
represent 17-83 and 5-95% probabilities, respectively.
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FIGURE 10 | University of Hawai'i Sea Level Center's seasonal forecast product of monthly mean sea level (Widlansky et al., 2017). (A) Sea level forecast for the
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island of Kiritimati. The combination of tides plus mean sea level provides a more accurate forecast of high tide and potential impacts compared to astronomical
predictions alone.
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forecasts to Pacific Island communities (Figure 10)', which
combine output from state-of-the-art operational models with
local tide predictions to give local stakeholders advanced notice
of likely tidal flooding conditions. The web-based product is
supplemented by an active email forecast discussion group with
local weather services, and work is currently underway to expand
to United States continental coastlines. At even shorter timescales
of days to weeks, it is possible to forecast the gravity wave field
of the ocean and, by extension, the impact of these waves on
total water level at the coastline. The USGS Total Water Level
and Coastal Change Forecast Viewer” provides one example
of how short-term forecasts of SL, tide, and waves can be
combined to provide decision makers with comprehensive view
of imminent conditions to drive science-supported action. These
examples provide a basis for further development, but are by
no means comprehensive. Providing necessary sea level services
for all regions of need will require international collaboration
and cooperation between research centers, national agencies, and
local authorities.
Examples of continued and future developments include:

e Localized SL projections to inform local development and
mitigation plans;

e Development of software capable of performing automatic
quality control of tide gauge data;

e Low cost temporary tide gauges for surveys in remote areas;

e Identification of locally relevant flooding thresholds that
identify specific elements of at-risk infrastructure;

e Regional storm surge and inundation forecasting.

The Sea  Level Futures Conference (Liverpool,
United Kingdom, July 2-4, 2018), celebrating the 85th
anniversary of PSMSL, reviewed the present status of SL
science knowledge, covering key aspects of SL change. Special
emphasis was given to existing SL observations, synthesis of
available data and discussion of future novel observational
techniques in coastal areas. The science provides clear evidence
that SL is rising and this is already impacting vulnerable
coastal areas, especially those with rapidly growing urban
populations and associated infrastructure. Addressing these
challenges in a warming climate requires integrated sustainable
and continued observations, data products and advanced
modeling capability. Thus, as recognized by conference
participants, there is a requirement for close collaboration
between scientists from different disciplines and the broad
stakeholder community to develop plans for responding to
SL change, storm surges and flood risk affecting the coastal
zone. Key actions necessary to enable the development of SL
services that can effectively support adaptation and mitigation
measures and empower decision-makers in coastal communities
should include:

e Commitment to sustained, systematic and complementary
global and coastal measurements of SL and its components
to understand observed variability and change, to constrain

Bhttps://uhslc.soest.hawaii.edu/sea-level-forecasts/
Yhttps://coastal.er.usgs.gov/hurricanes/research/twlviewer/

longer term projections and to improve skill of forecasting
and early warning systems. This commitment must be
in line with efforts under the Global Ocean Observing
System, Global Geodetic Observing System, GLOSS
and other programs.

Commitment to extend the historical SL record through
data rescue, digitization and the accurate detailed
integration of historic tide gauge data into international
repositories to reduce spatial and temporal gaps and
to validate process-understanding as well as process-
based climate models, and to detect and attribute the
influence of natural (intrinsic and externally forced) and
human-induced drivers.

Broad-scale assessment of uplift/subsidence, especially
human-induced subsidence, to guide analysis of local SL
change. The international community should take steps
to provide all available information (e.g., from GNSS or
InSAR) about uplift/subsidence in coastal areas. This work
should involve the use of GNSS at all tide gauge stations (as
per GLOSS standards) and the maintenance of an accurate
International Terrestrial Reference Frame.
Implementation of a multi-purpose approach to tide gauge
networks, focusing on the requirements of all users (e.g.,
scientists, port authorities, coastal engineers and hazard
forecasters), to ensure the sustainability of such networks.
This is particularly important when establishing stations in
developing economies (e.g., most of Africa), where existing
networks tend to be deficient. Tide gauge measurements,
including past records, are essential for improving our
knowledge of coastal SL variability, which is one of the
main gaps in SL science.

Implementation of comprehensive observations in coastal
areas, including expansion of in situ and satellite SL
measurements, VLM, waves, sediment transport and
relevant ancillary observations (e.g., bathymetry, river
runoff), with special emphasis on monitoring changes in
vulnerable coastal zones where a variety of climate and
non-climate related processes interact (e.g., deltas, cities,
small island states).

Development of new technologies for SL observations
on both coastal and global scales, e.g., low cost tide
gauges and low cost GNSS units fitted to buoys/floating
platforms, GNSS-reflectometry, coastal altimetry and
wide-swath altimetry.

Development of improved coastal SL projections and
forecasts, involving dedicated data efforts for model
advancement, exploration of new assimilation schemes and
downscaling techniques, and accounting for the additional
key processes at work in the coastal zone (e.g., tides, wave
run-up, storm surges, river discharge).

Quantitative assessment of uncertainties in all data
streams, to improve monitoring activities and advance
modeling and assimilation systems, and all SL projection
and forecast products, along with clear understanding of
different contributors to observed coastal SL variability and
change (e.g., climate modes, intrinsic ocean fluctuations,
anthropogenic forcing, VLM).
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e Closer and wider cooperation between the scientific
community, stakeholders, policy- and decision-makers
to ensure that SL products are accessible and are used
correctly and appropriately to facilitate adaptation and
mitigation measures for vulnerable coastal areas (e.g.,
cities, deltas, small islands).
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Ocean surface winds, currents, and waves play a crucial role in exchanges of momentum,
energy, heat, freshwater, gases, and other tracers between the ocean, atmosphere, and
ice. Despite surface waves being strongly coupled to the upper ocean circulation and the
overlying atmosphere, efforts to improve ocean, atmospheric, and wave observations
and models have evolved somewhat independently. From an observational point of
view, community efforts to bridge this gap have led to proposals for satellite Doppler
oceanography mission concepts, which could provide unprecedented measurements
of absolute surface velocity and directional wave spectrum at global scales. This paper
reviews the present state of observations of surface winds, currents, and waves, and it
outlines observational gaps that limit our current understanding of coupled processes
that happen at the air-sea-ice interface. A significant challenge for the coming decade
of wind, current, and wave observations will come in combining and interpreting
measurements from (a) wave-buoys and high-frequency radars in coastal regions, (b)
surface drifters and wave-enabled drifters in the open-ocean, marginal ice zones, and
wave-current interaction “hot-spots,” and (c) simultaneous measurements of absolute
surface currents, ocean surface wind vector, and directional wave spectrum from Doppler
satellite sensors.

Keywords: air-sea interactions, Doppler oceanography from space, surface waves, absolute surface velocity,
ocean surface winds
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Villas Boas et al.

Observations of Winds, Currents, and Waves

1. INTRODUCTION

The Earth’s climate is regulated by the energetic balance between
ocean, atmosphere, ice, and land. This balance is driven by
processes that couple the component systems in a multitude
of complex interactions that happen at the boundaries. In
particular, the marine atmospheric boundary layer provides a
conduit for the ocean and the atmosphere to constantly exchange
information in the form of fluxes of energy, momentum,
heat, freshwater, gases, and other tracers (Figure1). These
fluxes are strongly modulated by interactions between surface
winds, currents, and waves; thus, improved understanding and
representation of air-sea interactions demand a combined cross-
boundary approach that can only be achieved through integrated
observations and modeling of ocean winds, surface currents, and
ocean surface waves.

Surface winds, currents, and waves interact over a broad
range of spatial and temporal scales, ranging from centimeters
to global scales and from seconds to decades (Figure 2). At
present, there are fundamental gaps in the observations of these
variables. For example, high-resolution satellite observations of
ocean color and sea surface temperature reveal an abundance
of ocean fronts, vortices, and filaments at scales below 10 km,
but measurements of ocean surface dynamics at these scales
are rare (McWilliams, 2016). Recent findings based on airborne
measurements (Romero et al., 2017), numerical models (Ardhuin
et al,, 2017a), and satellite altimeter data (Quilfen et al., 2018)
have shown that the variability of significant wave height at scales
shorter than 100 km is dominated by wave-current interactions.
Yet, the observational evidence from altimetry that supports
that idea is limited to wavelengths longer than 50 km, due

Abbreviations: 2D, two-dimensional; ADCP, Acoustic Doppler current profiler;
AMRS-2, Advanced Microwave Scanning Radiometers; ASCAT, Advanced
Scatterometer; ATI, Along-Track Interferometry; CCMP, Cross-Calibrated Multi-
Platform ocean surface wind velocity product; CCS, California Current System;
CFOSAT, China-France Oceanography SATellite; CMEMS, Copernicus Marine
Environment Monitoring Service; CO,, carbon dioxide; CYGNSS, NASA Cyclone
Global Navigation Satellite System; DC, Doppler centroid; EKE, eddy kinetic
energy; ERS-1/2, European Remote Sensing-1/2; ESA, European Space Agency;
EUMETSAT, European Organization for the Exploitation of Meteorological
Satellites; GDP, Global Drifter Program; GEKCO, Geostrophic and Ekman
Current Observatory; GLAD, Grand Lagrangian Deployment; GNSS-R, Global
Navigation Satellite System-Reflectometry; GNSS, Global Navigation Satellite
System; GOCE, Gravity field and Ocean Circulation Experiment; GPM, Global
Precipitation Measurement; GPS, Global Positioning System; HFR, high-
frequency radars; LASER, Lagrangian Submesoscale Experiment; LES, Large
Eddy Simulations; MDT, Mean Dynamic Topography; MIZ, Marginal Ice Zone;
MSS, mean sea surface; NDBC, US National Data Buoy Center; NOAA,
National Oceanic and Atmospheric Administration; NRT, Near Real Time;
NSCAT, NASA Scatterometer; NWP, Numerical weather prediction; OSBL, ocean
surface boundary layer; OSCAR, Ocean Surface Current Analysis Real-time;
PIRATA, Prediction and Research Moored Array in the Tropical Atlantic;
QuickSCAT, Quick Scatterometer; RAMA, Research Moored Array for African-
Asian-Australian Monsoon Analysis and Prediction; RFI, Radio Frequency
Interference; RMSE, Root Mean Square Error; RMS, Root Mean Square; RapidScat,
International Space Station Rapid Scatterometer; SAR, Synthetic aperture radar;
SEASAT, first satellite carrying a SAR; SKIM, Sea surface KInematics Multiscale
monitoring satellite mission; SLA, Sea Level Anomalies; SSH, Sea Surface Height;
SST, Sea Surface Temperature; SWOT, Surface Water and Ocean Topography;
TAO, Tropical Atmosphere Ocean project; TRITON, Triangle Trans-Ocean Buoy
Network; WaCM, Winds and Currents Mission.

to signal-to-noise limitations of present satellite altimeters and
tracking techniques that are not specifically optimized to estimate
significant wave heights. Another notable observational gap lies
in coastal, shelf, and marginal ice zones (MIZs), regions that
control important exchanges between land, ocean, atmosphere,
and cryosphere and are particularly relevant for society. Over
one-fourth of the world’s population lives in coastal areas
(Nicholls and Cazenave, 2010; Wong et al.,, 2014) and could
be impacted by processes resulting from wind-current-wave
interactions, such as beach erosion, extreme sea level events,
and dispersion of pollutants or pathogens. Unraveling these
interactions to guide adaptation and mitigation strategies and
increase resilience to natural hazards and environmental change
calls for high spatial resolution and synoptic observations of
total ocean surface current vectors, winds, and waves that will
enable the development of improved model parameterizations,
improved model representations of air-sea interactions, and
improved forecasts and predictions.

Community efforts to fill the observational gaps for combined
wind, current, and wave measurements have led to several recent
proposals for new Doppler oceanography satellite concepts, such
as the Sea surface Klnematics Multiscale monitoring satellite
mission, SKIM the Winds and Currents Mission, WaCM;
and the SEASTAR mission. These missions propose to deliver
a variety of simultaneous measurements of absolute surface
velocity vector, Stokes drift, directional wave spectrum, and
ocean surface wind vector. But although SKIM, WaCM, and
SEASTAR share the common goal of measuring coupled air-sea
variables simultaneously, each mission is intrinsically different,
driven by different objectives, and targeting specific processes at
different scales as enabled by the capabilities of their different
technological solutions. Thus, the focus for WaCM lies in
global monitoring of surface currents at scales comparable to
scatterometer winds (~30 km) and temporal scales of one to
several days, seeking to better observe wind-current interactions
and their impact on global surface fluxes. In turn, SKIM’s
objectives include the exploration of global mesoscale surface
currents and their impact on heat, carbon and freshwater budgets
from the equator (where they are not observed today), to high
latitudes including the emerging Arctic (which is poorly sampled
by altimeters). SKIM also promises to explore intense currents
and associated extreme waves by measuring the total current
vector together with the directional spectrum of the wave field,
at medium-resolution and covering 99% of the world ocean, on
average once every 4 days. Finally, at the high spatial resolution
end of the spectrum, SEASTAR focuses on ocean submesoscale
dynamics and complex processes in coastal, shelf and polar seas.
SEASTAR would provide a two-dimensional synoptic imaging
capability for total surface current vectors and wind vectors
at ~1 km resolution supported by coincident directional wave
spectra. The key scientific drivers for SEASTAR are to deliver
high-accuracy observations of the two-dimensional surface flow
field and atmospheric forcing to understand processes linked
to frontogenesis and upper ocean mixing that determine the
vertical structure of the upper ocean. This includes observing the
generation of strong vertical velocities and the fast and efficient
transfer of heat, gases and energy from the air-sea interface
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FIGURE 1 | Schematic representation of upper-ocean processes that are coupled through the interaction between surface winds, currents, and waves. Processes
that are driven by these interactions range from regional to global scales and happen in coastal areas (e.g., coastal upwelling and land-sea breeze), open ocean (e.g.,
inertial currents and mesoscale eddies), and marginal ice-zones (e.g., sea ice drift). Multiple components of the observing system including in situ (e.g., surface
drifters, wave buoys, and moorings) and remote sensing (e.g., HF-radar and satellites) platforms are also illustrated.

into the ocean interior, with the ultimate aim of developing 2. PRESENT STATE AND LIMITATIONS OF

improved parameterizations of these processes for operational ~WIND, CURRENT, AND WAVE
monitoring and Earth system models used for predicting OBSERVATIONS
future climate.

In this context, a significant challenge for the next decade During the past few decades, the oceanographic community has
will be to combine and interpret measurements of wind,  peen trying to overcome the issue of sparse and heterogeneous
currents, and waves from existing in situ and remote sensing |, easurements by adapting existing technology, applying novel
observational platforms with new measurements from future  g,¢, analysis techniques and processing tools, and combining
Doppler oceanography satellites, in a modeling framework that  ohservations from multiple sensors, with efforts to achieve higher
constantly evolves toward finer spatial and temporal resolutions  yesolution in space and time. For example, high-resolution
and increasingly complex coupled systems. In this paper, we imagery from synthetic aperture radars (SAR) and optical sensors
review the present status of wind, current, and wave observations onboard of satellites have been successfully used to study wind-
as well as existing platforms and their respective limitations, with .\ rrent-wave interactions in specific regions (e.g., Rascle et al.,
an emphasis on remote sensing techniques (section 2). Then, we 5016, 2017; Kudryavtsev et al., 2017), but these results have not
discuss the scientific community requirements for observations yet led to the routine production of data. Significant scientific
of these variables in the context of physical processes that happen progress has been enabled by products, such as the Ocean Surface
at the ocean-atmosphere interface (section 3). Lastly, we explore  cyrrent Analysis Real-time (OSCAR, Bonjean and Lagerloef,
the opportunities for better observations of surface winds,  5002), GlobCurrent (Rio et al., 2014), and the Cross-Calibrated
currents, and waves, as proposed by possible future Doppler  Nylti-Platform ocean surface wind velocity product (CCMP,
oceanography from space missions (section 4). A summary and Al et al, 2011); however, observational gaps in measurements
recommendations are presented in section 5. of winds, currents, and waves still remain. Many components
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of the current observing system for surface winds (e.g., surface
buoys and satellites), currents (e.g., HF-radar, surface drifters,
and moorings), and waves (e.g., wave buoys) are illustrated in
Figure 1. Below we discuss applications and limitations of each
specific component.

2.1. Surface Winds

2.1.1. In situ Measurements

Measurements of surface winds over the ocean from weather
ships and later from buoys began after World War II, motivated
by the development of the aviation industry. Meteorological
measurements from surface buoys remain an important source
of near-real-time wind data for weather and navigational
applications, and they are increasingly important for developing
and validating estimates of winds from satellite and land-based
remote sensing (Bourassa et al., 2019). Buoys are important
for remote sensing because they provide an absolute calibration
reference for satellite wind retrievals (Wentz et al., 2017). The
buoys most commonly used for validating satellite wind retrievals
are the tropical moored buoy arrays (TAO/TRITON in the
Pacific, the PIRATA array in the Atlantic, and the RAMA
array in the Indian Ocean), the network of buoys maintained
by the US National Data Buoy Center (NDBC), the handful
of the National Oceanic and Atmospheric Administration
(NOAA) Ocean Reference Station buoys, and the coastal buoys
maintained by the Canadian Department of Fisheries and Oceans
(Wentz et al., 2017).

2.1.2. Scatterometers and Radiometers

As the wind blows over the surface of the ocean, short waves with
scales of centimeters are formed, giving rise to what we refer as
sea surface roughness. Remote sensing of ocean surface winds
relies on the relationship between the wind speed and direction
and the sea surface roughness, which modulates reflective and
emissive properties of the ocean surface at those scales. Over
the past two decades, the two most common sensors used to
measure surface winds from space are microwave radiometers
and scatterometers. Below we present a short description of
these two technologies. For a detailed review of remotely sensed
winds including instrument specifications, the reader is referred
to Bourassa et al. (2019).

Microwave radiometers are passive sensors that estimate
the wind speed based on the spectrum of the microwave
radiation emitted by the sea surface, which, among other
things, is a function of the sea surface roughness. Present
oceanography satellites with onboard radiometers (e.g., the
Advanced Microwave Scanning Radiometers, AMRS-2; and
the Global Precipitation Measurement, GPM) are capable of
estimating the wind speed with spatial resolution of about 30 km
and accuracy of up to 1 m s~ '; however, the quality of the wind
speed measurements from this type of sensor is significantly
degraded by the presence of rain (Meissner and Wentz, 2009).
Another drawback of conventional microwave radiometers is
that it is limited to measuring the surface wind only as a scalar
quantity. Polarimetric microwave radiometers, such as WindSat,
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can be used to address this issue and retrieve the surface ocean
vector wind, although the directional signal can be noisy for low
wind speeds (< 7 m s !) leading to uncertainties in the wind
direction that can be >30° (Meissner and Wentz, 2005).

Scatterometers are active sensors that measure the fraction
of energy from the radar pulse reflected back to the satellite,
also known as backscatter. The backscatter is a function of
the sea surface roughness, which is, in turn, a function of
the wind speed and direction. The intensity of the backscatter
for a given incidence angle determines the wind speed, while
the wind direction is estimated by taking advantage of the
fact that the measured backscatter is a function of the relative
angle between the wind direction and the azimuth angle. The
present constellation of scatterometers maps the surface wind
field globally, with typical spatial resolution of 25 km and has
been successfully used in weather forecasting applications (e.g.,
Atlas et al., 2001; Chelton et al., 2006), long-term climate studies
(e.g., Halpern, 2002), and air-sea interactions (e.g., Xie et al., 1998;
Chelton and Xie, 2010). The main limitations of scatterometers
are contamination by rain (depending on the frequency of the
transmitted signal), lack of data near the coast, and poor temporal
sampling. Additionally, because of the way that backscatter
depends on azimuth angle, possible wind directions can differ
by 180°, which degrade the quality of the data. In rain-free
conditions, wind directions (so-called ambiguities) are correctly
identified more than 90% of the time; however, in or near rain
events errors are more likely to occur. These problems can
be reduced with antenna designs that obtain three or more
looks at each location measured on the ocean surface (such
the fan-beam design employed by NSCAT, ASCAT, and SCAT
on board the China-France Oceanography SATellite, CFOSAT;
and the rotating pencil-beam design used in QuickSCAT
and RapidScat). Further improvements in the estimation of
wind direction can be achieved by using Doppler directional
information. Finer resolution would provide observations closer
to the coast and better capture smaller-scale variability and
derivative fields. Sufficiently small resolution (around 5 km)
would allow scatterometers to see between rain features in
hurricanes, and provide much greater utility in rain events.
Temporal sampling could be improved with a mid-earth orbit or
a synergetic constellation.

2.1.3. Synthetic Aperture Radars

Synthetic aperture radar (SAR) satellites are the only space
system able to observe the ocean sea surface at day and night
regardless of cloud coverage, with resolution of tens of meters and
spatial coverage of hundreds of kilometers. Launched in 1978,
SEASAT was the first satellite carrying a SAR (L-Band) together
with a scatterometer (Ku-Band). Although originally designed
for wave measurements, early comparisons demonstrated a
strong correlation between the SEASAT SAR image intensity
and SEASAT scatterometer wind speed (e.g., Weissman et al.,
1979; Beal, 1980). Despite the short lifetime of SEASAT, the first
analysis revealed some of the most interesting potential for SAR,
such as its ability to monitor the ocean surface at high resolution
under hurricanes (Fu and Holt, 1982) and the signature of the
secondary atmospheric circulation in the marine atmospheric

boundary layer (Brown, 1980, 1986). Gerling (1986) directly
compared SAR wind speed and direction with scatterometer
measurements, opening perspectives for high-resolution wind
measurements from space.

Like existing scatterometers, SAR systems only measure the
ocean surface backscattering in co-polarization (VV or HH).
Taking advantage of accurate calibration with respect to SEASAT,
algorithms were designed to provide a quantitative estimate of
the wind speed and direction. Most of them rely on the so-
called “scatterometry approach,” as described in section 2.1.2.
However, in contrast to scatterometers, SAR systems do not have
multiple (e.g., ASCAT) or rotating (e.g., QuikSCAT) antennae
but only a single antenna pointing across track. This limits how
well the inverse problem can be constrained, as only a single
measurement is available to infer both wind speed and direction,
in contrast to the three or more measurements that can be
combined in the inversion scheme for scatterometers.

Various techniques exist to retrieve the wind direction and
wind speed from the SAR image intensity, such as image
processing techniques (e.g., Koch, 2004) that use ancillary data
(e.g., wind direction from buoys, scatterometers or numerical
weather prediction models). Recent missions, such as Radarsat-2
and Envisat allowed retrieval techniques to be refined to consider
weak wind speeds and better calibrated data (Zhang et al., 2011;
Mouche and Chapron, 2015). When Applied to C-band SAR, the
scatterometry approach currently results in ocean wind vector
measurements with root mean squared errors of <2 m s~! for
wind speed and <20° for wind direction.

The launch of Envisat and Radarsat-2 in the mid 2000s,
opened a new area for SAR by providing the first evidence of a
geophysical signature in the Doppler signal from a spaceborne
SAR (Chapron et al., 2004, 2005). The relationship between
wind waves and the Doppler from SAR allowed for inversion
schemes that take advantage of the strong modulation of the
Doppler with respect to wind direction in order to retrieve the
surface wind vector (Mouche et al., 2012). The present generation
of C-band SARs (e.g., Sentinel-1) have both co- and cross-
polarization acquisition, which have recently been combined
to retrieve ocean wind measurements in extreme conditions.
These provide reliable wind measurements for maximum wind
speeds of up to 60 m s~! (Mouche et al., 2017). These results
have attracted interest from outside of the SAR community.
In particular, the high-sensitivity of the cross-polarization
signal inspired future mission concepts (Fois et al., 2015), and
EUMETSAT (European Organization for the Exploitation of
Meteorological Satellites) together with ESA (European Space
Agency) now plan to add a cross-polarized channel to the next
generation of operational scatterometer missions (i.e., the next
Polar System Second Generation) dedicated to the ocean surface
wind measurement at medium resolution (Stoffelen et al., 2017).
Other mission concepts (e.g., Ardhuin et al., 2018; Rodriguez,
2018; Gommenginger, 2019) also suggest relying on Doppler and
radar backscatter measurements at multiple angles and targeting
combined wind, waves, and current measurements.

Radarsat-2 and Envisat also allowed a new stage in the data
acquisition by providing routine acquisitions over specific areas,
yielding practical applications, such as the high-resolution wind
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Atlas for Europe (Hasager et al., 2015), and scientific applications,
such as the study of the marine atmospheric boundary layer
rolls in hurricanes (Foster, 2005). However, the very high
resolution of SAR makes the analysis of the signal challenging.
Many geophysical phenomena other than wind can impact the
scales of wind-waves. These phenomena include rain (Atlas,
1994; Alpers et al., 2016), oceanic fronts (Kudryavtsev et al.,
2014b), internal waves (Fu and Holt, 1982), and waves-current
interactions (Kudryavtsev et al., 2014b). In addition, SAR is often
used in coastal areas where strong interactions with topography
and bathymetry can occur and sometimes dominate the wind-
induced signal. This also lends support for a new generation of
algorithms relying on multiple radar quantities to jointly invert
for several geophysical parameters rather than deriving each
parameter through an independent strategy.

2.1.4. Global Navigation Satellite
System-Reflectometry

Global Navigation Satellite System-Reflectometry (GNSS-R) is
an innovative Earth observation technique that exploits signals
of opportunity from Global Navigation Satellite System (GNSS)
constellations after reflection on the Earth surface. In brief,
navigation signals from GNSS transmitters, such as those of the
Global Positioning System (GPS) or Galileo are forward scattered
off the Earth’s surface in the bistatic specular direction. Dedicated
GNSS-R receivers on land, on airborne platforms, or on separate
spaceborne platforms detect and cross-correlate the reflected
signals with direct signals from the same GNSS transmitter to
provide geophysical information about the reflecting surface.
GNSS-R can provide geophysical information about numerous
surface properties and has multiple applications in Earth
observation, including remote sensing of ocean roughness, soil
moisture, snow depth, and sea ice extent (e.g., Cardellach et al.,
2011; Zavorotny et al., 2014).

The exploitation of GNSS signals for ocean wind and sea state
monitoring is one of the earliest and most mature applications
of GNSS-R (e.g., Hall and Cordey, 1988; Garrison et al., 1998;
Clarizia et al., 2009; Foti et al., 2015; Ruf et al., 2016). One
key advantage of GNSS-R is the passive nature of the receiving
hardware, which enables the design of low mass, low-power,
low-cost instruments that can be flown on constellations of
small satellites (e.g., Unwin et al., 2013) or as payloads of
opportunity on other platforms/missions. This potential for low-
cost implementation provides the option to build a comparably
affordable Earth observation system characterized by sensors on
multiple satellites to achieve very high spatio-temporal sampling
of surface geophysical parameters. This offers significant benefits
when trying to observe fast-varying processes, such as surface
winds, sea state and tropical cyclones. In addition, by operating
in the L-band microwave frequency range, GNSS-R is much
less affected by heavy precipitation than other spaceborne
measurement techniques, such as scatterometry, which operates
at higher microwave frequencies (e.g., Quilfen et al., 1998).

Significant progress has been made over the past 5 years
to quantify the capabilities of spaceborne GNSS-R to measure
ocean winds and sea state, thanks to two GNSS-R missions:
the UK TechDemoSat-1 mission launched in July 2014 (Foti

et al,, 2015) and the NASA Cyclone Global Navigation Satellite
System (CYGNSS) launched in December 2016 (Ruf et al.,
2016). In both cases, reported retrieval performances for GNSS-
R wind speeds are better than 2 m s~! root mean squared
error (RMSE) for winds from 3 to 20 m s~ '. In addition,
GNSS-R observations from TechDemoSat-1 obtained in tropical
cyclones indicate that spaceborne GNSS-R can depict fine-scale
structures near the eye wall of hurricanes (Foti et al.,, 2017),
thereby opening promising new opportunities as well as new
challenges regarding the exploitation of GNSS-R to improve our
understanding of hurricanes.

2.2. Surface Currents

2.2.1. Satellite Altimetry

Over the last 25 years, the most exploited system for the
monitoring of ocean surface currents for ice-free global scale has
been altimetry. This is due to the fact that the flow in the ocean
interior (away from the boundary layers) and away from the
equator is to leading order in geostrophic balance, which means
that the ocean surface velocity field can be readily obtained from
the gradients of the ocean dynamic topography (the sea level
relative to the geoid). In ice-free conditions, altimetry provides
global, accurate, and repeated measurements of the Sea Surface
Height (SSH), which is the sea level above a reference ellipsoid
and is made of two components: the geoid and the absolute
dynamic topography. To cope with the lack of an accurate
geoid at the spatial resolution of the altimeter measurements
(a few kilometers along-track), altimeter measurements are time-
averaged over a long time period (typically 20 years for the latest
solutions). The resulting mean sea surface height (Andersen etal.,
2016; Pujol et al, 2018) is removed from the instantaneous
altimeter measurements to obtain measurements of the Sea
Level Anomalies (SLA). Along-track SLA from multiple altimeter
missions are combined to calculate gridded maps. The effective
resolution of the SLA grid depends both on the number of
satellites in the altimeter constellation and on the prescribed
mapping scales. Analyzing the spatial coherence between the
Copernicus Marine Environment Monitoring Service (CMEMS)
altimeter maps and independent datasets, Ballarotta et al. (2019)
found that multi-mission altimeter maps based on three satellites
(available 70% of the time over the period 1993-2017) resolve
mesoscale structures ranging from 100 km wavelength at high
latitude to 800 km wavelength in the equatorial band over 4
weeks timescales.

A key reference surface needed to reconstruct the ocean
dynamic topography from the sea level anomalies is the ocean
Mean Dynamic Topography (MDT). The MDT is now known to
centimeter accuracy at 100 km resolution through combined use
of state-of-the-art mean sea surface (MSS) and GOCE (Gravity
field and Ocean Circulation Experiment) data, at least in open
ocean regions and away from coastal and ice-covered areas
(Andersen et al., 2016). The use of additional information from
in-situ oceanographic measurements (drifting buoy velocities
and hydrographic profiles) allows the MDT to be refined to
resolve scales down to 30-50 km (Maximenko et al., 2009; Rio
etal., 2014; Rio and Santoleri, 2018). Effective resolution depends
on the in-situ data density and is therefore not homogeneous
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(e.g., there are fewer in situ data at high latitudes and in
coastal areas). Further developments are needed to increase
the resolution of the MDT, in particular in the context of the
upcoming SWOT mission, the primary objective of which is to
characterize the ocean mesoscale and sub-mesoscale circulation
with scales larger than 15 km. We refer the reader to Morrow
et al. (2019) for a detailed description of the SWOT mission.

The first baroclinic Rossby radius in the ocean, which defines
the expected spatial scales of geostrophic structures, ranges from
200 km at the equator to 10-20 km at high latitudes (Chelton
et al,, 1998; Nurser and Bacon, 2014). The mapping capability of
the present altimeter constellation, coupled with the resolution
and accuracy of the available MDT products, is not sufficient
to resolve the full geostrophic flow at mid latitudes, and this is
even worse at high latitudes. In addition, geostrophic currents
are only one component of the total surface current in the ocean;
other components include the Ekman currents, which are set
up by a stationary wind field; tidal currents; and a number of
other ageostrophic (i.e., not geostrophic) currents. In addition,
the geostrophic approximation is not valid at the equator. At
high latitudes, another limitation comes from the very coarse
sampling of the ice-covered ocean where leads allow only a sparse
view of the dynamic topography (Armitage et al., 2017), which
particularly excludes the mesoscale, and the MIZs. The altimeter
observing system, therefore, suffers from two major limitations
in monitoring ocean surface currents: only the geostrophic
component of the currents can be derived, and in some areas,
only for a limited range of spatial scales.

In order to obtain more realistic ocean surface currents,
corrections may be made to the altimeter-derived geostrophic
currents. In ice-free oceans (Dotto et al, 2018), Ekman
currents can be estimated, given knowledge of the wind field
(Rio and Hernandez, 2003), and added to the geostrophic
currents. Various global ocean surface current products are
now available based on such an approach: the OSCAR product
(Bonjean and Lagerloef, 2002), the Geostrophic and Ekman
Current Observatory (GEKCO) product (Sudre et al, 2013),
and the GlobCurrent product (Rio et al., 2014). Figure 3 shows
an example of the surface velocity field for December, 31st
2017 from the GlobCurrent product, which includes both
altimetry-based geostrophic velocity and wind-derived Ekman
currents. Alternatively, the spatial and temporal resolution of
the altimeter-derived ocean surface currents may be enhanced
by exploiting the synergy between altimetry and other satellite
observations. A number of methods have been tested, including
Maximum Cross Correlation (e.g., Bowen et al., 2002; Warren
et al., 2016), the effective Surface Quasi Geostrophy framework
(e.g., Isern-Fontanet et al., 2006; Gonzalez-Haro et al., 2016), and
inversion of the SST conservation equation (e.g., Vigan et al,,
2000; Rio et al.,, 2016; Rio and Santoleri, 2018), as illustrated
in Figure 4.

2.2.2. Surface Drifters

Surface drifters are semi-Lagrangian drifting buoys that
approximately follow the current at the ocean surface and can
be used in climate and oceanographic research. For over four
decades, satellite-tracked surface drifters have been used to map

near-surface currents in the global oceans (Lee and Centurioni,
2018) as part of the Global Drifter Program (GDP). Currently, an
array of over 1,400 surface drifters is maintained through GDP,
with the goal to keep an average drifter spacing of 5 degrees in
the entire globe. However, sustaining the number of drifters in
regions of predominantly divergent flows, such as the equatorial
region, is difficult since the divergence of the surface flow results
in a continuous drifter loss toward the subtropics.

Surface drifters from the GDP consist of surface drifting buoys
that have an attached holey-sock drogue (sea anchor) centered
at a depth of 15 m and are tracked mostly using the Argos
positioning system (http://www.argos-system.org), but recently
also using GPS (Elipot et al., 2016). Motions due to slip caused by
windage, surface gravity wave rectification, and Stokes drift are
major challenges for interpreting currents from surface drifters
(Lumpkin et al., 2017). Even though the use of a drogue and
careful design of the surface buoy can greatly reduce slip to
0.1% of the wind speed for 10-m winds of up to 10 m s™!, the
resulting velocity estimated from the drifter is still a combination
of the direct wind-driven surface current, plus the slip, plus the
integrated shear between the surface and the end of the drogue.
Several methods for correcting for slip bias in both drogued and
undrogued drifters have been proposed (e.g., Pazan and Niiler,
2001; Poulain et al.,, 2009) and have been recently updated by
Laurindo et al. (2017). On average, GDP drifter position fixes
are received every ~1.2 h and can be used to estimate near-
surface velocities by finite differencing consecutive fixes. The
standard product distributed by GDP objectively interpolates
velocities to regular 6-h intervals and has been used to map
large-scale ocean currents (Lumpkin and Johnson, 2013), study
pathways of marine debris (Maximenko etal., 2012), and improve
satellite-based products (Rio et al.,, 2014). Taking advantage of
improvements in the temporal sampling of the drifters since
2005, the GDP has recently developed an alternative drifter
velocity product that distributes surface velocities at 1-h intervals.
These higher-frequency velocities have the potential to be used to
investigate inertial, tidal, and super-inertial motions (Elipot et al.,
2016; Lumpkin et al., 2017).

The coarse and scattered distribution of drifters from the GDP
limits their application to relatively large-scale processes. The
development of low-cost, disposable, and biodegradable drifters
(e.g., the CARTHE drifter) has allowed for large deployments
of an unprecedented number of drifters (O(10)) capable of
monitoring for the first time rapidly-evolving submesoscale
(<10km) motions as well as clustering and dispersion of floating
particles. At these scales, surface convergences and divergences
lead to abrupt changes in the concentration of floating materials,
resulting in strong gradients that can have profound implications
for oil spills, larval dispersion, and pathways of plastic debris
(D’Asaro et al., 2018). While surface drift measurements from
a few experiments, such as the Grand Lagrangian Deployment
(GLAD) and the Lagrangian Submesoscale Experiment (LASER)
have shed some light onto submesocale dynamics, a systematic
means of monitoring the surface of the ocean at these scales
is needed in order to bridge the gap between mesoscale and
submesoscale processes and to improve model predictions in
response to environmental disasters.
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FIGURE 3 | Map of combined geostrophic and Ekman surface currents on December, 31st 2017 from the GlobCurrent project (Rio et al., 2014).

v
37°30" ::};
117/
i
W
5m4§5” . L pr ot 2 e
AR 2/ o sr 21117 s
e .,,’/3////2:/;3 I |
37°00° TR B ,r7// aaa ] 3roc RN . 212/ 7 i 2 ]
Lhbp! 11 ...,//,//l/////A“
B | | | BN ) /T
| JERT B _ s
{ § | WS ST I N4
g V< S
W B N7
- ANaaaas— [, NN 7
AR > e NN
NSNS T AR R /g o B o
a6a0 IR 36730" -l L Lol 7 Lot = et~ -
12°00 cane 12°00 12°30" 13°00" 1330
5l ] 30°C

FIGURE 4 | Sea surface temperature (SST) in the Sicily channel (Mediterranean Sea) on July, 23rd 2016 from Sentinel-3 and ocean surface currents derived (left) from
the Sentinel-3 altimeter data and (right) from the combination of the Sentinel-3 altimeter and SST information using the method described in Rio and Santoleri (2018).

2.2.3. High Frequency Radar

Shore-based high-frequency radars (HFR), which provide
measurements of surface currents, are important components
of coastal observing systems. HFRs transmit radio signals (3—
45 MHz) and make use of Bragg resonant reflection from
wind-driven surface gravity waves, in combination with the

dispersion relationship, to derive surface currents from the
Doppler shift in the returned signal (Crombie, 1955; Barrick et al.,
1977). Operational networks of HFRs provide near real-time
measurements of surface current fields with 0.5-6 km horizontal
and 1-h temporal resolution for distances extending to 300 km
offshore. Data from these systems support both scientific and
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operational efforts, including oil spill response, water quality and
pollution tracking studies, fisheries research, maritime domain
awareness, search and rescue, and adaptive sampling (Terrill
et al., 2006; Harlan et al., 2010).

HER derived surface currents have been used in a wide variety
of scientific studies (see Paduan and Washburn, 2013) to map
tidal currents, eddies, wind and buoyancy-driven currents, and
for model validation and data assimilation. Kim et al. (2011) used
2 years of data from the US West Coast HFR network to capture
various scales of oceanic variability, including the existence of
poleward propagating wave-like signals along the US coastline
presumably associated with coastal-trapped waves. Wavenumber
(k) spectra of measured currents show a k=2 decay at scales
smaller than 100 km, consistent with theoretical submesoscale
spectra (McWilliams, 1985). HFR spatial resolution is generally
higher than satellite altimeters, providing unique insight into
submesoscale variability in the coastal zone. Marine ecological
studies have used HFR systems to map harmful algal blooms
(Anderson et al,, 2006) and larval transport pathways (e.g.,
Gawarkiewicz et al., 2007), tying the biological response to the
physical environment.

HER is susceptible to external Radio Frequency Interference
(RFI), which has been mitigated in recent years by international
adoption by the radio community of set aside bands for
oceanographic applications. While HFR for oceanography can
span 3-45 MHz, at lower frequencies (typically below 8 MHz),
HFR can be impacted by interference from diurnal variations
in the ionosphere, which result in higher noise levels as a result
of long-range propagation conditions. Within embayments, such
as San Francisco Bay, HFRs have been shown to be effective
when operated at the higher frequency bands, due to the
availability of short period Bragg waves. The radar systems
require ongoing maintenance and recalibration of antenna
patterns due to seasonal changes in surrounding vegetation and
other effects (Cook et al., 2008). HFR has also been used to
measure components of the surface wave field due to the second
order backscatter effects in the Doppler spectrum. However,
this technique has not been shown to provide the same level
of fidelity as in-situ measurements or imaging style radars that
operate at X-band. An in-depth review on HFR can be found in
Roarty et al. (2019).

2.2.4. Moorings

One direct approach to measuring ocean currents is to install
current meters or current profilers on a mooring line that runs
between an anchor on the seafloor and a flotation buoy. If the
flotation buoy is on the surface, it is a “surface mooring,” and,
if the buoy is beneath the surface, it is a “subsurface mooring.”
Early current meters measured current speed by measuring the
revolutions of a propeller or rotor (e.g., Weller and Davis, 1980),
but almost all modern “in situ” ocean velocity measurements
use acoustic techniques relying on measurement of acoustic
travel times or Doppler shifts. Acoustic Doppler current profilers
(ADCPs) allow measurement of velocity profiles and are now
one of the most commonly used instruments for measuring
ocean currents in situ. A great advantage of moored velocity
measurements is that they can provide very good temporal

resolution, with a typical temporal resolution of 1 h for a
1-year record.

The near-surface environment is challenging because of the
action of surface waves and biofouling. The surface waves cause
physical heaving and strong, oscillatory wave-driven flow past
the instruments, which can cause: (1) mechanical damage to
the mooring and instruments, (2) flow-distortion errors (e.g.,
from flow separation near the buoy or instrument), (3) sampling
errors (e.g., from aliasing of the wave orbital velocity), and (4)
difficulties in interpretation because the instruments heave up
and down in a surface-following reference frame (which is a mix
of Eulerian and Lagrangian reference frames and consequently
causes partial contamination of the mean velocity by the Stokes
drift (Pollard, 1973). Although there are many oceanographic
surface moorings, most of these moorings do not measure near-
surface ocean currents. There are only a handful of moored
records of open-ocean currents taken in the upper 10 m of the
ocean. The records that do exist should be used with caution
because of the challenges listed above.

2.2.5. Sea Ice Drift

Finally, a special case of surface currents is the drift of sea ice.
Different methods probe different parts of the spatiotemporal
spectrum. Buoys drifting with the sea ice (Rampal et al,, 2011;
Gimbert et al, 2012) provide a very high sampling rate but
offer a very local sampling of the sea ice cover. On the other
hand, image correlation techniques from passive microwave
sensors (Tschudi et al., 2016) or SAR (Kwok et al., 1998) offer
a pan-Arctic view of the deformation features of the sea ice
but are limited to coarser length scales of deformation, typically
larger than 10 km for passive microwave and 1 km for SAR
imagery and to daily to monthly timescales (for more recent
reviews see Sumata et al., 2015; Muckenhuber and Sandven,
2017). Doppler shift analysis techniques (Chapron et al., 2005)
provide near instantaneous (sub-hourly) surface displacements
but offer sparse spatial sampling that limits measurements to one
component of the ice drift (Kreemer et al., 2018). Finally, recent
results (Oikkonen et al., 2017) using correlation of ship-based
radar images offer a sub-kilometric view of sea ice kinematics
at timescales down to tens of seconds but are inherently limited
in space and time to icebreaker routes. In this context the
new rotating multibeam Doppler SAR technology on board
the proposed SKIM ESA explorer mission will complement
existing techniques and in particular will expand on the existing
delay-Doppler products by resolving the second component of
the sea ice drift vector at a near instantaneous frequency and
kilometric resolution with a daily coverage over most of the
Arctic (Ardhuin et al., 2018).

2.3. Surface Waves

2.3.1. Wave Buoys and Wave-Enabled Drifting Buoys
The majority of historical wave measurements have been
collected from moored sensors near coastlines with limited
spatiotemporal information about the wave field offshore. In
general, high-seas wave observations are sparsely collected
from ship observations or from satellites, which have long
duration repeat intervals. Moored buoys use heave-pitch-roll
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sensors, accelerometers, or displacement sensors to measure
orthogonal components of some combination of the surface wave
kinematics, and they invert these data for the first five directional
moments at each frequency (Longuet-Higgins et al., 1963), which
can be used to obtain an estimate of the wave directional
spectrum using statistical methods (e.g., Lygre and Krogstad,
1986). To eliminate the cost and effort of maintaining moored
buoys, a growing number of small-form-factor, easily deployable
surface drifters (Veeramony et al., 2014; Centurioni et al., 2017)
with high fidelity wave measurements have been developed for
remote and under-sampled regions of the global ocean.

Drifting wave buoys use GPS signals from a single GPS
receiver to measure horizontal and vertical velocities (De Vries
et al, 2003). The three-axis GPS velocity data are used
to obtain wave displacement spectra in a manner similar
to the more traditional buoy technology referred to above.
Wave measurements from these cost-effective and compact
counterparts to the moored wave buoys have been shown to
compare well with traditional accelerometer methods (Colbert,
2010; Herbers et al., 2012). Applications of these drifting
buoys include wave attenuation in ice (Doble and Bidlot, 2013;
Doble et al, 2017; Sutherland and Dumont, 2018), targeted
sampling under storm tracks, wave-current interactions (Zippel
and Thomson, 2017; Veras Guimaries et al., 2018), and wave
observations on high seas where mooring buoys are technically
challenging and costly. For detailed characteristics of in situ wave
measurements, we refer the reader to Ardhuin et al. (2019).

2.3.2. Satellite Remote Sensing

In contrast to the point measurements provided by buoys, remote
sensing satellites provide a unique global view of the ocean
that is capable of sampling the most extreme conditions, for
which no buoy record is available. Currently, the most robust
satellite-based measurement of the sea state is the significant
wave height (H,) derived from satellite altimeter waveforms as
a byproduct of the SSH processing. Since measurements of H;
are not the primary goal of present altimeters, their sensors are
not optimized for measuring the sea state, and the first step one
typically goes through when using standard altimetric products is
to smooth out the noise by averaging H; values along-track over
a distance of the order of 50 km. In addition to being relevant
to the wave community, altimeter measurements of H; are also
an important parameter for estimating and correcting the sea
state bias in the SSH measurements (Fu and Glazman, 1991).
Because of their global sampling, altimeters are uniquely capable
of measuring the most extreme sea states: the highest H; value
ever recorded in a 1-Hz product is 20.1 m (Hanafin et al., 2012).
At the other extreme, altimeters have difficulty resolving wave
heights below 1 m (e.g., Sepulveda et al., 2015). Altimeters also
provide a back-scatter power that, when well-calibrated, can be
used to estimate the mean square slope of the sea surface (Jackson
et al.,, 1992; Nouguier et al., 2016).

More information on the sea state, in particular, the direction,
wavelength, and energy of swells can be obtained from high-
resolution imagery of the ocean. The most common form of wave
measurement from imagery uses the specially designed “wave
mode” of SARs on ESA satellites ERS-1/2, Envisat, and Sentinel 1

(Hasselmann et al., 2013). This wave mode is particularly well-
suited for the routine tracking of swell fields across the oceans
(Collard et al., 2009). Unfortunately, it is unable to detect the
part of the wave spectrum associated with shorter wind waves,
due to the blurring of the SAR image by the wave orbital
velocities; the orbital velocities can still be estimated by statistical
methods, albeit with limited accuracy (Li et al., 2011). This “cut-
oft” between the resolved and blurred part of the spectrum is
strongest in the azimuth (along-track) direction and is a function
of the sea state. Waves traveling in the azimuth direction with
wavelengths shorter than 100 m can only be measured in quiet
conditions or ice-covered oceans (Ardhuin et al., 2017b). In
fact, SARs are the only satellite systems that have been proven
to measure wave heights in ice-covered regions. Other types of
radars (e.g., wave scatterometers) do not use SAR processing and
provide 1D spectra along the line of sight of a rotating beam that
can be combined to produce a 2D spectrum (Jackson et al., 1992;
Caudal et al., 2014). The first space-borne wave scatterometer, the
China-France Ocean Satellite mission (CFOSAT), was recently
launched on October, 2018 (Hauser et al., 2017).

Other optical imagery approaches, even if they cannot offer a
full global monitoring due to particular observation (cloud cover
and sun position), are unique in their resolving capability with,
for example all coastal areas covered by Landsat and Sentinel
2A and 2B satellites. Figure 5 shows an example of a Sentinel
2 image and the wave analysis from it compared to wave data
from NDBC buoy 46086. The omnidirectional spectrum (panel
c), shows overall good agreement with the measurements from
the wave-buoy.

3. SCIENCE TOPICS: COMMUNITY NEEDS
FOR INTEGRATED OBSERVATIONS OF
SURFACE CURRENTS, WINDS, AND
WAVES

3.1. Open Ocean Circulation and Budgets
3.1.1. Equatorial Dynamics

Climate variability in the tropical oceans is dominated by air-
sea interactions associated with thermodynamic and dynamic
feedback mechanisms. Surface wind is a crucial parameter for
the turbulent heat flux, which has implications, for example,
for establishing the meridional climate mode in the Atlantic.
At the same time, surface winds dynamically drive tropical
upwelling along the eastern boundary and at the equator. The
zonal winds along the equator are an integral element of the
Bjerknes feedback responsible for the development of the Pacific
El Nifo or the Atlantic Nifio (Bjerknes, 1969). Besides the
wind, ocean surface velocity is an essential parameter defining
tropical ocean dynamics and air-sea interactions including
processes, such as equatorial waves, tropical instabilities, as well
as heat and freshwater advection and entrainment contributing
to the mixed layer budgets (Foltz et al., 2018). Surface velocity
divergence and associated upwelling is responsible for changes
in the mixed-layer depth that is additionally forced by air-sea
buoyancy fluxes or mixing and entrainment at the base of the
mixed layer. The mixed-layer heat budget represents a central
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FIGURE 5 | (a) A Sentinel-2 image off the California coast taken on 29, April 2016. The inset delimits the region over which the spectral analysis (shown in the other
panels) is performed and the star marks the location of the NDBC buoy 46086. (b) The two dimensional unambiguous image spectrum, over the area show in the
inset on (a), from Sentinel-2 using the time separation of different detector acquisitions. Blue colors indicate low wave energy density, whereas warm colors indicate
high wave energy density (c). The directional spectrum from the NDBC buoy 46086 estimated using the maximum entropy method of Lygre and Krogstad (1986).

(d) The direction-integrated surface wave spectrum from the Sentinel-2 (solid) corresponds well to the buoy data (dashed) for wavelengths from 62 to 420 m, namely k
between 0.015 and 0.1 rad/m or frequency from 0.06 to 0.15 Hz. This figure is adapted from Kudryavtsev et al. (2017).

element for understanding the mechanisms governing tropical  estimated and, in combination with total advection derived from
SST variability and the causes of the still severe biases in tropical =~ temperature changes along Lagrangian surface drifter paths, eddy
regions in climate models (Zuidema et al., 2016). Within the  heat advection (Swenson and Hansen, 1999). However, mean
seasonal cycle, zonal advection is, besides diapycnal mixing, the  seasonal budgets have substantial error estimates (Hummels
main cooling agent in the central equatorial Atlantic, and a et al, 2014), indicating the inadequacy of combined drifter
dominant term in the mixed-layer salinity budget (Foltz and  and float data for addressing interannual variability or long-
McPhaden, 2008). Eddy advection mostly by tropical instability ~ term changes of advective terms within the heat and freshwater
waves counteracts the cooling by diapycnal mixing in the eastern ~ budgets. Moreover, the mixed-layer depth in tropical upwelling
equatorial cold tongue region (Weisberg and Weingartner, 1988;  regions is often <10 m. Under such conditions, surface drifters,
Hummels et al., 2014). equipped with drogues centered at 15 m depth, measure velocity

Up to now, velocity data used to estimate tropical mixed-layer  in the shear zone below the mixed layer and thus do not represent
heat and freshwater budgets are based on spatially distributed = mixed-layer advection. Argo floats drifting at the surface instead
surface drifters and surface displacements by Argo floats, as  measure the velocity in the upper meter of the ocean, which
well as on velocity observations at moored buoys. Surface  becomes complicated for mixed-layer budget calculations due to
drift data allow climatological mean heat advection to be  the existence of diurnal shear (Smyth et al., 2013; Wenegrat and
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McPhaden, 2015). Moored velocity observations performed at
the tropical buoy array at a depth of 10 m deliver high-resolution
time series. However, the spacing between the buoys (typically
more than 10 degrees in longitude and a few degrees in latitude)
do not resolve the near-equatorial current bands or the mesoscale
variability including tropical instability waves. Surface currents
from merged products, such as OSCAR, described in section
2.2.1, are often used in addition to directly-measured velocities
from drifters, floats, and moorings. While OSCAR velocities
are generally a well-proven data product, they largely fail to
represent intraseasonal meridional velocity fluctuations near the
equator and misrepresent seasonal and longer-term equatorial
zonal velocity variability (Schlundt et al., 2014).

Continuous high-resolution measurements of absolute
surface velocity would represent a significant step forward by
improving mixed-layer heat and freshwater budgets and by
refining our understanding of the general circulation of the
tropical ocean. At the same time they would pave the way for
new process studies, for example by enabling study of the role
of tropical instability waves on the heat budget (Jochum et al.,
2004) or the imprint of equatorial deep jets or high baroclinic
mode waves on the sea surface and their impact on SST (Brandt
et al, 2011), none of which are currently possible due to limited
and sparse data coverage.

3.1.2. Atmospheric-Ocean Carbon Exchange and
Transport

The oceans act as a sink of atmospheric carbon dioxide (CO,),
and they are the largest long-term natural sink of CO, (Sabine
etal,, 2004), annually absorbing more than 25% of anthropogenic
emissions (Le Quéré et al., 2017). Quantifying this absorption is
critical for quantifying global carbon budgets (e.g., as quantified
by Le Quéré et al, 2017). Once dissolved in seawater, CO,
is partitioned into different carbonate species, and these are
transported throughout the ocean. This long-term absorption of
carbon is slowly lowering the pH of the water, impacting the
marine environment. Consequently the synoptic and long-term
monitoring of the atmosphere-ocean exchange of carbon and
the subsequent transport of carbon within the ocean interior
and across continental shelves is highly relevant to society.
We are currently able to observe the total atmosphere-ocean
exchange of CO; (e.g., Watson et al, 2009; Woolf et al,
2016), and synoptic scale observations of this exchange require
both satellite observations (e.g., sea state, temperature, wind) and
in situ observations (e.g., gas concentrations). Existing synoptic
scale observations of surface transport predominantly rely upon
satellite altimetry or exploit spatially and temporally sparse in situ
measurements (e.g., Painter et al., 2016).

However, atmosphere-ocean gas exchange is primarily driven
by surface turbulence, such as wind-wave-current interactions,
but most gas exchange relationships are parameterized solely
in terms of wind speed (e.g., Wanninkhof, 2014). Similarly, the
exchange of waters between the shelf seas and the open ocean (at
both the surface and at depth) is highly dependent upon surface
currents flowing onto the shelf, which include ageostrophic
components not well-captured by altimetry.

A lack of suitable synoptic-scale measurements of surface
currents, winds, waves, and their interactions hampers our
understanding how these processes combine and control
atmosphere-ocean exchange and across-shelf exchange. Doppler
oceanography from space has the potential to address this gap
in observations. For example, satellite sensors which are able
to directly observe wind-wave-current interactions hold the
potential to provide direct observations of energy dissipation and
turbulence at the surface. This would enable the development
and evaluation of new physically based atmosphere-ocean gas
exchange parameterizations.

3.1.3. Inertial Currents

“Inertial currents” or “inertial oscillations” occur when the
Coriolis force causes water that is moving only by virtue of its
own inertia to rotate anticyclonically (clockwise in the Northern
Hemisphere and counterclockwise in the Southern Hemisphere)
at the local Coriolis (or “inertial”) frequency. Whenever there is
a short-lived wind event, such as a storm, the inevitable result is
a mixed-layer inertial current, because the ocean freely resonates
at the inertial frequency. In addition, the ocean can also be forced
to resonate at the inertial frequency if the wind vector rotates at
this frequency (e.g., D’Asaro, 1985).

Frequency spectra of oceanic velocity records almost always
exhibit a prominent spectral peak near the local inertial
frequency, and these near-inertial oscillations are typically the
dominant velocity signal in the open ocean at periods less than
a few days (e.g., Fu and Glazman, 1991). Inertial oscillations
are an important source of vertical shear in the ocean and can
thus drive vertical mixing (e.g., Alford, 2010). There are several
unresolved research questions related to upper-ocean inertial
currents, including ones related to the energy input from the
wind to inertial motions, the interaction of inertial oscillations
with mesoscale motions (Alford et al., 2016), and the amount
of inertial energy that penetrates below the mixed layer via
near-inertial waves (e.g., MacKinnon et al., 2013). Because near-
inertial oscillations tend to be the largest contribution to velocity
variability at periods less than a few days, they are also important
for operational applications.

These high-frequency inertial currents pose a sampling
challenge for the limited temporal sampling for the WaCM,
SKIM, or SEASTAR missions (on the order of a day for WaCM),
but there are three factors that should make this challenge
more manageable. First, while the inertial oscillations are more
prominent than other high-frequency motions, they still have less
variance than lower frequency motions, such as mesoscale eddies,
which limits the potential contamination of low frequencies.
Second, it may be possible to remove inertial currents that are
not well-resolved in time using simple dynamical models, which
have shown skill in simulating mixed-layer inertial currents
given estimates of the local wind stress (e.g., D’Asaro, 1985;
Plueddemann and Farrar, 2006), and continuing improvements
in ocean general circulation models and the forcing fields should
allow even more realistic simulations (e.g., Simmons and Alford,
2012; MacKinnon et al, 2017). Finally, ongoing work from
numerical simulations suggests that one could use physical
properties of inertial oscillations to better separate low and high
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frequencies. Since inertial oscillations ring for several inertial
periods, their amplitude and phase could be estimated even if
they are not resolved in time, for instance, with daily observations
of velocity.

3.1.4. Lagrangian Pathways of Plastic Debris and
Other Floating Material

The issue of marine debris, most prominently plastic, has
received significant attention in the last decade. There are at
least a few trillion pieces of plastic afloat on the surface ocean,
weighing at least 100,000 metric tons (Van Sebille et al., 2015).
This plastic enters the ocean from coastlines and rivers (Jambeck
et al., 2015; Lebreton et al, 2017) and is then transported by
currents, waves, and winds. Due to biofouling, most of the plastic
will beach or sink on time scales of weeks to years, but the
fraction that stays afloat will eventually move into one of the
infamous garbage patches in the centers of the subtropical gyres
(e.g., Law et al.,, 2010, 2014; Law, 2017), where it can linger for
many decades.

The transport and pathways that this floating material takes
are very sensitive to the ocean currents, on scales from meters to
kilometers (LaCasce, 2008; D’Asaro et al., 2018). Furthermore, it
has recently been shown that Stokes drift can have a profound
impact on the basin-scale pathways of floating material. Using a
finding of invasive kelp on the shores of the Antarctic Peninsula,
that was genetically identical to kelp found on the Kerguelen
Islands, Fraser et al. (2018) were able to explain the southward
transport of floating kelp against the dominant Ekman transport
only when they included Stokes drift in their model simulation;
without this Stokes drift, no Lagrangian particles were able to
travel from Kerguelen to Antarctica.

It has long been known that surface drifting buoys travel
differently when they are drogued vs. when they are undrogued
(Lumpkin and Pazos, 2007). The tsunami following the
Fukushima disaster also highlighted the importance of windage
in cross-basin transport (and particularly speed) of debris.
In order to be able to compute the dispersion of floating
debris, biological material and human-made objects in search
and rescue, it is critical to have as accurate flow, waves and
winds fields as possible (Van Sebille et al., 2017). Ideally,
these should come from novel remote sensing techniques
capable of measuring surface winds, total surface currents, and
waves globally.

3.2. Coastal, Shelf, and Marginal Ice Zone

Processes

3.2.1. Continental Shelf Flows

At time scales longer than diurnal, currents on continental
shelves and shelf slopes tend to flow nearly along-isobath (Lentz
and Fewings, 2012) and often transport water for long distances
along shelves. An example is the current system that transports
water from east of Greenland, around the Labrador Sea to
the Gulf of Maine and Middle Atlantic Bight, before turning
oftshore at Cape Hatteras (Chapman and Beardsley, 1989;
Fratantoni and Pickart, 2007). The quasi-continuous shelf flow
and shelfbreak jet system is an important conduit of cold low
salinity water from high to mid latitudes in the western North

Atlantic (Lentz, 2010) and transports anomalies in both heat and
salt (Shearman and Lentz, 2010; Feng et al., 2016). Similar shelf
current systems exist in other ocean basins. In the southwestern
Atlantic, for example, there is a continuous along-shelf flow that
transports high-nutrient waters from the Drake Passage to the
Brazil/Malvinas Confluence (Matano et al., 2010). We do not
have long-term observations or monitoring of the intraseasonal
to interannual variations of these important continental shelf
and shelf break current systems except in a few locations with
moored current meter arrays (e.g., https://oceanobservatories.
org/array/coastal-endurance/ and https://oceanobservatories.
org/array/coastal-pioneer/). Satellite altimeters presently give
limited information on flows on continental shelves, especially
shoreward of the shelf break, except in regions with tide gauges
(Feng et al., 2016; Risien and Strub, 2016). The along-shelf
velocities along both eastern and western ocean boundaries are
10s of cm s~! and could be monitored with Doppler surface
current measurements. Simultaneous observations of winds
would permit better understanding of the forcing of these
shelf flows, which are driven by a combination of wind and
along-shelf pressure and density gradients (Pringle, 2018). A
better understanding of the dynamics of continental shelf, shelf
break, and slope flows would lead to better capability for ocean
monitoring and prediction, such as monitoring across-shelf
exchange of carbon, heat, nutrients, and marine debris and
improving seasonal forecasts of shelf water conditions in the
downstream direction. Such capability would improve our
understanding of the connections between shelf and deep ocean
waters, allowing us to better anticipate the impacts of large
spatial and temporal scale phenomena, such as our changing
climate, on coastal regions.

Though continental shelf flows are constrained by the
Earths rotation to flow mostly along-isobath on long time
scales, continental shelves do exchange water with the adjacent
open ocean, with consequences for marine productivity (Brink,
2016b). Shelf eddies (Brink, 2016a, 2017; Brink and Seo, 2016),
for example, play important roles in cross-shelf transport of heat,
freshwater, and biogeochemical tracers. Deep-water mesoscale
eddies and warm- and cold-core rings impacting the shelf slope
can draw filaments of shelf water offshore or inject offshore
water onto the shelf (Gawarkiewicz et al., 1990; Zhang and
Gawarkiewicz, 2015; Cherian, 2016; Cherian and Brink, 2016,
2018). In other regions, such as the Brazil/Malvinas Confluence,
exchange between the shelf and the deep ocean is not only
controlled by eddies but also by narrow and well-defined coastal
currents (Piola et al., 2005; Matano et al., 2010). The spatial
scales of the shelf eddies and the filaments are 10-50 km,
and the velocity scale is 10s of cm s~!. Measurements of
the velocity structure of these eddies, filaments, and narrow
coastal currents, and simultaneously the wind fields that affect
transport in the surface boundary layer, would enable better
understanding of ocean productivity and shelf-ocean exchange
of carbon, pollutants, and other substances.

Wind-driven cross-shelf transport is an important mechanism
for nearshore-midshelf and shelf-ocean exchange. In broad,
shallow shelf seas, cross-shelf transport of water can bring open
ocean low nutrient surface waters onto the shelf, and help
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to force the offshore transport lower in the water column of
carbon rich water from the shelf to the deep ocean, sometimes
called the “Ekman drain” (Painter et al, 2016). In eastern
boundary upwelling systems (Chavez and Messié, 2009) where
the mean wind forcing is substantial, upwelling brings nutrient
rich, but low pH, low oxygen water to the surface, which can
be detrimental to marine ecosystems (Grantham et al., 2004;
Chan et al.,, 2008; Connolly et al., 2010; Siedlecki et al., 2015;
Adams et al., 2016). Weakening, or relaxation, of upwelling-
favorable winds in these systems can enable transport of carbon
off the shelf (Karp-Boss et al., 2004; Hales et al., 2006) and
lead to coastally trapped warm oceanic poleward flows with
cross-coast scales of 10s of km or less and velocities of 10s of
cm s~! (Washburn et al., 2011; Suanda et al., 2016). Coastal and
shelf seas are considered important for the surface absorption
of atmospheric CO;, but the strength and state of this sink
remain uncertain (Hales et al., 2005; Chen et al., 2013; Laruelle
et al., 2014) and may diminish in the future due to changes
in climate, environmental conditions and management (Regnier
et al.,, 2013). On shallow inner shelves where the surface and
bottom boundary layers overlap, the dynamics controlling the
flow are different from on the middle and outer shelf (Fewings
and Lentz, 2010; Lentz and Fewings, 2012). On broad shelves
characteristic of passive continental margins, the inner shelf may
extend 10s of km offshore, depending on the wind forcing and
density stratification. In this region, cross-shelf winds and surface
gravity waves can both drive cross-shelf flows, in contrast to the
middle and outer shelf where the along-shelf wind is the primary
driver for cross-shelf transport (Fewings et al., 2008; Lentz et al.,
2008; Kirincich et al., 2009; Horwitz and Lentz, 2014, 2016).
Due to the asymmetry in fetch for onshore and offshore winds
in coastal areas, low-frequency flows associated with surface
gravity waves, apparently due to Stokes-Coriolis forcing, can
confound observations of wind-driven surface flows (Fewings
et al., 2008; Kirincich et al., 2010; Ohlmann et al., 2012). Surface
currents within ~10 km of the coast can vary on alongshore
scales <10 km and be poorly correlated with or even opposite
in direction to currents farther offshore (Fewings et al., 2015).
These alongshore flows are important for modifying local water
temperatures on both weather-band and seasonal time scales
(Austin, 1999; Fewings and Lentz, 2011; Connolly and Lentz,
2014). Simultaneous measurements of the surface currents,
surface waves, and local wind stress along coastlines worldwide
would enable monitoring of ongoing changes in ecologically and
economically important boundary current systems (Garcia-Reyes
and Largier, 2010) and better process-based understanding,
modeling, and prediction of cross-shore transport of nutrients
and pollutants, transport of phytoplankton and larvae (Cowen
and Sponaugle, 2009; Drake et al., 2013; Simons et al., 2013;
Criales et al., 2015), and coastal fisheries productivity (Kaplan
et al., 2016; Siedlecki et al., 2016).

River plume outflows and the resulting fresh coastal currents
are heavily influenced by local wind forcing (Garcia Berdeal
etal., 2002). During upwelling-favorable winds, the plume waters
are transported offshore and the wind causes dilution of the
plume by mixing with ambient ocean water (Fong and Geyer,
2001; Lentz, 2004; Hickey et al., 2005). Conversely, in light wind

conditions or under downwelling-favorable winds, the plume
becomes trapped against the coast and can propagate rapidly
(>1 m s7!) alongshore for 10s to hundreds of km, spreading
nutrients, larvae, and pollutants (Miinchow and Garvine, 1993;
Rennie et al., 1999; Fong and Geyer, 2002; Lentz et al., 2003;
Hickey et al., 2005; Lentz and Largier, 2006). Individual SAR
images can show these plumes in great detail (Donato and
Marmorino, 2002) but do not provide information about the time
evolution of the plumes. In the Pacific Northwest in the U.S., the
$100M shellfish industry (Dumbauld et al., 2011) is affected when
Columbia River plume waters enter nearby estuaries, modifying
the water chemistry in areas where oyster aquaculture takes
place (Banas et al., 2004). In the southwestern Atlantic, the
freshwater discharge from the Rio de la Plata extends hundred
of kilometers, influencing the most densely populated regions
of Argentina, Uruguay and Brazil and affecting some of the
richest marine ecosystems of the South Atlantic (Piola et al.,
2005). The strong fronts associated with river plumes affect
the transport and fate of pollutants, including oil spills (Roth
et al,, 2017). The plume currents are 10s of cm s~! to 1 m s~,
strong enough to be detected by satellite Doppler scatterometer.
Numerical models and observations suggest surface waves can
also contribute to the mixing and dilution of the plume waters
(Gerbi et al., 2013; Thomson et al,, 2014). High-resolution
satellite measurements of the velocity variations in these plumes
together with the local wind and wave forcing would enable tests
of new models for the evolution of the river plumes (Chen and
Chen, 2017; Hetland, 2017) and the effects of the plumes on
pollutant transport (Kuitenbrouwer et al., 2018). Fresh coastal
currents in fjords and inland seas, such as Puget Sound or the
inland sea in Chilean Patagonia, also transport harmful algal
blooms that affect aquaculture operations. Better understanding
and prediction of the behavior of river plumes and coastal
currents from simultaneous satellite measurements of winds,
surface currents, and surface waves would benefit management
of shellfish aquaculture, oil spills, and harmful algal blooms.

3.2.2. Orographic Wind Intensification and
Small-Scale Coastal Flows

Orographic wind intensification near coastal capes, reduced wind
stress in the lee of capes, and wind jets through mountain gaps
all generate ocean currents in response to the spatially varying
wind field (Pringle and Dever, 2009; Perlin et al., 2011; Rafols
et al., 2017). Both along-shore variations in along-shore winds
and smaller scale cross-shelf variations in winds affect the shelf
flows and spatial structure of upwelling over the shelf. The wind
and current features can have scales <25 km (Winant et al., 1988;
Perlin et al., 2011; Rahn et al., 2013; Fewings et al., 2015). The
long-term variability of these flows is not well-characterized by
existing measurements, and knowledge of the spatial variability is
limited to locations with aircraft studies and HF radar (Kim et al.,
2011; Rafols et al., 2017). In the lee of capes in eastern boundary
upwelling systems, “upwelling shadows” create regions of low
wind speeds and warm sea-surface temperature, accompanied
by near coastal flows opposite to the direction of the prevailing
regional wind (Graham and Largier, 1997; Roughan, 2005a,b;
Pifiones et al., 2007; Ryan et al., 2008, 2014; Woodson et al.,
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2009; Walter et al., 2016, 2018). When the regional wind
weakens or “relaxes” periodically (Fewings et al., 2016; Fewings,
2017), the local diurnal wind patterns and ocean stratification
change (Aristizabal et al.,, 2017). Therefore, the regional wind
relaxations not only cause regional sea-surface temperature
variability offshore (Flynn et al., 2017) but also lead to changes
in the coastal cross-shore flows on diurnal and semidiurnal time
scales, affecting the internal temperature variability (Aristizabal
et al, 2016), which is associated with nutrient supply to
kelp forests in marine protected areas (McPhee-Shaw et al,
2007; Fram et al., 2008). More comprehensive measurements
of the wind and current variability associated with coastal
capes would enable better understanding and process-based
modeling of upwelling of nutrients and retention of larvae
and phytoplankton, including harmful algal blooms, in the lee
of capes, and nutrient supply to marine protected areas, all
processes that affect fisheries productivity.

Surface wave variability in coastal areas on scales of 25 km
and smaller can be created locally by spatial variations in
winds, currents, or bottom topography. High winds in hydraulic
expansion fans near capes and coastline bends (Winant et al,,
1988; Rogerson, 1999; Edwards et al., 2002; Monteiro et al.,
2016) are the source of much of the wave energy in those
regions (Villas Boas et al, 2017). When these high winds
weaken during wind relaxation events, coastally-trapped wind
reversals can result (Nuss et al., 2000). The trapped reversal
events are difficult to capture in existing numerical weather
prediction (NWP) models due to the small cross-coast scale
of the wind reversals (~10-20 km), but the reversals are
associated with thickening of the marine boundary layer and
tend to cause fog formation (Dorman et al., 2017) and reduced
wave heights in regions that frequently experience large wind
waves (Villas Boas et al., 2017). Better observations of these
topographically controlled wind intensification, relaxation, and
reversal events and the associated wave heights from high-
resolution satellite data would enable improvements in modeling
and forecasting marine navigational hazards. Numerical models
of surface waves show substantial along-coast variability in wave
heights near shore due to refraction over canyons and other
bathymetric features on continental shelves (Garcia-Medina
et al.,, 2013). Temporal and spatial variability in wave heights
also occurs due to coastal boundary jets formed when mountains
block passing fronts (Ellenson and Ozkan-Haller, 2018). Fully
coupled models for wave and current prediction are underway
to aid safety and planning for marine shipping and navigation,
especially near river mouths (Akan et al., 2017); simultaneous
satellite measurements of winds, waves, and surface currents
would enable testing and improving these models.

3.2.3. Island Wakes and Flows Around Submarine
Banks

Island wakes in the ocean are important sources of upwelling of
nutrients to support biological productivity. The oceanic wakes
are driven by both wind variability due to the small-scale wind
divergence and curl generated by the island (Caldeira et al,
2005) and by topographic effects in the ocean (Xie et al., 2001).
The currents in these wakes have spatial scales of km to 10s

of km and velocities of 0.2-1.5 m s~! (Teinturier et al., 2010).
Though HF radar surface current measurements have been made
around some islands, such as Hawaii and Puerto Rico (https://
hfradar.ioos.us/), for many geographically isolated islands the
shoreline geometry does not permit overlapping coverage from
two or more radars, which is needed to derive both components
of the horizontal current. In addition, little information is
available about the wind field within ~25 km of many islands
due to the small-scale variations in the wind, the difficulty of
maintaining in-situ buoy measurements, and the land mask of
existing satellite measurements. Simultaneous, high-resolution
measurements of winds and currents from satellites would
enable better understanding and modeling of the dynamics that
control these upwelling island wakes, including their dependence
on ocean stratification, and whether the fisheries productivity
near these islands is vulnerable to future changes in ocean
stratification. Such understanding could be particularly variable
in the assessment of dynamical processes that supply nutrients
in the Southern Ocean, where areas near islands such as South
Georgia and Kergulean are the main regions of carbon drawdown
(Schlitzer, 2002).

Submarine banks are often locations of valuable fisheries, such
as at Georges Bank off the northeastern U.S. (Miller et al., 1998).
The partial barrier to flow on and off a bank created by the tidally-
rectified flow and tidal mixing front around the bank (Houghton
and Ho, 2001) provides an important retention mechanism for
the plankton that support high fish production (Lough and
Manning, 2001; Wishner et al., 2006). The spatial scales of the
currents associated with the front are ~10-25 km (Loder and
Wright, 1985; Loder et al.,, 1992). However, the water velocity
variability on subseasonal time scales, and the interannual
variability, are not well-known. Numerical modeling suggests
wind forcing is also important for providing a mechanism for
nutrients to be supplied to the bank across the tidal mixing
front (Chen, 2003). On longer time scales, off the northwest
U.S., pressure gradients associated with Heceta Bank off Oregon
strongly influence the along-shore currents and local upwelling
and retention patterns (Kirincich and Barth, 2009). Simultaneous
measurements of winds and currents over submarine banks
would enable better understanding of the physical forcing of
these economically valuable ecosystems by enabling tests of
dynamical models of such flows (Brink and Cherian, 2013; Dong
etal., 2015) and supporting fisheries management.

3.2.4. Diurnal Variability of Surface Winds

The Earth’s 24-h rotation period drives diurnal variability in
atmospheric and upper ocean temperatures, winds, air-sea fluxes,
and upper ocean mixing (e.g., Gille et al, 2003, 2005; Dai
and Trenberth, 2004; Gentemann et al., 2009). Diurnal wind
variability is most prominent along coastlines, where the land-
sea breeze circulation is driven by differential daytime warming
of the land and ocean (Simpson, 1994), but the signatures
of diurnal winds are detectable throughout the tropics (Dai
and Deser, 1999). The diurnal cycle in the upper ocean is
mainly forced by solar heating, yet diurnal and higher-frequency
winds play an important role in regulating vertical mixing (e.g.,
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Giglio et al.,, 2017), and air-sea fluxes of heat and gases. High-
frequency wind variability also impacts cross-shore exchanges
(e.g., Hendrickson and MacMahan, 2009) and larvae transport
(e.g., Fujimura et al., 2014).

If only one component of the Earth system experienced
diurnal variability (surface air-temperature, for example), then
the diurnal oscillation might be expected to cancel itself out,
so that only the daily-average value would ultimately influence
long-term processes. In reality, since multiple variables undergo
diurnal cycles, they interact non-linearly and thus can produce
a net rectified effect, working together to determine upper-
ocean mixing, planetary boundary layer structure, sea surface
temperature and surface air temperature (e.g., Lee and Liu, 2005).

New high-resolution wind observations, coordinated with
currents, waves, and other variables, have the potential to provide
the information needed to evaluate diurnal interactions of
winds, temperature, and other processes. Most Earth-observing
satellites have been launched on sun synchronous orbits, with
measurements at two fixed times each day (e.g., 6 am and 6
pm local time). Sun-synchronous measurements are effectively at
the Nyquist frequency of the diurnal cycle, providing insufficient
information to resolve the details of the diurnal cycle. A greater
understanding of coupled diurnal processes could be gained
through a multi-satellite approach or by using a carefully selected
non-sun-synchronous orbit.

3.2.5. Processes in Marginal Ice Zones and Polar
Regions

In ice-covered regions the interface between atmosphere and
ocean differs from its open ocean counterpart in many ways. The
surface topography appears as frozen on time and length scales
spanned normally by the surface wave spectra. Furthermore,
the ice cover acts as an additional insulating layer both
thermodynamically, due to the low conductivity of ice and
snow, and mechanically, due to the rigidity of ice floes. The
seasonal evolution of the sea ice drives a buoyancy forcing at the
ocean surface via modulations of energy (wind forcing and heat
fluxes) and salinity (brine rejection and freezing). In addition,
the complex surface topography and two-phase nature of the
sea ice, with alternating open ocean (leads in the pack ice or
of open ocean in the MIZ) and ice features (floes), modifies
turbulent fluxes of momentum, heat, freshwater, humidity, gas,
and other tracers.

Sea ice in the Arctic is predicted to transition from a
multi-year consolidated to a first-year seasonal fragmented
ice (Aksenov et al., 2017) akin to the MIZ defined by low
concentration conditions in the 15-80% range (Strong and Rigor,
2013) that are currently observed on a narrow band on the
Arctic sea ice edges and more commonly throughout most of
the Antarctic. This rapid transition is accompanied by a general
decline in sea ice extent, concentration, thickness, age, and
roughness of the ice cover (Stroeve and Notz, 2018) as well
as a mechanical weakening and acceleration of the surface ice
drift (Rampal et al, 2011). The increase in open water and
related changes will offer new challenges and opportunities for
observing and interpreting winds, waves, and currents, and their
interactions. We summarize these issues below within the context
of this paper.

In the MIZ, Heorton et al. (2014) found that the sharp change
in surface roughness from the open ocean to the pack ice results
in the formation of jets parallel to the sea ice edge over a band
of ~100 km in the atmosphere and ~10 km in the ocean that
modify accordingly the sea ice motion. Also in the MIZ, (Horvat
et al., 2016) described in a model the interaction between floe
size distribution, ocean eddies and sea ice at the origin of ocean-
mixed-layer instabilities and energetic eddies at the sea ice edge
that have been observed in SAR imagery (Ardhuin et al., 2017b).
The MIZ can also be defined as the region over which the
effects of the waves from the open ocean persist over the ice
pack (Dumont et al., 2011) and to date the wave ice interactions
are a key missing ingredient of sea ice-ocean coupled models
(Squire, 2018). The mechanisms by which waves are dissipated
in this transition region have been recently reviewed in (Boutin
et al., 2018) and were shown to contribute significantly to the
turbulent momentum fluxes between atmosphere and ocean
(Stopa et al., 2018).

The state of the sea ice is controlled by an interplay of
dynamics and thermodynamics on all spatiotemporal scales
represented by a myriad of processes, such as ice growth and
melt, mechanical strength of the ice, ridging, sea ice wave
interactions, fast ice or leads formation (Notz and Marotzke,
2012). An observational gap remains at short time and length
scales to resolve those faster processes. Marcq and Weiss (2012)
found that while leads constitute <5% of the surface of the ice-
covered sea they contribute to almost half of the turbulent losses.
Frazil ice formation in leads and polynyas in winter (Heorton
et al., 2014) and lateral melt and fragmentation of ice floes
in summer (Tsamados et al., 2015), are modulated by high-
frequency winds, waves and sea ice motion. Tides modify the
fracture patterns over sea ice (Hutchings et al., 2005) and via a
complex interplay with the sea ice and sea-floor bathymetry (i.e.,
at continental shelves slopes) can significantly enhance vertical
turbulent fluxes (Rippeth et al., 2015). Sea ice has also been shown
to act as an important controlling factor for ocean-ice shelves
and marine-terminating glaciers interactions (Carr et al., 2014)
via its mechanical buttressing effect but also in modulating the
exchanges of heat and the degree of upwelling and impacting the
amount of warm waters that can reach the continental shelves
and melt ice shelves from below (Cowton et al., 2018).

The interaction between winds, ice drift, and surface ocean
currents is also important in the pack ice. Over synoptic
and slower time scales, the wind and ocean forcings, together
with the internal forces in the sea ice (Steele et al., 1997;
Feltham, 2008) control the sea ice motion and ultimately
the total and regional ice volume contained in the polar
oceans via redistribution of ice and export mostly out of
the Fram Strait in the Arctic (Hibler et al., 2006; Ricker
et al., 2018) or via Ekman transport to the warmer Southern
latitudes in the Antarctic (Holland and Kwok, 2012). With the
advent of polar oceanography from altimeters in ice-covered
regions (Peacock and Laxon, 2004; Kwok and Morison, 2011),
important new questions can now be addressed regarding the
freshwater fluxes (Armitage et al., 2016), surface currents and
Eddy kinetic energy (Armitage et al., 2017), as well as the
spinning up or down of polar gyres (Giles et al., 2012; Dotto
et al., 2018). To improve further upon the resolution probed

Frontiers in Marine Science | www.frontiersin.org

July 2019 | Volume 6 | Article 425


https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/marine-science#articles

Villas Boas et al.

Observations of Winds, Currents, and Waves

by conventional altimetry requires the joint measurements of
surface winds, ice drift and ocean currents at sub-synoptic and
Eddy resolving length scales that SKIM, WaCM, and SEASTAR
can achieve.

3.3. Wave-Current-Wind Interactions
3.3.1. Langmuir Turbulence
Langmuir turbulence, a physical process resulting from the
interactions between the ocean surface waves and the wind-
driven upper ocean sheared currents, transferring energy from
the wave field to turbulence by the straining of vortices caused by
the Stokes drift (Teixeira and Belcher, 2002; Ardhuin and Jenkins,
2006; Suzuki and Fox-Kemper, 2016). Langmuir turbulence
is one of the most prominent wave-dependent processes that
requires parameterizations in a global climate model (Belcher
et al, 2012; Cavaleri et al., 2012; D’Asaro, 2014). Enhanced
vertical turbulent mixing in the wavy ocean surface boundary
layer (OSBL) as compared to a wall boundary layer are commonly
seen in both the observations (e.g., D’Asaro, 2001, 2014; Kukulka
et al., 2009) and Large Eddy Simulations (LES, e.g., McWilliams
et al,, 1997; Harcourt and D’Asaro, 2008; Grant and Belcher,
2009). Some of the ideas to parameterize the effects of Langmuir
turbulence on vertical mixing include enhanced vertical eddy
diffusivity and viscosity in the OSBL (McWilliams and Sullivan,
2000), enhanced entrainment at the base of the OSBL (e.g.,
McWilliams et al, 2014) and a down-Stokes drift-gradient
momentum flux (Harcourt, 2013, 2015).

Parameterizing some of the effects of Langmuir turbulence in
a global climate model has shown promising results, improving
the simulated mixed layer depth and subsurface temperature
in the extratropical regions, especially in the Southern Ocean
(e.g., Li et al,, 2016; Li and Fox-Kemper, 2017), although not all
Langmuir turbulence parameterizations lead to climate model
improvements (Fan and Griffies, 2014). Yet challenges remain
in Langmuir turbulence parameterizations for global climate
models. For example, due to the limited direct observations,
the developments of Langmuir turbulence parameterizations
have heavily relied upon LESs, which usually represent a quasi-
equilibrium state and only focus on limited regimes in parameter
space. The effects of Langmuir turbulence under transitioning
conditions over a wide range of scenarios remain unexplored.
In addition, the extent of the agreement between proposed
Langmuir turbulence parameterizations remains unclear. Global-
scale high-resolution measurements of ocean currents, waves,
and winds will be invaluable for constraining the parameter
space to be explored and for validating the parameterization
schemes of Langmuir turbulence. Another challenge is the high
computational cost of running a full wave model along with a
climate model in order to provide the necessary wave information
for Langmuir turbulence parameterizations. A wave climatology
dataset has been shown to be useful for parameterizing the
Langmuir turbulence-enhanced vertical mixing (Li and Fox-
Kemper, 2017). Datasets from global-scale high-resolution wave
measurements will be highly valuable for this purpose and
potentially helpful for parameterizing other effects of Langmuir
turbulence without a full-wave model.

Additionally, there are other known impacts of waves on
upper-ocean turbulence and macroturbulence, such as wave
breaking and bubble injection (Liang et al, 2013; Deike
et al, 2016), and wave-driven submesoscale frontogenesis
(McWilliams and Fox-Kemper, 2013; Suzuki et al, 2016).
There are alternative theories and experiments of spontaneous
turbulence driven by non-breaking waves and in the absence
of prior turbulence (Babanin, 2006) that differ conceptually
from Langmuir turbulence, but it is unclear to what extent
these theories represent distinct phenomena as opposed to
being alternative explanations of the same effects, because some
theoretical framings include both aspects. Detailed laboratory
experiments and high-resolution measurements of co-located
currents, waves, and winds would be an ideal resource
for evaluating these new and alternative theories and their
impacts on global-scale questions, such as air-sea exchange and
interactions and their impact on climate change.

3.3.2. Ocean Fronts

Observations, models, and theory indicate that in all regions and
seasons, the ocean surface is filled with permanent, recurring, and
transient fronts: strong horizontal gradients in buoyancy on an
O(100 m-10 km) scale with magnitudes of 107°-108 s72 (Small
et al,, 2008; McWilliams, 2017). Frontal regions have strong
and atypical air-sea interactions (e.g., D’Asaro, 2001). Coupled
models (Small et al., 2008) and observations (Frenger et al., 2013;
Villas Boas et al., 2015) indicate that SST contrasts at the front
can localize responses in the atmospheric boundary layer above,
which affects winds, clouds, uplift, turbulence, precipitation,
turbulent heat fluxes, and wind shear profiles. This coupling is
qualitatively different from coupling that occurs at larger scales,
as oceanic variability tends to drive atmospheric variability,
rather than vice versa. In addition, oceanic fronts have a different
response to forcing than regions without fronts. In non-frontal
regions, winds and cooling tend to deepen the boundary layer,
while warming tends to shoal it. In frontal regions, observations
and theory indicate that winds and cooling interact with the
fronts—in particular, downfront winds tend to enhance fronts
and trigger frontal instabilities (symmetric and baroclinic) and
turbulence, while upfront winds tend to shoal the boundary layer
(Thomas and Lee, 2005; D’Asaro et al., 2011; Thomas et al., 2013,
2016). Fronts refract and scatter waves and can lead to large
gradients in surface roughness and wave forcing (Ardhuin et al.,
2017a; Romero et al., 2017).

The origin of fronts is sometimes from localized atmospheric
mixing (e.g., Price, 1981; D’Asaro et al., 2007; Mrvaljevic et al,,
2013), sometimes from topographic features (e.g., Srinivasan
et al., 2017) and river mouths (Luo et al., 2016), and sometimes
through the straining by mesoscale features (Shakespeare and
Taylor, 2013). Fronts and filaments can be enhanced by wave-
induced vertical velocities by a mechanism similar to that driving
Langmuir turbulence (McWilliams and Fox-Kemper, 2013;
Suzuki et al,, 2016) and through boundary layer mixing (Gula
et al., 2014; McWilliams, 2017). The arrest and frontolysis that
controls the width, strength, and lifetime of these features is an
area of active research (Sullivan and McWilliams, 2018; Tozuka
et al,, 2018) and plays an important role in parameterizations
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that depend on frontal width (e.g., Fox-Kemper et al., 2011).
The instabilities that form at fronts extend into the features
that populate the macroturbulence of the submesoscale (Haine
and Marshall, 1998; Haney et al., 2015) and form the basis of
most submesoscale parameterizations (e.g., Fox-Kemper et al.,
2011; Bachman et al, 2017). Significant surface convergence
frequently occurs along the nose of the front, which is
important for transport of buoyant debris and oil (D’Asaro
et al, 2018) as well as for the strengthening of the front
(Suzuki et al.,, 2016; McWilliams, 2017). Frontal strength-and
related submesoscale variability-have strong seasonality because
of the connections between fronts and air-sea interaction (Mensa
et al, 2013; Qiu et al, 2014; Brannigan et al., 2015; Callies
et al., 2015) and seasonality of boundary forcing, such as rivers
(Luo et al., 2016).

What is presently not well-constrained observationally are the
typical interactions at fronts between the fronts, winds, waves,
and small-scale features. While there are many studies using
in situ instruments to study these interactions (e.g., D’Asaro
et al., 2007, 2011; Mrvaljevic et al., 2013; Thomas et al., 2013,
2016; Callies et al,, 2015), and a few point source seasonal
studies (e.g., Thompson et al., 2016), a global-scale survey of
simultaneous fronts, winds, and waves does not exist. Without
such a survey, many of the inferences from models and theory
remain largely speculative. Note that the interactions between
mesoscale strain, fronts, and turbulence induced by winds spans
roughly five orders of magnitude in horizontal scales from
100 km to 1 m (Figure2), which is orders of magnitude
larger than the largest simulations presently possible. A global
simulation resolving these processes remains over a century away
(Fox-Kemper et al., 2014).

3.3.3. Surface Wave Response to Currents and Winds
Ocean waves respond differently to winds and currents, as
illustrated in Figure 6. Away from coasts and sea ice, and at scales
larger than 100 km, fields of wave heights are similar to low-
pass filtered winds with a wavenumber spectrum of H; that is
steeper than the wind kinetic energy spectrum. At smaller scales,
the variability of H; is expected to be mostly due to refraction
over current gradients (Lavrenov, 2013; Ardhuin et al., 2017a),
and the wavenumber spectrum of H; generally follows the shape
of the current kinetic energy spectrum. Hence, sharp current
fronts result in sharp wave heights and might enhance wave
breaking (Phillips, 1984; Romero et al., 2017). When the average
wave height is around 4 m, standard products from altimetry
typically give three regimes as illustrated in Figure 6C: slopes on
the order of k™! for wavelengths longer than 100 km, probably
associated with scales in the wind field; a k=3 slope for scales
between 50 and 100 km, which follows the shape and level of
the current kinetic energy spectrum; and a much flatter region
at scales below a threshold on the order of 50 km, which we
interpret as nearly white tracker noise. The effective resolution
is even coarser for lower sea states, so that the nominal resolution
of 25 km is generally not achieved, even in the along-track
dimension of satellite data. This along-track resolution can be
strongly improved with re-tracking (Ardhuin et al., 2017a) or

filtering (Quilfen et al., 2018), and Delay-Doppler altimetry can
produce less noisy estimates of H.

Even perfect satellite measurements of the wave field would
not, at least in the near future, provide the 3-h revisit time
required to resolve the temporal variability associated with
storms and tidal cycles, which is now only available at discrete
point locations with moored buoys. Hence, any progress toward
faster revisit times, possibly by measuring across a wide swath
and not just along a track, could take us closer to resolving
the variability of sea states. Given accurate forcing fields,
including surface vector winds, surface currents, and sea ice
properties, sea states can be predicted fairly accurately once the
wave generation and dissipation processes are well-documented
and parameterized (e.g., Ardhuin et al., 2010). Observing the
spatial patterns of wave heights and other sea state parameters
is key to arriving at this understanding and improving the
parameterization of source terms in wave models.

Indeed, significant wave height is only one parameter, and
a full description of the sea state requires a two-dimensional
(2D) spectrum for which few measurements are available. The
2D wave spectrum can be integrated to yield moments, such as
the mean square slope and surface Stokes drift that are expected
to impact wind stress and surface drift velocities, and different
mean periods and directions that are needed to know the wave-
induced energy flux, forces on structures or wave-induced coastal
sea level variations.

3.3.4. Sea State Dependent Air-Sea Fluxes

Ocean waves define the random moving multi-scale interface
between the ocean and the atmosphere, key subsystems
governing the dynamics of climate. A precise description of
the physical processes, forcings, interactions, and feedbacks
occurring at this interface is essential for determining air-
sea fluxes of momentum, sensible and latent heat, CO, and
other trace gases, in addition to aerosols, which all together
govern the coupling between the two subsystems. While there
is an agreement among the oceanographic community that
wave motions and dissipative breaking processes are intimately
involved in all these fluxes (Cavaleri et al., 2012), surface wave
physics has yet to be consistently represented in most air-sea
interaction parameterizations.

Beyond atmospheric stability, measurements systematically
indicate that surface wind stress can be significantly impacted
by the sea state directionality, degree of development, interaction
with upper ocean currents (e.g., Vandemark et al., 1997; Grachev
et al., 2003; Hristov et al., 2003; Edson et al., 2013), and also
by unsteady winds and the presence of swell (e.g., Hwang
etal., 2011). Without considering all the aforementioned sources
of inhomogeneous conditions, wind stress is already reported
to be significantly enhanced with respect to a flat surface
for winds up to 25 m s~!. This has been well-captured by
conceptual models (e.g., Janssen, 2004, and references therein).
Several studies demonstrate that incorporating wave-dependent
surface flux parameterizations leads to significant effects in the
atmospheric state (e.g., Cavaleri et al., 2012; Shimura et al., 2017;
Pineau-Guillou et al., 2018). Studies of the impact of small-
scale breaking distribution and modulation have shown wave

Frontiers in Marine Science | www.frontiersin.org

54

July 2019 | Volume 6 | Article 425


https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/marine-science#articles

Villas Boas et al.

Observations of Winds, Currents, and Waves

56°

58°

60°

62°

0.0 0.3 0.6 0.9 1. 2.0
surface current speed (m/s) significant wave height (m)

3.0

is adapted from Ardhuin et al. (2017a). The green solid thin line has a k=3 slope.

4.0
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breaking to be significant for momentum fluxes (e.g., Melville
and Rapp, 1985; Kudryavtsev et al., 2014a; Kudryavtsev and
Chapron, 2016). However, relating the variations of the sea
surface drag coeflicient to the degree of development of the
sea state, significant wave steepness, phase velocity of dominant
waves or wave age (e.g., Kitaigorodsky, 1970; Donelan et al., 1993)
is still an open question.

In particular, measurements of surface stress are too scarce
and often exhibit significant, and sometimes unexpected,
scatter around the predicted equilibrium value for a given
wind, which suggests that this variability could be due to
a sensitivity to external parameters (Garratt, 1977; Edson
et al., 2013). Under low wind conditions, the presence of
swell is considered a major source of variability. For example,
Soloviev and Kudryavtsev (2010) reported swell-induced wind-
flow undulations, exponentially attenuated with heights up
to half the peak wavelength. These results are in line with
theoretical predictions (Makin, 2008; Kudryavtsev et al., 2014a).
However, more accurate measurements of the complete wind-
wave-current system are still needed to help understand
the complex interplay between processes controlling air-sea
interactions, possibly including physical-biological effects near
upper-ocean fronts, such as biological surfactants and sea surface
temperature influencing short-scale wave growth. Examples of
recent experiments include ship observations in the frontally
active Brazil-Malvinas confluence region (Hackerott et al,
2018), or airborne observations covering varying fetch and
current conditions (Romero and Melville, 2010; Romero et al.,
2017). These measurements are needed to proceed further in
an improved description of the statistical properties of the
turbulence and impacts on the profile of the atmospheric flow.

The observational challenge to be faced is first to improve the
variety and the precision of the wind-wave-current state variables
(e.g., better estimate atmospheric turbulence statistics, which

requires an improvement in temporal sampling). Moreover, there
is a need to design a coordinated array of surveys (e.g., a
swarm of drones) to optimally document the variety of physical
conditions in the wind-wave-current system and to explore how
its heterogeneity can affect the resulting large-scale wind stress
and surface flow.

3.3.5. Wind Modulation by Surface Currents

Winds drive ocean currents, but the ocean can also couple to
the atmosphere through a surface current feedback (Dewar and
Flierl, 1987; Pacanowski, 1987) or a thermal feedback (Chelton
et al., 2004; Small et al., 2008; Chelton and Xie, 2010). The current
feedback is due to momentum transfer between the ocean and
atmosphere which occurs in the moving frame provided by the
moving ocean, so that the surface stress, 7, is given by

T = pCp Uy — Up| (Uy — Uy) (1)
where p is the air density, Cp is the drag coefficient, U, is
the air velocity, and U, is the ocean velocity. The signature
of surface currents on stress was first shown at large scales by
Kelly et al. (2001, 2005), who showed that scatterometer neutral
winds, which are proportional to 7, were modulated by equatorial
currents at the TAO buoy array, and by Cornillon and Park
(2001), who showed the same effect over mesoscale eddies. It
was soon realized (Hughes and Wilson, 2008; Scott and Xu,
2009) that the net effect of the stress modulation resulted in
energy flowing from the ocean mesoscale circulation into the
atmosphere, damping the eddy kinetic energy (EKE). A detailed
study of the interplay between surface currents and wind induced
vertical pumping for mesoscale eddies was conducted by Chelton
et al. (2011) and by Gaube et al. (2015), who observed patterns
of upwelling for cyclonic and anticyclonic eddies, and estimated
the eddy decay resulting from Ekman pumping and associated
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energy release into the atmosphere. Subsequently, in a study
using coupled models in the California Current System (CCS),
(Renault et al., 2016¢) showed that the wind-stress curl could be
approximately related to the surface current relative vorticity via
a linear relationship
k- (V x 1)~ s5,(U,)¢, (2)

where ¢ is the current relative vorticity, and s,,(U,) is a (negative)
coupling coeflicient that depends on the wind speed. This
relationship was also characterized for large mesoscales using
coupled models for the Gulf Stream region (Renault et al., 2016b),
the Agulhas Retroreflection region (Renault et al., 2017b), and
globally, using satellite data (Renault et al., 2017a). This coupling
is expected to depend on the scales of averaging, and a first look
at the changes was obtained using a coupled model study for
submesoscales in the CCS (Renault et al., 2018). The validity
and scale dependence of this relationship is and important
and open question. Recent airborne results using a Doppler
scatterometer (Rodriguez and Wineteer, 2018; Rodriguez et al.,
2018) document the validity of the relationship at very high
(km-scale) resolution, as shown in Figure 7. Understanding the
validity of this relationship globally at high resolution is an
important goal for future winds and currents ocean observations.
Among important applications of improved understanding of
this coupling is the impact of wind and current interactions for
ocean productivity (Gaube et al., 2014; Renault et al., 2016a).

The other source of coupling between currents and winds is
due to the influence of heat carried by surface currents to alter the
marine boundary layer, leading to increases (decreases) of wind
speed as winds travel from cold to hot (hot to cold) ocean regions.
A linear relationship between sea-surface temperature (SST)
gradients and wind speed, wind stress, and wind-stress curl has
been documented by multiple studies (O’Neill et al., 2003, 2005,
2010, 2012; Chelton et al., 2004, 2007; Liu et al., 2007; Small et al.,
2008; Chelton and Xie, 2010; O’Neill, 2012). Coupling also has an
impact of Ekman upwelling for ocean eddies, although the effect
is much smaller than the coupling caused by current modulation
(Gaube et al.,, 2015). However, this coupling has been shown to
have an impact on winds, clouds, rain, and turbulent heat fluxes
for the lower atmosphere (Frenger et al., 2013; Villas Boas et al.,
2015), with the potential to reach higher in the atmosphere for
western boundary currents (Minobe et al., 2008, 2010). Since the
magnitude of the coupling depends on the SST gradient, it is
expected that the coupling will appear more pronounced when
observed at higher resolutions for sharper SST fronts than have
been observed to date, and this is also an important issue to be
settled by future ocean observations.

3.4. Modeling and Data Assimilation

Fundamentally, data assimilation seeks to extract and combine
the maximum amount of information contained in observations
and numerical models to obtain a more complete and synthetic
view of the system considered. Stammer et al. (2016) note that
the generic term “data assimilation” encompasses two distinct
approaches. Numerical weather prediction (NWP), or ocean
prediction, is focused on near-real-time (NRT) prediction and it

is done operationally, by sequentially updating the model state to
make the best possible forecasts. Error in the model physics and
dynamics and sparse data are major obstacles to skillful analyses
and forecasts. The second approach is state (and parameter)
estimation, which is usually focused on hindcasts, also called
reanalysis, which test models by requiring them to match the
time evolution seen in the observations. The purpose of state
estimation is to reconstruct the past, evaluate prediction skill as
well as identify model errors and reduce them.

Model errors are often largest in boundary regions where
important physics at small scales are unresolved and must
be parameterized. The most important boundary layer is the
interface between the ocean and atmosphere. Reducing model
error in this boundary layer requires representing the coupling
physics and dynamics as accurately as possible, but these
physics must be learned from theory, modeling, and observations
together. Overlapping observations of wind, current, and surface
waves will enable process studies to develop and refine our
understanding of the surface layers, using models in the data
analysis to enforce known physics. Identifying model errors is
a challenging problem and requires comprehensive observations
that can both supply enough information to specify the model
state and check its evolution over time. The first step is to
adjust the physics to maximize the consistency of the model
with the observations over a time range that is comparable or
longer than the timescale of the dynamics under investigation,
but models can fit the observations for the wrong reasons if
the dataset is insufficient to determine all the model parameters
within errors that are small enough. A second step of cross-
validation against observations not used in the assimilation
(called “independent” or “withheld”) may guard against this
(Cornuelle et al., 2000; Verdy and Mazloff, 2017), although there
is some debate on the functionality of this method for heavily
under-sampled systems.

Many of the open questions for the physics of the boundary
layer come from the turbulent flows above and below the air-sea
interface, where waves are a key component. Knowledge of the
sea state should improve model estimates of momentum, heat,
mass, and gas fluxes (Cavaleri et al., 2012; Shimura et al., 2017).
Moreover, propagation of observation information between the
atmosphere and ocean model components will be improved by
the inclusion of a wave model component. Weather forecasts
beyond a week or two are increasingly thought to depend
on accurate air-sea fluxes, so accurate modeling of the air-
sea boundary layers should enhance sub-seasonal to seasonal
predictions (Belcher et al, 2015). Including a wave model
component to a coupled ocean-atmosphere model could reduce
both data and model error. Several observational platforms
(e.g., altimeters) cannot completely remove ocean wave signals
and thus having a wave component in the assimilation system
may help to unbias the observations (e.g., Peral et al., 2015).
Ocean-atmosphere assimilation systems may also benefit from
fully incorporating wave models due to the coupling of these
components. There will be instances where observations of waves
will constrain estimates of the atmosphere and ocean states,
although they cannot replace direct measurements of winds
and currents.
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FIGURE 7 | (A) Neutral wind speed (color) and direction (arrows) from NASA DopplerScatt data over the Mississippi River plume and Barataria Bay, USA;
(B) eastward surface current component for the same region; (C) wind stress curl computed from neutral winds; (D) surface current relative vorticity divided by the
Coriolis parameter f computed from DopplerScatt surface currents. Note the negative correlation between (C,D), as expected from Equation (2).

4. DISCOVERY: TAKING DOPPLER supported by recent platform-based and airborne measurements
OCEANOGRAPHY TO SPACE (Rodriguez, 2018; Yurovsky et al., 2018). Many efforts have been

devoted to the development of satellite systems able to measure
Following early airborne and space-borne demonstrations of  both components of the vector currents rather than a single
line-of-sight surface current retrieval using interferometric =~ component in the cross-track direction.
radars (Goldstein et al., 1989; Romeiser, 2013) and the systematic Three satellite mission concepts that could measure surface
interpretation of surface velocity from the Doppler centroid  currents in the coming decade are now at various stages of
of a single SAR system (Chapron et al., 2005) into wave and  development, although none of them are so far confirmed. The
current contributions, it is now well-understood that all-phase ~ SKIM mission (Ardhuin et al.,, 2018), pre-selected along with
related measurements measure the same velocity. This velocity ~ the Far-Infrared Outgoing Radiation (FORUM) in response to
is usually a weighted-mean surface velocity, where the weight  the ESA Earth Explorer 9 call, has a potential launch scheduled
is related to the local backscatter, with the possible addition of ~ for 2025. Detailed design studies will lead to the final selection
the intrinsic scatterer velocities (Romeiser et al., 2014; Nouguier ~ (either SKIM or FORUM) by September 2019. The SEASTAR
et al.,, 2018; Rodriguez, 2018). As a result, the measured velocity =~ mission was one of 21 mission concepts proposed in 2018 to the
combines currents and waves, and has a sensitivity to the near- ~ ESA Earth Explorer 10 call for mission ideas (Gommenginger
surface current shear, which varies with the choice of radar et al, 2018) and, while not selected by ESA for EE10, continues
wavelength and incidence angle. A possible proxy for wave-  to be promoted for implementation through other avenues and
related motions can be derived from the surface wind vector  opportunities within ESA, Europe and beyond. The WaCM
(Mouche et al., 2008; Martin et al., 2016), although this is less ~ (WaCM, Bourassa et al., 2016; Rodriguez et al., 2018), listed in the
accurate for the near-nadir incidence angles (Ardhuin et al, 2017 US Decadal Survey, would address one of the seven priority
2018; Nouguier et al, 2018). This understanding has been  areas highlighted by the U.S. National Academy of Sciences, of
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which three are expected to be implemented as explorer missions
by NASA.

These three missions concepts all have different objectives and
use different designs, leading to different products, performance
expectations and sampling. SEASTAR is based on the principle
of SAR Along-Track Interferometry (ATI), which was already
demonstrated from space on the space shuttle and with Tandem-
X, but with the difference that SEASTAR features two pairs of
radar beams “squinted”, respectively 45° fore and aft of the
satellite, enabling measurements of the surface motion in two
orthogonal directions from which, with the help of a third
dual-polarized beam in the broadside direction, both current
vector and wind vector can be derived. In its present inception,
SEASTAR provides current vector and wind vector products at 1
km resolution over a single continuous swath of 170 km, and a
random noise performance for current vectors better than 10 cm
s~! and 10° at 1 km resolution. Details about SEASTAR can be
found in the OceanObs’19 mini-review by Gommenginger (2019)
associated with this paper.

SKIM and WaCM are rotating pencil-beam sensors that
provide a diversity of look directions and thus provide the two
current vector components. For WaCM and SKIM instruments,
the velocity is estimated by measuring the phase between pulse
pairs, which, as in the ATT case, is proportional to the Doppler
centroid (DC) of scatterers within the real-aperture radar
footprint. The pulse-pair and ATI methods would essentially
measure the same velocity (Romeiser, 2013; Rodriguez et al.,
2018), but with differing noise levels. The variability of surface
velocities in the real-aperture footprint is greater, since footprints
are on the order of kilometers in the azimuth direction, while
the azimuth footprint size is on the order of 100 m, due
to wave motion. The greater Doppler variability in the real-
aperture techniques results in greater noise (all other things
being equal) relative to the ATI technique. Details about SKIM
and WaCM can be found in the OceanObs’19 mini-reviews by
Ardhuin (2019) and by Rodriguez (2019) associated with the
present review.

Whereas SEASTAR seeks to achieve a resolution of 1 km
or finer, WaCM and SKIM are planned to estimate currents
at 25 km or greater scales, once data are averaged to yield an
appropriate noise level. One drawback of the SEASTAR approach
is the high power and data downlink requirements, which under
the programmatic constraints of the ESA Earth Explorer 10 call,
led to limiting data acquisitions to coastal, shelf and polar seas
and a few open ocean sites of special interest, with a revisit time
between 1 and 30 day at 45°N depending on orbital mission
phase. In contrast, WaCM achieves near global coverage of both
surface currents and winds in <1 day, while SKIM achieves
global coverage of surface currents and waves in about 3 days at
mid-latitudes. The largest difference between SKIM and WaCM
is the incidence angles used for observations. SKIM is derived
from the SWIM instrument flown on the China-France Ocean
SATellite (CFOSAT, Hauser et al., 2017), with only a small plate
rotating, carrying horns near the focal point of a fixed reflector.
The SKIM technology allows incidence angles up to 12°, yielding
a 6 km footprint for individual measurements over a 330 km
wide swath for an orbit altitude of 850 km. Because of antenna

and spin parameters, the SKIM coverage has gaps which must
be filled using optimal interpolation. The interpolated data allow
global coverage with a revisit time of 3 days at 45°N, at the
expense of an additional mapping error. The SKIM incidence
angles allow the observation of not only Doppler, but also
backscatter tilt modulation, from which surface wave spectra can
be estimated, as in SWIM. WaCM uses a fan-beam antenna with
an incidence angle of 56°, which achieves a 2-3 km azimuth
resolution and better range resolution, allowing continuous gap-
less coverage over a wide 1,700-1,800 km swath (depending
on the orbit) resulting measurements twice a day at 45°N. The
WaCM backscatter noise level is sufficient for wind and current
retrievals at resolutions better than 5 km, but the currents must
be further averaged to about 25 km to achieve noise levels
appropriate for surface current mapping. The engineering design
for WaCM has not been finalized, and the current performance
of WaCM may vary from about 6 cm s~! (30 cm s~ '), for the
low-power option, to 1.6 cm s~! (8 cm s™1), for the high-power
option, at spatial sampling of 25 km (5 km). These sampling
characteristics are important for defining the effective space-time
resolution and the spatial scales that will be aliased in time.

Overall, the three proposed Doppler oceanography missions
share common scientific interests but also show good levels
of complementarities in terms of products, capabilities and
sampling. Detailed descriptions of the performance and sampling
advantages of the SEASTAR, SKIM and WaCM concepts can
be found in the respective OceanObs mini-reviews by Ardhuin
(2019), Gommenginger (2019), and Rodriguez (2019). It is worth
remembering that, despite the high relevance and broad general
interests in these issues, the exciting opportunities afforded by
recent technological advances, and the high level of apparent
effort expended on each concept, none of these concepts is
presently approved to proceed with implementation.

5. SUMMARY AND RECOMMENDATIONS

Ocean surface winds, currents, and waves are essential climate
variables playing a crucial role in exchanges of momentum,
energy, heat, freshwater, gases, and other tracers between the
ocean, atmosphere, and ice. This paper reviewed the present state
of observations of these variables and outlined observational gaps
that limit our current understanding of coupled processes that
happen at the air-sea-ice interface as summarized below.

The mapping capability of the present constellation of satellite
altimeters is limited to resolving wavelengths larger than 100
km. Even though higher resolution (10s of kilometers) might be
achieved with SWOT, the applicability of altimeters is restricted
to geostrophic flows. Total ocean surface current measurements
(geostrophic and ageostrophic) at mesoscales (30-300 km) are
needed to constrain heat and freshwater budgets in equatorial
regions as well as the pathways of floating material and cross-
shelf transport of tracers. An accuracy of 10 cm/s at 30 km spatial
grid every 10 days would allow a considerable reduction in air-
sea flux residuals and surface transport pathways. In addition, the
momentum transfer between the atmosphere and the ocean via
surface stress depends on the difference between the total surface
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current and surface wind vector; thus joint measurements of
these variables are essential for assessing the impacts of currents
in modulating the wind stress and for quantifying the energy
input from the wind.

The dynamics governing surface currents and air-sea
interactions dramatically change at scales smaller than 10 km
(submesoscale). Apart from HFR stations, which are only
available in some areas and restricted to regions inshore
of 300 km, there is currently no means of systematically
monitoring ocean currents at these scales. High-resolution
measurements of surface currents (1-10 km) are necessary
to understand processes linked to frontogenesis, cross-shelf
flows associated with upwelling/downwelling, and river plume
outflows. Additionally, the variability of surface waves at these
scales is largely explained by wave-current interactions and
dominated by the variability of the surface current field. Joint
high-resolution wind, current, and wave observations are needed
in order to assess the impact of wave-current interactions on
extreme sea states and marine and coastal hazards.

In coastal regions, high-resolution (scales under 25 km)
and high-frequency (more frequent than 4 times per day)
measurements of winds, currents, and waves are necessary to
resolve the details of the land-sea breeze, which impacts the
sea surface temperature, stratification, and upper-ocean mixing.
Furthermore, at these scales, winds associated with orographic
features modulate the surface current and surface wave fields,
with implications for upwelling of nutrients, transport of larvae,
recreation, and navigation. A main conclusion of the inaugural
Mooers Coastal Ocean and Atmosphere Prediction Workshop
was that simultaneous, global satellite-based measurements of
winds and currents have great potential to improve forecasting
for the coastal ocean (Samelson, 2019).

Surface gravity waves are a primary source of turbulence
in the upper ocean. Yet, ocean models represent unresolved
processes that control vertical mixing through parameterization
schemes that often do not explicitly take into account the
effects of surface waves. Global observations of the 2D wave
spectrum are key for constraining the parameter space in
schemes of Langmuir turbulence. Another fundamental problem
in the ocean-atmosphere boundary layer is the modulation of
the surface wind stress by surface waves. Sea state-dependent
parameterizations of air-sea fluxes lead to significant differences
in the atmospheric state. Measurements of directional wave
spectra along with surface currents and winds are essential
information to improve empirical relationships for the drag
coefficient and improve bulk formulae. It is also worth noting
that wave-induced Stokes drift velocities generally exceed Ekman
currents at the sea surface and are important for constraining
Lagrangian pathways, impacting the transport of tracers, plastic,
oil, and debris.

From a modeling perspective, a priority of the coming decade
must be to better integrate ocean, wave, and atmospheric models
to enable accurate observational constraint propagation between
components in a forecasting or reanalysis system. Components
of this system will still need to be parameterized, but these
parameterizations can be improved by including estimates of the
sea state.

In marginal ice zones (MIZs), measurements of sea-ice
drift, surface currents, and surface waves are needed to
address questions regarding freshwater fluxes and interactions
between eddies and floes. Further, the directional spectrum of
surface waves in polar regions is necessary to address wave-ice
interactions, more specifically, wave dissipation by sea-ice.

The most fundamental idea that summarizes this review
lies in the concept that surface winds, currents, and waves
are coupled variables and hence require integrated observations
and modeling. Future Doppler oceanography satellite concepts
discussed here (i.e., SKIM, WaCM, and SEASTAR) have the
potential to help fill in some of the identified observational
gaps and to deliver systematic and global joint observations
of surface winds, currents, and waves. The first step toward
this direction was taken with the recent launch of CFOSAT,
which will provide simultaneous measurements of surface
winds and waves in the upcoming months. We believe that
much can be learned from additional air-sea flux observational
campaigns carried out in different sea state conditions in
support of upcoming satellite missions. Understanding the
physics of processes that mediate air-sea exchanges will lay
the groundwork for incorporating their effects into model
parameterizations, fostering the development of coupled wave-
ocean-atmosphere-ice models. Integrated observations of these
variables will facilitate the validation of such models. In
a climate change scenario, better knowledge of the air-sea
interactions and upper-ocean dynamics will be important for
adaptation and mitigation in response to extreme events and
environmental disasters.
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The Winds and Currents Mission (WaCM) is a proposed approach to meet the
need identified by the NRC Decadal Survey for the simultaneous measurements of
ocean vector winds and currents. WaCM features a Ka-band pencil-beam Doppler
scatterometer able to map ocean winds and currents globally. We review the principles
behind the WaCM measurement and the requirements driving the mission. We then
present an overview of the WaCM observatory and tie its capabilities to other OceanObs
reviews and measurement approaches.

Keywords: surface currents, surface winds, Doppler, scatterometer, air-sea interaction, sea ice, relative vorticity

1. INTRODUCTION

Air-sea interaction is a critical component of the Earth’s weather and climate systems and also
plays an important role in ocean biology. Ocean surface winds couple the ocean and atmosphere,
driving ocean circulation, and influencing fluxes across the air-sea interface. Ocean surface currents
determine horizontal and vertical transport of heat, nutrients, and gases near the ocean surface, and
also modulate the atmospheric wind forcing. Over the polar regions, both winds and currents play
determining roles in the motion of sea ice and fresh water released by melting ice sheets. Since they
form a tightly coupled dynamic system, surface winds and currents must be observed together at
appropriate space and time scales. The joint measurement of these two essential climate variables
(ECVs) has been recommended as a targeted observable for the next decade of NASA spaceborne
observations by the 2018 Decadal Review (National Academies of Sciences, Engineering, and
Medicine, 2018). Here, we present a conceptual measurement approach for a Winds and Currents
Mission (WaCM) capable of meeting the observational goals outlined by the Decadal Review.

Radar altimeters have revolutionized monitoring large-scale geostrophic ocean currents (e.g.,
Stammer and Cazenave, 2017), but limited coverage by the altimetry constellation restricts
the resolution to spatial scales ~ 200km and temporal scales of about a month. The ocean
contains significant variability at smaller scales and the NASA/CNES SWOT mission (Durand
et al., 2010) will soon provide high spatial resolution measurements of small mesoscale features.
SWOT will provide significant insights into small scale Sea Surface Height (SSH) variability,
but its limited swath restricts its ability for forming temporal averages of spatial derivatives to
compute geostrophic velocity and double derivatives to compute vorticity (Chelton et al., 2018)
(see Figure 1).

Even if geostrophic currents were determined precisely, surface currents contain additional
contributions from Ekman (Lagerloef et al., 1999) and inertial currents (Alford et al., 2014) (both
related to winds), tidal currents, and near surface currents driven by wind and wave induced
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FIGURE 1 | Simulated relative vorticity fields in the California Current System averaged for 4 (E) and 14 (J) days. On the left (A,F) are the same average fields sampled
by the NASA/CNES SWOT mission, showing the problems with small swath coverage. The same fields sampled by WaCM assuming an 1,800 km swath and 50 cm/s
(C,H) or 40 cm/s speed noise at 5 km sampling. The impact of swath width is shown in B,G, to be compared with C,H, where only a 1,200 km swath was used for
sampling. D,l show the impact of reducing measurement noise from 50 cm/s to 25 cm/s. These results are taken from Chelton et al. (2018).

instabilities (McWilliams, 2016). Although there have been
efforts to compliment geostrophic currents by adding a wind
driven Ekman component (Bonjean and Lagerloef, 2002),
probing smaller scales requires coincident data and the inclusion
of additional physics beyond a simple Ekman layer. Surface
current divergence, an indicator of vertical circulation and
mixing, may be resolvable by a total current WaCM sensor
(Chelton et al., 2018), but cannot be computed from the
geostrophic currents estimated from SWOT data. It is therefore
necessary to develop sensors that are sensitive directly to the total
surface current velocity, not just the geostrophic current.

Radar scatterometers, such as NASAs QuikSCAT or
EUMETSAT’s ASCAT, have demonstrated the capability
to retrieve stress-equivalent winds (de Kloe et al., 2017)
globally. Although the ASCAT constellation is operational,
and complemented in by scatterometers launched by
India (ScatSat-1) and China (HY2A, HY2B, CFOSAT), the

sampling currently available (concentrated at ~9a.m./9p.m. or
~6a.m./6p.m., with systematic daily gaps in the tropics and mid-
latitudes, ~25km spatial resolution) is not sufficient to provide
measurements of global winds/stress and wind/stress derivatives
at appropriate space-time sampling, which, as we discuss below
require both wide-swath coverage and high spatial resolution. To
achieve these two requirements, the WaCM mission will collect
both winds and currents from the same platform.

For WaCM, we propose to use Doppler scatterometry,
described in section 2, to obtain simultaneous measurements of
total ocean surface currents and winds. Meeting appropriate
sampling and performance requirements, reviewed in section 3,
is key for the viability of WaCM. How these requirements are met
by a Doppler scatterometer system using current technology is
reviewed in section 4. Finally, section 5 ties WaCM to the science
goals and measurement concepts outlined by other contributions
to 2019 OceanObs survey.
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2. DOPPLER SCATTEROMETRY

Our science goals require an instrument that can provide
simultaneous measurements of winds and ocean surface
currents: we examine the state of retrieving these
from space.

2.1. Measuring Winds

The estimation of ocean vector winds through the radar
cross section measured by scatterometers, such as NASAs
Ku-band QuikSCAT and ESAs C-band ASCAT, is a mature
technology. Over the next decade both EUMETSAT and
ISRO will likely continue to operate scatterometers, and
Chinas scatterometer data products may be validated for
science use and become publicly available. These sensors
will complement the wind and current measurements
of WaCM.

One of the key issues in air-sea interaction is the measurement
of both vector winds and currents at ocean fronts (Chelton
et al., 2004), which can be quite sharp as spatial scales
decrease (McWilliams, 2016). Pencil-beam scatterometers can
provide adequate wind directions at scales of about 25km,
although wind speeds at higher resolution can be estimated
using super-resolution techniques (Plagge et al., 2009). Improved
processing of ASCAT data (Vogelzang and Stoffelen, 2016),
can also improve the spatial posting, although the Spatial
Response Function (SRF) (Lindsley et al., 2016) limits spectral
resolution; this may be improved in the future SCA EUMETSAT
instrument (Lin et al, 2017). Although finer resolution
can be achieved with traditional scatterometers, it comes
at the cost of higher noise. Since the wind stress curl is
essential to understanding wind-current interactions, we seek
a system that can improve the spatial resolution of existing
scatterometers at low-noise performance. This improvement
can be accomplished by using Ka-band (~ 35GHz) radars,
which will reduce the ground azimuth footprint by a factor
of ~3 relative to Ku-band, for a given antenna size. The
azimuth resolution can be further improved by increasing the
antenna size. Although there have been no spaceborne Ka-
band scatterometer systems, the sensitivity of Ka-band to wind
speed and direction has been established by radar measurements
from towers (Yurovsky et al, 2016) and airplanes (Masuko
et al., 1986; Rodriguez et al, 2018). All field measurements
are consistent in showing Ka-band sensitivities to both wind
speed and direction that are at least as good as are observed
at Ku-band.

2.2. Measuring Surface Currents

The direct measurement of ocean surface velocities is achieved
through measurements of the Doppler shift of the radar
returns, which is proportional to the component of the
ocean surface velocity along the line of sight. This technique
was first demonstrated by airborne radars using along-track
interferometry (ATI) (Goldstein et al., 1989). The surface current
along the line of sight can be obtained, given the wind speed and
direction, by removing the known phase speed of the resonant
Bragg waves and contamination from brightness variations

along surface gravity waves. Chapron et al. (2005) realized that
some surface current information could be obtained by using
the Doppler anomalies in a single-antenna radar system, and
they have demonstrated retrievals over multiple ocean targets
(Johannessen et al., 2008; Rouault et al., 2010). To go from
radial velocity to vector velocity measurements, one needs to
observe the radial velocity along different azimuth directions.
Recently, several teams (Bao et al, 2015; Rodriguez et al,
2018) have proposed using a pencil-beam approach, such as
the one on QuikSCAT, to obtain surface velocity estimates, and
Rodriguez et al. (2018) have demonstrated the principle using
airborne data.

The last decade has also seen the maturing of the
theoretical basis for the geophysical algorithms required to
separate the current from the Bragg wave and large-scale
wave motions (e.g., Johannessen et al., 2008). Although helpful
in guiding the understanding of the underlying physics,
theory is not yet at the stage where it can be used to
remove the contamination due to surface waves. For the
moment, an approach based on a geophysical model function
(GMF) that parametrizes the surface wave contamination as
a function of wind speed and direction has been proposed
and demonstrated using both airborne (Rodriguez et al., 2018)
and tower data (Yurovsky et al, 2018). Although successful
in removing much of the surface wave contamination, an
empirical correlation approach can remove true surface current
components, such as Stokes drift, that are directly correlated
with the wind speed and direction and which may also be of
geophysical interest.

Another issue with Doppler measurements is that they are
sensitive to velocities at the actual ocean surface, and not to
the more commonly used velocities at depths of order 10m:
current shear with depth must be accounted for when relating
the two (Morey et al,, 2018). Recently, Clarke and Van Gorder
(2018) have examined empirically the contribution of Stokes
drift and concluded that it is mainly driven by short waves
generated by the local wind, so that the Stokes drift can be
estimated from the wind stress measured by the scatterometer,
highlighting again the need for simultaneous wind and current
measurements. Both the GMF and current shear issue will
need to be addressed in greater detail, both experimentally
and theoretically, to mature the Doppler current concept to its
full potential.

Note that the Doppler velocity concept also applies to tracking
of sea ice, where greater radar brightness and no wave motion
results in a more accurate measurement of velocity than over
the ocean.

3. RESOLUTION AND ACCURACY
REQUIREMENTS

The mission sampling requirements are not set merely by the
accuracy and temporal resolution of the surface wind and current
velocities. Since the curl of the wind stress and surface current
are both important in air-sea interaction, one must consider the
requirements for sampling velocity field derivatives, as well the
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fields themselves (Bourassa and McBeth-Ford, 2010). It is well-
known that the derivative operator amplifies the errors of the
measured variable.

3.1. Spatial Coverage

Global coverage, including the polar ocean, requires high
inclination orbits. Most scatterometer missions are sun-
synchronous (orbit inclination ~98°) which is sufficient to meet
our goals, provided sun-synchronous signals, such as tides, can
be removed reliably. While the elevation changes due to tides
are well-known in the deep ocean (Stammer and Cazenave,
2017), their surface velocity expression has been less validated.
Other high-inclination non-sun-synchronous orbits in the range
between 82° and 98°, which may have better diurnal and tidal
sampling, would also meet our observation requirements.

3.2. Space-Time Sampling

Temporal sampling of surface currents drives the mission design.
In the tropics, temporal scales may be adequately sampled by
observations separated by a few days. Elsewhere, small mesoscale
features (30 to 100 km) not resolved by the altimeter constellation
have lifetimes that range between 1 day and less than 1 week.
To resolve synoptic surface wind variability and the sub-inertial
ocean response or weak-wind or deep-mixed-layer conditions,
one must consider time scales associated with the atmosphere-
ocean coupling on the order of days to a week at scales of 100—
200km. For WaCM, simultaneous winds and surface currents
will be at a frequency of 1-2times per day (mitigating aliasing
from tides and inertial motions), but temporal averages over
several days are required to resolve relative vorticity features for
the smallest scales.

Appropriate temporal sampling of coincident winds and
currents is a major observational requirement (Wentz et al,
2017). Simultaneous observations are desired to study wind and
current coupling, and the simultaneous measurements collected
by WaCM will avoid temporal sampling. WaCM winds could
complement, and be complemented by ongoing operational
platforms, such as EUMETSAT’s ASCAT, ISRO’s SCATSAT-1,
China’s HY series, CFOSAT and WindRad.

An additional space-time coverage issue is the ability to gain
synoptic views of the ocean circulation so that derivatives (such as
vorticity) can be calculated and an assessment can be made of the
temporal evolution of the two dimensional field (Chelton et al.,
2018). Figure 1 compares simulated temporally averaged relative
vorticity fields from the 120 km-swath NASA SWOT mission
and those from the wide-swath WaCM scatterometer described
below. Even though the instantaneous SWOT data have smaller
random noise, the distortion in the time-averaged fields due to
measurement gaps and the rapid evolution of small-scale features
dominates the relative vorticity synoptic map errors. This is the
case for short (4-day) averages and is even more of an issue when
the temporal averages are conducted over 2 weeks.

Care must also be taken that wind-driven inertial motions not
be aliased into the low-frequency signal. The period of inertial
motions varies with latitude. In the tropics, the inertial period
is long (e.g., 69h at 10° latitude) and should not present a
major sampling problem. However, the inertial period becomes

shorter than one day at latitudes higher than 30° and appropriate
sampling requires several observations per day. Current wide-
swath radar scatterometers can achieve this sampling up to mid-
latitudes, but it is possible that some of the inertial signals might
alias at higher latitudes. At these latitudes, the use of models
provides a means for removing the inertial motion contributions.
To demonstrate the feasibility of this approach, we have
examined the coherence of in situ inertial current measurements
with an internal-wave admitting global ocean simulation (Rocha
et al., 2016) driven by ECMWF atmospheric analysis and found
there is significant coherence between simulated and observed
inertial currents. This suggests that the effects of aliasing of near-
inertial currents could be reduced by modeling and removing the
inertial signal or by fitting for it, given sufficient duration and
known oscillation periods. This is an area of active study.

3.3. Spatial Resolution

The spatial resolution of the measurements is driven by: avoiding
contamination due to land and rain; the need to compute spatial
derivatives (e.g., wind stress curl); the desire to resolve smaller
features (wind and current) that may appear at higher latitudes
or in coastal regions; and, consistency between wind and current
estimates. High resolution is also required in the polar oceans
or in the coastal regions to discriminate between land/ice and
water. Based on previous scatterometer experience near land and
rain, these requirements imply the need for spatial resolution of
about 5km, or a factor of ~5 improvement over the existing
capabilities. Although the scatterometer signal for both Ku and
Ka-band scatterometers is strongly attenuated by rain, we expect
the significantly smaller resolution cell of WaCM will help in
rejecting rain cells and cover the areas around them, improving
on Ku-band scatterometer rain contamination. We also expect
that the joint backscatter and Doppler signatures will allow for
the simultaneous estimation of winds and rain, building on
Draper and Long (2004).

3.4. Measurement Accuracy

The accuracy requirements are driven by the atmosphere-
ocean coupling target. Using classical Ekman and bulk mixed-
layer models to characterize the ageostrophic surface current
component, accuracy requirements on stress can be derived.
Experience with existing satellite scatterometer systems indicates
that a precision of 0.02 N'-m~2 (equivalent to about 1.5 m/s wind
speed) for surface stress is adequate to characterize the local wind
field (Bourassa et al., 2019).

Computing the surface current vorticity and divergence
places the most stringent requirements on the surface current
accuracies. Chelton et al. (2018) have examined the resolutions
that can be achieved for the velocity and vorticity fields in
the California Current System (CCS) as a function of current
component noise, temporal averaging, and swath width. They
conclude that an 1,800 km swath and speed error of 50 cm/s
for 5km samples can resolve wavelength scales 45km in the
velocity and 70km in the vorticity, assuming averaging over
4 days. Reducing the speed error to 25cm/s further improves
these resolution capabilities to about 20 and 45 km, respectively.
As shown by Chelton et al. (2018; Appendix B), the feature
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diameter corresponds to about 1/2 of the resolved wavelengths,
so one could resolve eddies whose diameter is 10 km (velocity) or
22.5km (vorticity), which starts to probe ocean submesoscales.
Figure 1 illustrates the resolution capabilities for different speed
errors and swath widths, showing that the small mesoscale field
will be appropriately sampled by a Doppler scatterometer system
that can achieve an 1,800 km swath and speed accuracies between
25 and 50 cm/s sampled at 5 km.

4. OBSERVING SYSTEM

The measurement requirements lead to a sensor that has the
following characteristics: ability to measure currents and winds
simultaneously; large swath (~ 1, 800 km); high spatial resolution
(< 5km); continuous spatial coverage without significant gaps;
current speed errors better than 50cm/s. Rodriguez (2018)
has proposed a design approach for WaCM that meets these
requirements. Some highlights include:

e A pencil-beam scanning antenna architecture with a ~ 56°
radar incidence angle. For orbits in the 700-800 km altitude
range (i.e., OSCAT to QuikSCAT orbits), swaths between
1,700 and 1,900km will be achieved, consistent with the
spatial coverage and temporal sampling above and the
recommendations in Chelton et al. (2018).

e A Ka-band, vertically polarized, Doppler scatterometer with
a long (~ 5m) skinny (~ 0.3m) rotating antenna. The
antenna length, which is substantially longer and narrower
than the one in past scatterometers, has multiple benefits:
(a) The azimuth resolution will be < 3km (8 times better
than QuikSCAT), enabling the computation of current velocity
derivatives with sufficient accuracy (Chelton et al., 2018) and
leading to significant improvements in resolution that will be
of importance at the ice edge and at the coasts. (b) Increases
in signal-to-noise ratios, leading to improvements in random
error performance that will meet or exceed the accuracy
requirements in section 3 (see Figure 2). The narrow antenna
dimension produces a large footprint in the range direction, so
that continuous coverage is achieved at lower antenna rotation
speeds than for circular antennas.

e A pulse repetition frequency (PRF) that varies with azimuth
angle, which optimizes the pulse separation and energy per
pulse, resulting in the surface velocity errors in Figure 2.
The variable PRF significantly increases the imaged range
ambiguity-free swath, and results in continuous coverage
without need for interpolation. This in contrast with high-
PREF systems (e.g., Ardhuin et al., 2018), where a limited range
swath requires filling in voids using an interpolation scheme.

The WaCM errors quoted above assume the availability of oft-
the-shelf components with known performance for most of
the instrument. Although not standard, the antenna assumed
here is similar to a light, deployable reflectarray antenna
developed by NASA’s JPL for the SWOT mission (Hodges and
Zawadzki, 2012), whose modification for WaCM is currently
under study. One of the mission cost drivers is the radar
RF source, since power drives the size and complexity of the

spacecraft, so, in lieu of a detailed cost estimate at present,
we show in Figure2 the performance for several options
spanning possible RF sources, and note that the threshold
measurement objectives are met even for the lowest power
solution, although additional power will enhance the science
returns significantly.

5. SCIENCE OBJECTIVES AND
RELATIONSHIP TO OTHER OCEANOBS
REVIEWS

WaCM would offer the first global data set of simultaneous
measurements of ocean surface currents, winds, and sea ice
sampled nearly twice per day with 5km footprint. These
capabilities are expected to make contributions in three
broad areas:

e Ocean-Atmosphere Interactions: By measuring total surface
currents, WaCM will provide a unique capability to monitor
the non-geostrophic equatorial oceans, which play a key
role in ocean heat uptake and carbon outgassing and are
key in understanding the ocean’s meridional heat transport
(Villas Boas et al., 2019). At higher latitudes, WaCM would
contribute to an improved understanding of wind- and
current-driven ocean upwelling mechanisms (Gaube et al.,
2015), wind work and the influence of ocean currents on
the atmosphere (Chelton et al., 2004; Chelton and Xie, 2010;
O’Neill et al., 2010; Frenger et al., 2013; Renault et al., 2016Db,
2018).

e Ocean-Atmosphere-Biosphere Interactions: Wind-driven
ocean upwelling and mesoscale/submesoscale features play an
important role in the availability of nutrients in the mixed
layer, and, therefore on ocean productivity and ecosystems
(Gaube et al., 2014; Renault et al., 2016a). Interactions of
orographic jets and ocean currents can also impact ocean
productivity (Xie et al., 2005). Combining WaCM surface
currents and winds with ocean color data will advance our
understanding of these interactions.

e Ocean-Atmosphere-Cryosphere Interactions: Fresh water
melting from ice sheets that occurs in the upper layer of
the ocean and its pathway into lower latitudes will depend
on synoptic winds. The dynamics of sea ice will reflect and
influence the circulation of the polar oceans as sea-ice cover
continues to evolve. By measuring surface currents, winds, and
sea ice motion, WaCM will make a unique contribution to
understanding the evolving cryosphere.

These applications are a subset of the many identified in other
white papers in this OceanObs review (Villas Boas et al., 2019).
WaCM shares some similarities with SKIM (Ardhuin, 2019)
and SEASTAR, also in this OceanObs review. SKIM will have
smaller random errors, but, due to a narrow swath and gaps,
will have different resolution capabilities than WaCM (Ardhuin
et al., 2018). Unlike WaCM, SKIM will not measure winds, but
provides estimates of surface currents and surface wave spectra.
SEASTAR will have high spatial resolution and accuracy, but its
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FIGURE 2 | Velocity component error as a function of the normalized cross-track distance from nadir in the (A) along-track (oyx) direction (roughly North) and (B)
across-track (ayy) direction (roughly East),for antenna lengths of 4 m (read), and 5 m (blue). The peak output power is 100 Watts (solid line), 400 Watts (circles), and
1.5kWatts (squares). From Rodriguez (2018).
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The first eXpendable BathyThermographs (XBTs) were deployed in the 1960s in the
North Atlantic Ocean. In 1967 XBTs were deployed in operational mode to provide a
continuous record of temperature profile data along repeated transects, now known as
the Global XBT Network. The current network is designed to monitor ocean circulation
and boundary current variability, basin-wide and trans-basin ocean heat transport, and
global and regional heat content. The ability of the XBT Network to systematically map
the upper ocean thermal field in multiple basins with repeated trans-basin sections at
eddy-resolving scales remains unmatched today and cannot be reproduced at present by
any other observing platform. Some repeated XBT transects have now been continuously
occupied for more than 30 years, providing an unprecedented long-term climate record
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of temperature, and geostrophic velocity profiles that are used to understand variability
in ocean heat content (OHC), sea level change, and meridional ocean heat transport.
Here, we present key scientific advances in understanding the changing ocean and
climate system supported by XBT observations. Improvement in XBT data quality and its
impact on computations, particularly of OHC, are presented. Technology development
for probes, launchers, and transmission techniques are also discussed. Finally, we offer
new perspectives for the future of the Global XBT Network.

Keywords: expendable bathythermographs, surface currents, subsurface currents, meridional heat transport,
ocean heat content, sea level, extreme weather

INTRODUCTION

EXpendable BathyThermographs (XBTs) are instruments that
provide the simplest and most cost-efficient solution for
frequently obtaining temperature profiles along fixed transects
of the upper thousand meters of the ocean. XBTs have been
historically deployed by navies, research vessels, and merchant
ships. The first XBT probes were tested in 1959, and systematic
deployment of XBTs began in the mid to late 1960s. XBTs
thereafter became the largest source of data for the upper
ocean thermal record during the 1970s—1990s, with ~89,000
XBTs deployed in 1990. XBTs thus provide one of the longest
available historical records of upper ocean temperature profiles
(to ~1,000m depth). Currently, XBTs deployed along fixed
transects are grouped into what constitutes the Global XBT
Network (Figure 1, top panel). During the past 10 years, 15,000-
20,000 XBTs have been deployed annually. Most of the XBTs
being currently deployed are from the Deep Blue type, which can
reach depths of 800 m (Cheng et al., 2014).

Observations from the Global XBT Network provide repeated
sections of temperature along fixed transects that cross regions
that are critical for monitoring, understanding, and assessing
surface and subsurface dynamical processes that occur in the
upper ocean. Data from the Global XBT Network have been
used extensively to estimate variability and changes in near-
surface ocean properties (e.g., heat content) and dynamics
(e.g., Levitus et al, 2012). XBT observations informed much
of what is known about variability and changes in global and
regional upper-ocean heat content (OHC) before the near-
global Argo profiling float array was implemented (Riser et al.,
2016; Jayne et al., 2017). XBT observations are extremely
valuable in near-coastal regions and in some areas of the
open ocean where they are the sole source of repeated
hydrographic observations that resolve mesoscale features for
assessing transports.

The current Global XBT Network collects observations at
spatial and temporal scales that cannot feasibly be duplicated by
other observational platforms. While platforms such as profiling
floats (Riser et al,, 2016) and underwater gliders (Rudnick,
2016) now provide temperature profiles, they cannot occupy
repeated, mesoscale-resolving, trans-ocean basin transects
across major currents on the time scales that are regularly
sampled using XBTs from fast-moving ships. Observations
from XBTs and from other profiling platforms should be

seen as complementary. For example, XBTs provide targeted
observations in specific regions, while Argo floats provide
background information needed to understand the processes
that lead to the variability observed by XBT observations
(Figure 2). In addition, collocated observations from XBTs
and other components of the Global Ocean Observing System
(GOOS) can be used to identify and assess potential errors or
biases within the observing system.
XBT observations are currently mainly used to:

1) Monitor the state and spatial and temporal variability of key
surface and subsurface ocean currents and boundary currents,
including their transport;

2) Monitor the state and variability of the Meridional Heat
Transport (MHT) and Meridional Overturning Circulation
(MOC) across ocean basins;

3) Provide upper ocean thermal observations to estimate
global and regional OHC in areas undersampled by other
observational platforms;

4) Initialize and validate Ocean Forecasting Systems; and

5) Provide constraints through data assimilation for ocean
reanalysis hindcasts.

The two spatial modes of XBT deployment currently used in the
Global XBT Network are:

1. High Density or High Resolution (HD/HR): Usually four or
more repetitions are conducted annually along a fixed transect
with an average of one XBT deployment about every 10-50 km
along the ship track (35 XBT deployments per day at a ship
speed of 20 kts). This mode is aimed at obtaining high spatial
resolution in a single realization to resolve the spatial structure
of mesoscale eddies, fronts, and boundary currents. These
transects are designed to resolve boundary currents and to
estimate basin-scale geostrophic velocity and mass and heat
transports, including the MOC, and heat transport. This is
currently the most widely used deployment mode.

2. Frequently Repeated (FR): Twelve or more repetitions are
conducted annually along a fixed transect, with six or more
XBT deployments performed daily along the transect every
100-150 km. This mode is aimed at obtaining repeat surveys
along those transects where there is high temporal variability.
This sampling mode is designed to produce well-resolved
monthly time series that observe specific features of the
thermal structure (e.g., thermocline ridges) or that obtain
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samples where intraseasonal variability is strong (e.g., the
Indonesian Throughflow).

The currently operated transects (Figure 1, top panel) follow
recommendations from the international review of the global
upper ocean thermal network (Smith et al., 2001), OceanObs’99,
OceanObs’09 (Goni et al., 2010), and recent recommendations
from the XBT Science Team. Profiles from about 90% of the
XBT deployments are transmitted in near real-time into the
Global Telecommunication System (GTS), making up ~15% of
the current real-time vertical temperature profile observations
(not including the continuous temperature profiles made by
some moorings).

Some XBT transects have been in operation for more than
30 years, thereby providing unique and valuable climate records.
For example, AX10 (New York to San Juan) has provided key
information about the variability in upper ocean temperature

within the Gulf Stream for more than 55 years (Molinari, 2004).
PX06 (Auckland to Fiji) has been occupied since 1986 and
was the first transect sampled in HD/HR mode; it has now
been sampled more than 90 times over 30 years. In the Indian
and Pacific oceans, the FR transects IX01 (Western Australia
to Java) and PX02 (Darwin, Australia to Indonesia) have been
sampled for more than 35 years. Since the implementation of
the Argo array in 1999 to sample the ocean interior (Gould
et al., 2004; Riser et al., 2016), the focus of the XBT array
has been to primarily monitor boundary currents and trans-
basin sections that capture the meridional transport of heat
and mass.

This review presents the current state of the Global XBT
Network, major scientific advances resulting from the decades-
long XBT record, and synergy between the Global XBT Network
and other components of the observing system. Examples of how
the XBT network contributes to both operational oceanography
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and monitoring the state of the ocean, particularly with respect
to the MOC, OHC, and sea level change, and extreme weather
events, are also highlighted.

XBT OPERATIONAL AND SCIENTIFIC
OVERSIGHT

XBT operations are coordinated on a global scale by the
Ship Of Opportunity Programme Implementation Panel
(SOOPIP), a network of the Ship Observations Team (SOT)
which operates under the framework of the Joint Technical
Commission for Oceanography and Marine Meteorology
(JCOMM) of the World Meteorological Organization (WMO)
and UNESCO’s Intergovernmental Oceanographic Commission
(I0C). The JCOMM Observations Programme Support Center
(JCOMMOPS) is tasked with monitoring the operational
efforts of the SOOPIP. It also implements Key Performance
Indicators (KPI) and status maps for the current Global XBT
network, re/defined by the international community (Figure 1,
bottom panel).

The Global XBT Network is a key component of GOOS
that addresses themes related to climate, operational services,
and marine ecosystem health. The network directly or indirectly
measures Essential Ocean and Climate Variables, such as
sea surface temperature, subsurface temperature, surface and

subsurface currents, and ocean surface heat flux. The scientific
oversight and justification is provided and assessed by the XBT
Science Team.

Scientific aspects of XBT observations are discussed within the
XBT Science Team, which was created in 2011 and consists of
more than 30 experts and scientists from 19 institutions and 10
countries. The focus of this team is to:

e Provide a voice in the scientific community to communicate
XBT-related results;

e Organize meetings of the XBT community to discuss scientific
advances in the use of XBT observations;

e Enhance international scientific collaboration;

e Make recommendations and prioritize transects of the
XBT network;

e Make recommendations on XBT data management;

e Cultivate links to active and recognized scientific and
operational panels of other observing platforms.

The XBT Science Team website! provides easy access to XBT
data, XBT-derived products and indicators, and other XBT-
related scientific and operational information. It also brings
scientists together to highlight the uses of XBT data, including
upper ocean thermal structure and variability, ocean currents,
and heat transport.

'www.aoml.noaa.gov/phod/goos/xbtscience

Frontiers in Marine Science | www.frontiersin.org

July 2019 | Volume 6 | Article 452


www.aoml.noaa.gov/phod/goos/xbtscience
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/marine-science#articles

Goni et al.

Global XBT Network

In addition to the XBT Science Team, scientists and operators
involved in the XBT network participate in international
panels that address many aspects of XBT operations, data
management, and science. These panels provide a wide
range of recommendations geared toward interdisciplinary and
complementary studies, the continuous reporting of research
highlights, and improvement of the XBT network integration
with the GOOS. Some of these panels are:

e SOOPIP: This panel coordinates the operational and
data management standards for the implementation and
maintenance of the Global XBT Network from volunteer ships.

e IQuOD: The International Quality controlled Ocean Database
(IQuOD) project focuses on the creation and distribution
of a complete, high quality single ocean profile repository,
including metadata, and assigned uncertainties, mostly for use
in ocean climate research applications, data assimilation, and
model evaluation?.

e GOSUD: The Global Ocean Surface Underway Data (GOSUD)
Project is an IOC program dedicated to assembling and
distributing quality-controlled data sets of underway sea
surface temperature and salinity observations collected by
cargo ships and research vessels.

e GTSPP: The Global Temperature and Salinity Profile Program
(GTSPP) provide essential subsurface climate variables of
temperature and salinity profile data, as well as timely and
complete data with documented quality flags. It implements
internationally agreed upon quality control standards and
manages ocean data in accordance with the GOOS action plan.

KEY XBT SCIENTIFIC CONTRIBUTIONS

Since the inception of the XBT network, XBT observations
have led to pioneering research related to OHC, ocean
current variability, and water mass and heat transports. The
contributions of XBT observations to scientific research have
been highlighted in thousands of publications and have also
provided the basis for many student theses and dissertations. On
average, about 100 peer-reviewed manuscripts that use XBT data
are published annually.

XBTs have provided some of the longest continuous records
of ocean currents, with many of the existing transects surpassing
30 years of uninterrupted observations across ocean basins on
at least a quarterly basis. These include the surveillance of
narrow boundary current regions that the global Argo array
with its 3-degree spacing cannot resolve. XBTs are one of the
few observational platforms capable of long-term monitoring of
ocean current properties at the surface and at subsurface depths
and of measuring trans-oceanic temperature sections at an eddy-
resolving resolution. The maintenance of sustained temperature
profile observations along these fixed transects is critical for long-
term monitoring of the properties of key ocean currents and
integrated transport across basins.

Scientists from the XBT community have been successful in
developing and implementing novel methodologies, including

2www.iquod.org

multiplatform and multivariable assessments, that have become
standard for monitoring and analyzing the state and variability
of the ocean. In what follows, section the complementarity of
XBTs with other observing platforms highlights studies that
discuss the synergy of XBT transects with other components
of the global observing system. Section Ocean currents, gyres,
and ocean variability shows examples of how XBT monitoring
has improved understanding of ocean currents, gyres, and ocean
variability, while sections meridional heat transport, global and
regional ocean heat content, and operational oceanography
and ocean forecasts highlight MHT, global/regional OHC, and
operational oceanography/ocean forecasts, respectively. Section
Societal benefits of XBT observations provides an overview of the
societal benefits of XBT observations, section Data management
addresses XBT data management, and section Technological
Improvements discusses technological improvements. Finally,
section the future of the Global XBT Network presents the vision
of the authors on the future of the Global XBT Network.

The Complementarity of XBTs With Other

Observing Platforms

Several studies have combined XBT profiles with collocated
Conductivity, Temperature, and Depth (CTD), Argo, and
satellite altimetry observations to establish, for example, a
statistical dynamic height relationship. By linking dynamic
height to cumulative baroclinic transport across an XBT section,
altimetric dynamic height can be used to extend the XBT sections
into a near-continuous long-term time series of baroclinic
transport. The synergy between XBT temperature profiles and sea
surface height measured by satellites has been used extensively
to monitor several current systems and regions, including
the Antarctic Circumpolar Current (ACC) south of Tasmania
(Rintoul et al., 2002), the Agulhas retroflection and ACC fronts
south of Africa (Swart et al., 2008), the ACC fronts in the Drake
Passage (Sprintall, 2003), the East Australian Current (Zilberman
etal,, 2018), across the North Pacific gyre (Roemmich and Gilson,
2001), the Brazil Current (Goni and Wainer, 2001), the North
Brazil Current (Fonseca et al.,, 2004), the East India Coastal
Currents in the Bay of Bengal (Sherin et al, 2018), the Gulf
Stream (Molinari, 2011), and the Florida Current (Olson et al.,
1983; Domingues et al., 2018). Section Ocean currents, gyres, and
ocean variability shows examples of how XBT observations are
integrated with data from other observing platforms to assess the
state and variability of the ocean. The complementarity of XBT
observations to data provided by other observing platforms are
further shown in this issue for MHT (Frajka-Williams et al., 2019)
and boundary currents (Todd et al., 2019).

Ocean Currents, Gyres, and Ocean
Variability

Gulf Stream

The Gulf Stream, the Western Boundary Current (WBC) of the
North Atlantic, has been linked to changes in various weather
and climate phenomena, including extreme weather events over
the Northwest Atlantic, the Atlantic Meridional Overturning
Circulation (AMOC), and coastal sea level rise (Latif et al., 2000;
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Hoskins and Hodges, 2002; Joyce et al., 2009; Kelly et al., 2010;
Kwon et al., 2010).

Four XBT transects monitor the Gulf Stream at different
locations: AX08 (Cape Town to New York), AX10 (New York
to Puerto Rico), AX32 (New York to Bermuda), and AXWBTS
(Palm Beach, FL, to Grand Bahama). The first sustained
time series of the position of the Gulf Stream, beginning
in the early 1950s, was obtained by combining mechanical
bathythermograph measurements with XBT data along AX10.
These observations showed that meridional migration of the Gulf
Stream is strongly correlated with the North Atlantic Oscillation
(NAO) on decadal time-scales and that the meridional migration
is also similar to anomalies in Gulf Stream upper layer transport
and an east-west extension of the Gulf Stream southern
recirculation gyre (Molinari, 2004).

The Gulf Stream between the northeastern United States and
Bermuda has been surveyed for nearly 150 years. The H.M.S.
Challenger collected the oldest documented temperature section
across the Gulf Stream in 1873 (Rossby et al., 2010). Between
the late 1960s and early 1970s, the US Naval Oceanographic
Office made a large number of high resolution XBT sections from
various passenger vessels between 40°N (the outer continental
shelf) and 35°N. These data are currently being reassembled and
will be archived cruise-by-cruise. Since 1977 the Global XBT
Network has included XBT deployments across the shelf out to
and sometimes into the Gulf Stream on a monthly basis along
AX32 and in HD mode with transects AX10 and AXO08. In late

1992, a program to measure upper ocean currents along the
New Jersey-Bermuda section was implemented using the M/V
Oleander, a container vessel. As part of this effort, additional
XBTs are now being deployed across the Gulf Stream on a
monthly basis.

A recent analysis of the 20-year time series of AX10 HD
data (Figure 3A) shows that the Gulf Stream experiences strong
north-south shifts, which can exceed two degrees of latitude
on seasonal time scales. However, the current itself has not
exhibited significant long-term trends in location (Figure 3B)
or in transport (Figure 3C). Ongoing research indicates that
20 years of measurements using AX10 data show that below
the seasonal mixed layer the largest temperature variability in
the Gulf Stream occurs between 300 and 600 m depth. This is
important because subtropical mode waters are found within
this depth range. Geostrophic velocity estimated from each
AX10 section using temperature measurements from XBTs and
salinity inferred from the historical T-S relationship (Goes et al.,
2018) shows that the temporal variations in the XBT-derived
geostrophic velocity estimates are vertically coherent. Combining
AX10 observations with satellite altimetry observations has also
resulted in improved understanding of Gulf Stream changes over
a larger region (50°-80°W). During 1993-2016, the Gulf Stream
was found to experience a strong southward shift east of 65°W
after passing the New England Seamount chain (Figure 4A). This
southward shift was accompanied by a weakening of the Gulf
Stream (Figures 4B,C). West of 70°W, however, the observed

color shows the bottom depth.
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FIGURE 5 | Depth-time diagram of the average temperature residuals
(seasonal cycle removed and one 1-year low-pass filter applied) in the Florida
Straits using subsurface temperature profile data derived from 1,925 XBT
profiles (AX07 and AXWBTS) and 541 CTD casts sampled during 1995-2016.

trends during 1993-2006 were very weak. This type of study is
important because the sea surface temperature (SST) gradient
associated with the Gulf Stream contributes significantly to the
growth of midlatitude storm activity, storm tracks, and intensity
(Chang et al., 2002; Kushnir et al., 2002; Nakamura et al., 2004).

Florida Current

The Florida Current is the WBC that feeds into the Gulf Stream
and carries both the return flow from the subtropical wind-driven
gyre and the upper branch of the AMOC. The Florida Current
is routinely monitored by two XBT transects: AX07 (Miami
to Gibraltar) and AXWBTS. While the AMOC has long been
recognized as an important component of the climate system,
changes in the intensity of the Florida Current transport and
heat carried by the current have also been recently acknowledged
as key drivers of regional sea level changes along the US East
Coast (Ezer, 2013; Domingues et al., 2016). An analysis of
XBT profiles from these transects reveals substantial year-to-
year changes in the Florida Current temperature, which can
exceed £1°C over the full time record (Figure5). The time
series reveals that temperature anomalies are mostly coherent
throughout the entire water column (e.g., late 2015), although
~30% of the time the anomalies above and below 100 m have
opposite signs (e.g., early 1997). XBT data also revealed an
unprecedented warming of the Florida Current during 2014-
2015, which followed a relatively cold period in 2010-2013.
During the 2014-2015 event, the entire water column in the
Florida Straits was ~0.5°C warmer than average conditions. As
discussed in section regional sea level changes, these changes
are key drivers of coastal sea level anomalies in the region.
Temperature changes in the Florida Current are also found to be
uncorrelated with changes in the intensity of its flow (Domingues
et al., 2018). These phases of warming and cooling of the Florida
Current have important impacts on regional sea level changes
along the US Southeast Coast.

Brazil Current

The Brazil Current (BC) is the WBC of the South Atlantic
subtropical gyre. There are two XBT transects that cross the BC:
AX18 (Buenos Aires to Cape Town) at 34°S and AX97 (Rio
de Janeiro to Ilha da Trindade) at 22°S. Started in 2002 and
2004, respectively, AX18 and AX97 are the longest continuous
efforts to assess the structure and variability of the BC. The BC
is of key importance in closing the mass budget in the South
Atlantic, since it is the WBC that closes the subtropical gyre,
transporting waters from subpolar regions, thus constituting
an integral part of the AMOC. Until the implementation of
these two XBT transects, most of the BC observations relied
on sparse cruise data, short period mooring deployments, or
models. A recent study (Lima et al, 2016) used geostrophic
velocity fields constructed from AX97 data to show that models
generally misrepresent the structure of the variability of this
current, simulating it as too deep, and too wide. AX97 transects
have resolved the high mesoscale variability associated with the
BC that can manifest in inshore or offshore states, depending on
transient eddies and the semi-permanent Cape of Sdo Tomé eddy
(Mill et al., 2015). During the summer of 2009-2010, an extreme
warm SST event (>3°C) was identified near 22°S off the coast
of Brazil, which was associated with atmospheric teleconnections
from a Central Nifio event in the Pacific (Majumder et al,
2019). During the warm SST event, the XBT-derived geostrophic
BC transport (12 Sv) was three times larger than average. This
anomalous transport was physically linked to increased coastal
upwelling and baroclinicity in the region (Goes et al., 2019).
These processes enhance the SST gradient across the BC off Cabo
Frio, Brazil, which generates wind convergence/curl and thickens
the atmospheric boundary layer, impacting local weather and
precipitation (e.g., Pezzi et al., 2016). Future work will include
assessing the subtropical gyre variability and BC frontal changes
to regional weather patterns.

East India Coastal Current in the Bay of Bengal

The upper layer circulation of the Bay of Bengal (BoB) is known
to have strong seasonal variability (Eigenheer and Quadfasel,
2000). During the northeast monsoon, the East India Coastal
Current (EICC) is the WBC of the BoB and flows equatorward
along the east coast of India to Sri Lanka. Sherin et al
(2018) used 27 years of repeated XBT sections that cross the
western (Chennai to Port Blair) and northwestern (Kolkata
to Port Blair) regions of the BoB to study the EICC and its
interannual variability. The EICC was found to be seasonally
reversing, flowing poleward from February to July with a
transport of 5Sv and then flowing equatorward from October
to December with a transport of 3 Sv. In March, 7Sv in the
EICC flows northeastward in the northwestern BoB. Weak
northwestward flow (2 Sv at most) occurs during the remainder
of the calendar year. The Indian Ocean Dipole (IOD) is found
to have a significant influence on EICC variability. Remote
wind forcing from the equatorial Indian Ocean associated
with the EICC generates a northward (southward) anomalous
transport of 5 Sv (7 Sv) during winter of positive (negative) IOD
events (Sherin et al., 2018).
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Equatorial Undercurrent (NEUC) and (B) North Equatorial Countercurrent (NECC) at interannual timescales. Anomalies are calculated relative to the monthly means.
The boxes represent the regions of maximum correlation.

Tropical Atlantic Current System from the separated EAC occurs in distinct permanent filaments
The AXO08 transect monitors and assesses the tropical Atlantic ~ (Ridgway and Dunn, 2003; Ridgway et al., 2008), demonstrating
system of surface and subsurface currents and countercurrents  the banded nature of the mean velocity field. Hill et al. (2011)
at ~23°W. AXO08 transect data and satellite-derived sea height ~ showed that southward transport in the Tasman Sea is strongly
fields revealed that altimetry data alone could not be used anti-correlated with the eastward transport of the Tasman
to identify and monitor all currents in the tropical Atlantic,  Front (PX06) north of New Zealand. Moreover, a multi-decadal
particularly the undercurrents (Goni and Baringer, 2002). In a  southward shift in the Southern Hemisphere westerly winds has
more recent study, Goes et al. (2013a) combined XBT data with  resulted in less eastward transport in the Tasman Front and
historical temperature-salinity relationships, altimetric sea level ~ greater southward transport in the EAC Extension. This work,
anomalies, and Argo-based steric height data to estimate density ~ following a previous analysis by Roemmich et al. (2005), sheds
and velocity properties of the tropical Atlantic eastward currents  light on not only long-term temperature and salinity trends in the
for the entire altimetric period (1992-present). Goes et al. (2013a) ~ Tasman Sea but also the ecosystem impacts of climate change in
associated the variability of the North Equatorial Undercurrent  the EAC system. These XBT data have significantly contributed
(NEUC) and North Equatorial Countercurrent (NECC) with the ~ to our understanding of the mass and heat budgets in the
main modes of interannual variability in the tropical Atlantic = Tasman region and the formation, spreading, characteristics, and
(Figure 6), particularly the Atlantic Meridional Mode (AMM)  variability of South Pacific Subtropical Mode Water (Roemmich
and associated excursions of the Intertropical Convergence Zone.  and Cornuelle, 1992; Roemmich et al., 2005; Tsubouchi et al.,
The NECC and NEUC transports were found to be out-of-  2007; Holbrook and Maharaj, 2008).

phase; the NECC (NEUC) is associated with positive (negative) Considerable effort over the past 10 years has focused on
AMM and led by the strengthening (weakening) of the trade  expanding our knowledge of the temporal variability of the
winds. Although satellite altimetry measurements have sufficient ~ EAC and EAuC transports at interannual to decadal time scales,
temporal and spatial resolution to resolve most of the highly  although uncertainties remain. The XBT-derived transport time-
variable surface processes near the equator, the XBT data were  series show interannual variability with a period of about 4 years
critical in sampling the vertical and meridional structure of the  and a decadal trend toward lower eastward transport (Hill et al.,
subsurface currents, which are generally between 200 and 300m  2008). This trend is consistent with changes in the wind stress

deep and 100-150 km wide (Goes et al., 2013a). curl that are believed to have caused the EAC to extend farther

south over the past decade (Cai et al., 2005; Roemmich et al.,
The East Australian Current, the East Auckland 2007; Hill et al., 2011). Interestingly, in contrast to the EAC, there
Current, and the Tasman Sea has been no significant trend in the EAuC transport over the

XBT transects PX30 (Brisbane to Fiji) and PX34 (Sydney to  past 30 years, and there is little correlation in variability with the
Wellington) cross the East Australian Current (EAC), the WBC  large-scale or local wind forcing (Fernandez et al., 2018).
of the South Pacific gyre. XBT transect PX06 (Auckland to Fiji) Improved estimates of the oceanic advection of heat in the
crosses the East Auckland Current (EAuC). These transects are ~ EAC region would have a beneficial impact on weather forecasts,
among the longest running HR lines in the Global XBT Network ~ modeling of marine ecosystems, and fisheries management
and have now been sampling along near-repeat transects for over ~ (Suthers et al., 2011). Transport estimates across PX30 show
30 years (Table 1). time-mean and low-frequency variability of the EAC transport
Geostrophic velocity estimates obtained by combining XBT ~ that are consistent with overlapping and nearly collocated
and satellite altimetry data have shown that the eastward flow = moored observations by Sloyan et al. (2016) (Figure 7). Studies
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TABLE 1 | List of all currently operational XBT transects, with year of implementation, mode of operation, and main ocean properties they observe.

Transect Start year Current sampling Main objectives
mode

AX_WBTS 1995 HD/HR and FR State and variability of the Florida Current

AXO1 2000 HD/HR North Atlantic subpolar gyre. Variability of MHT in the northern limb of the thermohaline circulation of the
North Atlantic.

AX02 2008 HD/HR Labrador Sea region, pathways and overflows of waters.

AX07 1994 HD/HR MHT in the North Atlantic along ~30°N, assessment of decadal variability in the North Atlantic Ocean.
Variability of the Florida Current.

AX08 2000 HD/HR Main zonal currents, countercurrents, and undercurrents in the tropical Atlantic Ocean. Gulf Stream.
Atlantic subtropical gyres.

AX10 1996 HD/HR Variability of location and transport of the Gulf Stream, their link to the NAO, sea level, and weather
events.

AX18 2002 HD/HR Meridional mass and heat transport in the South Atlantic and Brazil Current. Sometimes a somewhat
northern transect that runs from Rio de Janeiro to Cape Town, referred to as AX17, is carried out.

AX22 1996 HD/HR Interocean exchanges between South Atlantic and Pacific oceans, and Antarctica, Antarctic Circumpolar
Current.

AX25 2005 HD/HR Interocean exchanges between Indian Ocean and Atlantic Ocean waters, Antarctic Circumpolar Current.

AX32 2000 HD/HR Monitoring of the Gulf Stream.

AX90 2013 HD/HR Monitors the surface-to-bottom temperature of all water between Scotland and Iceland.

AX97 2004 HD/HR Monitors the zonally integrated baroclinic transport of the Brazil Current and its associated mesoscale
variability.

IX01 1983 FR Indonesian Throughflow monitoring.

IX21 1994 HD/HR Agulhas Current.

1X28 1992 HD/HR Transports across the Southern Ocean in conjunction with AX25 and AX22.

MX04 2011 HD/HR Variability of circulation of Tyrrhenian Sea

PX02 1983 FR Indonesian Seas and the Indonesian Throughflow monitoring.

PX05 2009 HD/HR East Australian Current, the low latitude boundary current in the Solomon Sea, and Kuroshio Current.

PX06/PX09/PX31 1986 HD/HR Part of the Tasman Box (PX30,PX34,PX06). Sampling the East Auckland Current and the zonal tropical
Pacific current system (PX06, PX09, and PX31).

PX11/1X22 1986 FR Indonesian Throughflow, in regions of very shallow water and high currents.

PX30 1991 HD/HR EAC boundary current regions. Part of the Tasman Box (PX30,PX34,PX06).

PX34 1991 HD/HR Part of the Tasman Box (PX30,PX34,PX06).

PX37/PX37S 1991 HD/HR California Current System.

PX38 1993 HD/HR Subtropical/subpolar Pacific gyre.

PX40 1998 HD/HR Kuroshio Current and interior subtropical gyre

that combine synergistic measurements of HD XBT data with
altimetry and Argo observations are conducive to understanding
the along-current variability of the EAC, resolving both the major
jets and the EAC recirculation, and improving estimates of the
basin-scale transports of mass, heat, and freshwater in the shallow
South Pacific MOC. A pilot project that will merge data from
the XBT network with multidisciplinary data from Argo floats,
satellites, gliders, and ocean moorings is presently underway to
connect ocean dynamics and productivity in the EAC and over
the continental shelf.

Kuroshio Current

The Kuroshio Current, the WBC of the North Pacific gyre,
is sampled by XBT transect PX40 (Honolulu to Yokohama)
that began in 1998. This transect is often combined with
XBT transects PX37 (San Francisco to Honolulu) and PX10
(Honolulu to Guam) to estimate the complete trans-basin
mean heat and freshwater transports in the North Pacific

(Uehara et al., 2008; Douglass et al., 2009, 2010; Auad et al., 2011;
Nagano et al,, 2012, 2016).

An analysis of the total heat budget of the North Pacific
Ocean, including heat storage, air-sea flux, and heat transport
by the ocean circulation, was carried out using HR XBT data
and an ocean data assimilation model (Douglass et al., 2009,
2010). The mean offset between the northward heat transport
from XBT data and that estimated from the model is due to the
low model resolution near the WBC and to a meridional offset in
the simulated position of the North Equatorial Current. Model-
based and observational analyses show good agreement in their
temporal variability, demonstrating large interannual variability
in the ocean heat transport. The heat transport and heat storage
components largely balance one another, with less variability in
the air-sea exchange component.

Nagano et al. (2012, 2016) used the PX37/40 transect data to
quantify the variability in the interior. Their integrated analysis
of XBT, profiling float, and satellite altimetry data showed that
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FIGURE 7 | Time series of the absolute geostrophic transport normal to the
PX30 nominal track in the EAC region west of 155.3°E from 2011 to 2015,
computed using merged high-resolution XBT (HR-XBT), satellite altimetry, and
Argo profiles and trajectory data, are shown in blue. Transport estimates using
moored data at 27°S are indicated in red. Both series are smoothed with a
4-month running mean. Transport estimates averaged between April 2012 and
August 2013, are 23.3 Sv using the HR-XBT/Argo/altimetry method, and 21.1
Sv from moored data.

the volume transport-weighted temperature of the interior flow
shows clear seasonality and that its anomaly from the mean
seasonal cycle varies on quasi-decadal time scales. The weighted
temperature peaked in 1998 and 2007, contributing between 6
and 10 TW to the net heat transport, ~1 year before peaks in
SST occurred east of the Philippines. These results suggest that
the heat budget of the warm water pool is sensitive to the interior
heat transport in the central North Pacific. On interannual and
longer time scales, the variability is mostly related to shifts in the
Pacific Decadal Oscillation.

Indonesian Throughflow

One of the longest running transport measurements in the
Indonesian region comes from the frequently repeated 1X01
(Fremantle, Western Australia to Java) XBT section with
approximately 18 repetitions per year since sampling began in
1983. Estimates of upper ocean temperature and geostrophic
transport of the Indonesian Throughflow (ITF) therefore extend
back 35 years (Sprintall et al., 2019). This remarkable XBT record
confirms that the shallow ITF transport increases during La Nifa
and decreases during El Nifio (Wijffels et al., 2008), but this effect
is greatly weakened by canceling from in-phase wind forcing in
the Indian Ocean associated with the IOD (Wijftels and Meyers,
2004; Liu et al., 2015). A clear long term strengthening of the
ITF has been observed (Liu et al., 2015), likely associated with
the strengthening Pacific Trade winds since 1984 (England et al.,
2014).

Antarctic Circumpolar Current

In the Southern Ocean, westerly winds drive the flow of the
ACC system and its associated fronts, serving as a major conduit
for inter-oceanic exchange of heat and salt between the Pacific,

Atlantic, and Indian oceans. There are three XBT transects that
routinely monitor the ACC, strategically placed at inter-ocean
chokepoints: AX22 (across the Drake Passage), AX25 (Cape
Town to Antarctica), and IX28 (Hobart to Antarctica). One of
the key contributions of these XBT transects in the ACC is an
improved understanding of the underlying dynamics driving the
multi-branch structure of the ACC, which largely determines
the overall variability associated with this current (Sprintall,
2003; Swart et al., 2008; Sprintall et al., 2012; Domingues et al.,
2014). These XBT sections also monitor the boundary currents,
giving key seasonal and interannual observations of inter-
ocean exchange (along the northern boundaries) and Antarctic
boundary current variations (in the south).

XBT observations collected along AX25, when jointly
analyzed with temperature and salinity climatological fields and
nearby observations from Argo floats and satellite altimetry,
show that the Subantarctic Front (SAF) and the Antarctic
Polar Front transport together account for over 80% of the
total ACC transport at this longitude (Swart et al.,, 2008). The
year-to-year changes of frontal transports were driven by local
winds associated with the Southern Annular Mode (Domingues
et al., 2014). However, local winds were not directly linked to
meridional excursions of these fronts in this region (Sallée et al.,
2008). XBT data have shown that the location and transport of
the various frontal regions along the AX25 transect do not have a
strong annual cycle. The SAF transport, for example, is related to
the local wind field and so exhibits a biannual period.

Observations along the northern part of IX28 south of
Tasmania have revealed strong interannual variations in the
exchange of subtropical waters from the Tasman Sea to the
Indian Ocean that are linked to poleward shifts in the position
of the Subtropical Front and the Subantarctic Front which are,
in turn, impacted by El Nino-Southern Oscillation (ENSO)
variability (Morrow et al, 2008; Sallée et al., 2008). Water
mass variations here are strongly linked to mesoscale eddy
activity from the Tasman Sea (Morrow and Kestenare, 2014; Pilo
et al., 2015) and to cold-core eddies crossing the Subantarctic
Front (Morrow et al., 2004).

In September 1996, a high-density XBT sampling program
across the Drake Passage was initiated on the US Antarctic
Program (USAP) vessel to study temperature and geostrophic
transport variability: over 140 transects have been completed
as of 2018. The AX22 transect represents the longest repeat
year-round upper ocean transect in the Southern Ocean. In
fact, the principal USAP vessel serves as a “super-ship” with
concurrent measurements of near-surface currents and acoustic
backscatter from shipboard acoustic Doppler Current Profilers
(ADCP); salinity profiles obtained through Expendable CTD
(XCTD) sampling; measurements of the near surface underway
partial pressure of CO2 (pCO2) and discrete total CO2 (TCO2),
nutrients, 313C of TCO2, nutrients (nitrate, phosphate, silicate),
and salinity. High-precision continuous atmospheric O2 and
CO2 measurements were added in 2012. Typically, six to seven
transects of XBT/XCTD and discrete surface measurements are
completed annually, while the ADCP, pCO2, and atmospheric
02/CO2 sensors sample continuously along all cruise tracks,
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about 22 Drake Passage transects annually. Together these
underway measurements provide concurrent information on the
physical and biogeochemical air-sea variability at high temporal
and spatial resolution on a near year-round basis, an unmatched
achievement in the Southern Ocean.

The near-repeat HR XBT/XCTD/ADCP sampling along AX22
in the Drake Passage is designed to study modes of variability
in the ACC on seasonal to interannual time scales (Sprintall,
2003, 2008) and on space scales from that of current cores
(~50-100 km) to eddies (~10km) (Lenn et al., 2007, 2011). The
combined XBT temperature and ADCP velocity observations
have been used to describe and quantify the mean jets, mesoscale
variability, and eddy momentum and heat fluxes in the Drake
Passage (Lenn et al, 2007, 2008, 2011; Firing et al, 2011)
and to resolve the Southern Ocean Ekman layer (Lenn and
Chereskin, 2009; Polton et al., 2013). These observations have
also been used to determine variability in properties and fronts
(Dong et al,, 2006b; Thompson et al., 2007; Sprintall et al.,
2012), and the mixed layer depth and shear (Stephenson et al.,
2012, 2013; Brannigan et al., 2013). Additionally, the data have
been used for validation of satellite products (Dong et al,
2006a, 2010). The combined observed nutrient, carbon, and XBT
temperature AX22 time series were used to examine the balance
of net community production in the surface layer, providing an
opportunity to validate satellite-based productivity algorithms
and to improve understanding of the role of the Southern Ocean
in the global carbon cycle (Munro et al., 2015). Finally, the AX22
XBT data are also assimilated into the Southern Ocean State
Estimate (SOSE) and used to test ocean and coupled climate
models (Jiang et al., 2014).

XBT data have detected warming trends in the Southern
Ocean and revealed details regarding processes that could lead
to warming. In the Antarctic Zone, data from the IX28 and
AX22 transects show that Antarctic Surface Water and Upper
Circumpolar Deep Waters have warmed over the past several
decades (Morrow et al., 2008; Sprintall, 2008) and that the
cold Winter Water tongue has become warmer, thinner, and
shallower. In the South African sector, warming anomalies
observed using XBT data have reached values as large as 1°C
in the Ekman layer that are linked with changes in the wind
field that could potentially provide a source for the overall ACC
warming. Large-scale changes in the wind forcing, related to the
Southern Annular Mode, may contribute to the deeper warming
trend in the vicinity of Antarctica (Morrow et al., 2008; Sprintall,
2008) and the periods of biannual fluctuations south of Australia
(Morrow et al., 2008).

Mediterranean Sea

The MX04 XBT transect (Genoa to Palermo) has been
sampling upper ocean variability in the Tyrrhenian Sea and the
northeastern Ligurian Sea since September 1999. To date, about
90 transects have been completed, resulting in over 3,000 profiles.
This XBT transect is nearly coincident with one altimetric track,
allowing a combination of XBT, and remotely sensed sea surface
height anomaly data to estimate the geostrophic circulation
(Vignudelli et al., 2003; Ciuffardi et al., 2016; Napolitano et al.,
2018). The Tyrrhenian Sea is an area where the mixing of the

waters coming from the eastern and western Mediterranean
occurs, while the formation of dense winter waters takes place
in the Ligurian Sea. XBT temperature profiles have shown a
warming that could be linked to the anomalous 2003 summer
(an unusually long, hot, and dry season in the southern Europe).
After a return to temperature conditions prior to 2004, a
new anomaly appeared in 2014 in the Tyrrhenian Sea with
a warming tendency in the 200-500m depth layer moving
from south to north (Ribotti et al., 2016). Over the years, this
thermal anomaly has increased and extended both in depth
(up to about 700 m) and in the involved areas, which include
the northeastern part of the Ligurian Sea (albeit with lower
intensity). Even if in a non-homogeneous way, this heating
process continued until the end of 2018, when the warming seems
to have stopped. The current temperature variations with respect
to the pre-warming conditions are in the range of 0.3-0.6°C
and decrease when latitude and depth increase. The mechanism
producing these recent anomalies is still under analysis because
it is unclear whether it can be explained in terms of climatic
changes or variability of circulation (Schroeder et al., 2017;
Von Schuckmann et al,, 2018). The warming of seawater in the
Ligurian and Tyrrhenian seas also appears to be connected to a
recent increase in local extreme weather events. The monitoring
of these two seas is thus crucial for a correct interpretation of the
ocean-atmospheric variability, and the MX04 XBT transect is able
to easily provide very useful data for such analyses.

Meridional Heat Transport

Meridional Heat Transport in the Atlantic Ocean

In the Atlantic, zonal XBT transects AX18 and AX07 are used
to assess the Atlantic MHT and the AMOC at 35°S and 30°N,
respectively. Although mooring arrays have been in place since
2004 in the North Atlantic and 2009 in the South Atlantic to
observe and monitor the AMOC (Frajka-Williams et al., 2019),
deriving MHT from these boundary arrays is challenging without
temperature measurements in the interior region.

The AX18 XBT transect with trans-basin temperature
measurements is the only observing system currently available to
provide MHT estimates in the South Atlantic. Results obtained
to date from AX18 show that the MOC and MHT across
35°S are approximately 18.47 £+ 1.73Sv and 0.56 + 0.13 PW,
respectively, and have not experienced statistically significant
trends during the observing period. A distinguishable seasonal
cycle was, however, found for the geostrophic and Ekman heat
transports, which have similar amplitudes but are close to 180°
out-of-phase. Consequently, this explains the small amplitude of
the seasonal cycle in the total northward MHT and MOC (Dong
et al,, 2009, 2011). Statistical analyses of the MOC and MHT in
this region using XBT data indicate that they are significantly
correlated. Results from this transect also provide a ground
truth for evaluating numerical models and methodologies to
estimate the MOC using other data sources. Current generation
climate models are unable to reproduce the seasonal variations
in the geostrophic transports; subsequently, the model MOC
and MHT seasonal evolution is controlled largely by Ekman
transport (Dong et al, 2014). A detailed analysis of XBT
observations show that the weak seasonal cycle in geostrophic
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transport from Coupled Model Intercomparison Project Phase
5 (CMIP5) Models [National Center for Atmospheric Research
Community Climate System Model (NCAR-CCSM4) and the
Geophysical Fluid Dynamics Laboratory Earth System Model
(GFDL-ESM2M)] is due to poor representation of the boundary
currents and vertical stratification.

Some XBT transects are currently being assessed using
Observing  System  Experiments (OSEs) to determine
the best strategy for monitoring currents and mass and
heat transports. For example, AX18 was assessed using
the HYbrid Coordinate Ocean Model (HYCOM)/Navy
Coupled Ocean Data Assimilation (NCODA) eddy resolving
analysis (Goes et al,, 2015a). Results showed that horizontal
resolution finer than 25km is required to resolve boundary
currents, that at least 15 years of quarterly sampling is
needed to resolve the seasonal cycle of the MOC, and
that altimetric sea level height can be used to infer the
barotropic mode.

The close relationship between satellite sea surface height
anomalies with the vertical temperature structure between 20°
and 34.5°S (Dong et al.,, 2015) has allowed the assessment of
changes in MOC/MHT with latitude back to 1993, the start
of operational satellite altimetry observations. The 20-year time
series of the altimetry-derived MOC showed the geostrophic
component dominant during the 1993-2006 period and the
Ekman component dominant between 2006 and 2011 at 34.5°S
(Dong et al.,, 2015). One important result is that during 2017 the
MHT at latitudes between 20° and 34.5°S show strong positive
anomalies (Figure 8), which were dominated by the geostrophic
transport at 20° and 25°S and by the Ekman transport at 30°
and 34.5°S>. This indicates that measurements of both the water
column density and surface wind fields are needed to correctly
assess the MHT. The multi-latitude estimates of the MOC and
their co-variability with SST further allowed development of
MOC indices back to the 1870s using SST reanalysis products
(Lopez et al., 2017). The century-long MOC indices were used to
investigate the link between the South Atlantic MOC and changes
in climate and extreme weather events, as suggested by climate
models (see section Regional sea level changes).

In the North Atlantic, ongoing analyses of observations along
AXO07 have shown that the 20-year mean MHT at 30°N is about
1.16 £ 0.19 PW, largely due to geostrophic transport (1.13
£ 0.25 PW) and that the temporal variability of the MHT is
highly correlated with the geostrophic component (R = 0.90)*.
The correlation between MHT and its Ekman component is
somewhat lower and negative (—0.33), but still exceeds the 95%
significance level of 0.22. In contrast to that in the South Atlantic,
the MHT and its geostrophic component at 30°N do not show
a significant seasonal cycle, although the Ekman component
varies seasonally with high values during winter and low values
during summer. The 20-year time series from AX07 suggests an
increasing trend of 0.21 &+ 0.07 PW/decade in the geostrophic
transport, which is partially compensated for by the decreasing
trend of 0.11 + 0.03 PW/decade in the Ekman transport. An

3www.aoml.noaa.gov/phod/indexes/samoc_alt.php
4www.aoml.noaa.gov/phod/soto/mht/ax7/report.php

analysis of XBT observations finds that the total MHT across
30°N has a net increasing trend of 0.10 & 0.06 PW/decade.

Frajka-Williams et al. (2019) provides a discussion of the
different approaches for estimating the AMOC, including their
advantages and limitations. They also provide key results when
using the various observational platforms and make suggestions
for implementing future observational efforts.

Global and Regional Ocean Heat Content
XBTs have provided about 38% of the global temperature
observations obtained between 1970 and 2000 for profiles
down to a depth of 300m and a larger portion for profiles
to 700m depth. During the Argo era, ~15% of the global
temperature profiles are still from XBT deployments. As such,
XBT observations have been, and continue to be, an essential
source of information for the derivation of global and regional
OHC changes since the 1970s (Lyman et al., 2010; Abraham
et al.,, 2013; Boyer et al.,, 2016; Cheng et al., 2016b, 2017). As
assessed by the Fifth Assessment Report of the Intergovernmental
Panel on Climate Change (IPCC-ARS5) (Rhein et al., 2013) and
other studies (Domingues et al., 2008; Lyman and Johnson,
2008; Cheng et al., 2017), uncertainty in global OHC is reduced
after ~1970, coincident with improved sampling due to the
introduction of the XBT network (to 400 m depth). With this
long-term accumulation of XBT data, scientists can now provide
a long-term record for OHC change as a basis for mapping
ocean heat uptake (Figure 9). Since OceanObs'09, Levitus et al.
(2012) and Ishii et al. (2017) have provided major updates to
their long-term OHC estimates since the 1950s. Recently, Cheng
et al. (2017) proposed an improved estimate of OHC, since
1960, using a recommended XBT data quality improvement
scheme (section Technological Improvements). All of these
estimates show a significant ocean warming since 1960, with
an acceleration since the 1990s (Wijffels et al., 2008; Gleckler
et al,, 2016; Cheng et al., 2017). All major ocean basins have
experienced significant warming since 1960, with the greatest
warming in the southern oceans south of 30°S (Cheng et al,
2017) (Figure9). The significant Southern Ocean warming is
mainly due to the increased greenhouse gas effect (Shi et al,
2018; Swart et al., 2018). Decadal and multi-decadal scale OHC
changes in the Indian Ocean were also robustly observed and are
due to the changing relative contribution of Pacific wind forcing
through the ITF, local wind, and heat flux forcing over time (Lee
et al., 2015; Nieves et al., 2015; Li et al., 2018).

The observed long-term OHC record also provides a key
tool to evaluate climate models. Cheng et al. (2016a) and
Gleckler et al. (2016) compared the observed OHC records with
simulations from CMIP5 during the 1970-2005 period, showing
that the CMIP5 ensemble mean agreed with observations,
although an underestimation of the global ocean warming
in the Southern Hemisphere could be possible due to poor
sampling (Durack et al., 2014). However, the uncertainties in
models are much larger than in the observations, indicating
that observational OHC records, including those that use XBT
observations, remain a critical metric for model evaluation.

The subsurface temperature data in the western North
Atlantic Ocean can be used to investigate variations in the
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FIGURE 8 | Meridional Heat Transport (MHT) anomalies in the South Atlantic using a combination of XBT, satellite altimetry, and historical hydrographic observations
with the red (blue) colors indicating values higher (lower) than the 1993-2017 assessment period average. Values are reported in Petawatts (1 PW = 1015 watts), and
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observations (including XBT data) from World Ocean Database (Boyer et al., 2013).

upper OHC and to assess the contributions from surface heat
fluxes and oceanic processes (Dong et al., 2007a). A heat budget
study in a region bounded by the XBT transects AX07, AXO08,
AX10, and the Gulf Stream (Dong et al, 2007b) indicates

that the year-to-year upper OHC changes were driven by the  sea coupling.

oceanic heat transport, which was dominated by the geostrophic
component. The heat content anomalies, in turn, forced
anomalous air-sea heat exchanges, suggesting that geostrophic
advection in the Gulf Stream plays an important role in air-
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Operational Oceanography and Ocean

Forecasts

In the context of operational oceanography, XBTs are widely
used among international centers that run Ocean Forecasting
Systems (OFSs). Tonani et al. (2015), in a revision of the status
and future of global and regional ocean prediction systems,
provided a geographic distribution of the centers that developed
OFSs under the Global Ocean Data Assimilation Experiment
(GODAE) and GODAE OceanView initiatives. The configuration
of OFSs is quite variable in terms of horizontal and vertical
resolution, the base model adopted, and data assimilation. While
some of the systems are limited to a specific geographic region
(e.g., the Oceanographic Modeling and Observation Network,
REMO configuration focuses only on the South Atlantic Ocean),
12 of these OFSs are global systems. A common ground for these
systems is the use of vertical profiles of temperature and salinity
from different platforms (e.g., ship-based CTD, XBT, Argo,
gliders, and drifters) in their data assimilation schemes. Martin
et al. (2015) presented a more detailed description of seven of
these systems, which assimilate XBT data in near real-time.

In terms of representativeness and impact, vertical profiles
of temperature that are obtained from different observational
platforms are being evaluated in a complementary manner. In an
assessment of the current status of the real-time in situ GOOS
for operational oceanography, Legler et al. (2015) argued that
XBT transects provide a very different view of the global ocean
to that of Argo floats. XBT deployments sample along well-
observed transects, at either large or small spatial scales or at
special locations such as boundary currents and chokepoints, all
of which are complementary to the global Argo broad scale array.

The impact of XBT data on improving OFSs can be assessed
by OSEs. In a near real-time OSE using the UK Met Office’s
operational OFSs—Forecasting Ocean Assimilation Model where
XBT data were not assimilated, Oke et al. (2015a) found
that although XBT data did not significantly impact global
metrics, they did have significant local impacts. On a global
scale, suppression of XBT data resulted in a mean (maximum)
temperature difference of ~0.04°C (5.42°C), which compares to
a difference of 0.27°C (10.53°C) in the case of suppressing Argo
data. Moreover, Oke et al. (2015a) argued that, although XBT
data represented a small component of the GOOS, their impact in
the vicinity of the XBT transects was significant. Suppression of
XBT data resulted in a marked degradation of the forecast system.
Focusing on regional applications, Oke et al. (2015b) found
that carefully designed in-situ observation arrays (e.g., optimized
glider fleets and XBT observations) added significant constraint
to high-resolution models, with improvements as much as 40%
in the representation of ocean density (Oke et al., 2015b).

Reanalysis Products

Estimation of the tropical ocean’s state is important for
seasonal to interannual predictability. For example, ocean
observing systems in the tropical Pacific are frequently evaluated
by carrying out estimates of ocean state (“reanalysis”) and
comparing them to withheld observations. Errors in reanalysis
products include both formal mapping errors arising from sparse
or noisy observations and representation errors that arise from

low resolution, missing physics, or errors in the model-data
synthesis methodology.

The evolution of the Tropical Pacific Observing System
(TPOS) 2020 project recommends the use of data assimilation
to combine observations and to assess the design of the TPOS. A
necessary first step in this procedure is to have a measure of the
errors and performance of the assimilation systems. Verdy et al.
(2017) evaluated the performance of a 4-Dimensional Variable
system that assimilates Pacific Ocean XBT transect data, as well
as Argo and remotely-sensed sea surface height (SSH) data sets,
as a necessary step to inform use of the output for dynamical
analysis or for data impact studies. A comparison to independent
observations from Tropical Atmosphere Ocean (TAO) moorings
showed that for time scales shorter than 100 days the state
estimate that included the Pacific XBT data improved estimates
of TAO temperature relative to an optimally interpolated Argo
product. The improvement was greater at time scales shorter than
20 days.

SOCIETAL BENEFITS OF XBT
OBSERVATIONS

Extreme Weather

The time series of MHT in the South Atlantic, obtained using
a combination of XBT and satellite observations and coupled
general circulation models, has served to assess the potential
predictability of monsoon rainfall. The global monsoon system
is defined by regions where summer precipitation exceeds 75%
of the total annual rainfall (Wang et al., 2012). These regions
encompass more than 55% of the global population and are
important sites for global agricultural output. Decadal variability
of the South Atlantic MOC and MHT plays a key role in
modulating global atmospheric circulation via its influence
on interhemispheric redistributions of momentum, heat, and
moisture that influence the global monsoon system (Lopez
et al., 2016). MOC variability could modulate the strength of
global monsoons with a 20-30 year advance lead time (Lopez
et al., 2016), which suggests that the time series obtained from
the AX18 XBT transect at 34°S could serve as a predictor of
monsoon precipitation.

Transport estimates from the AXI18 transect were used to
reconstruct a century-long MOC estimate from 20° to 35°S
in the South Atlantic (Lopez et al., 2017) using a multivariate
Empirical Orthogonal Function method, which quantifies the
joint covariability between MOC and SST (Figure 10A). Four
SST products were employed, including the Hadley Center SST
(HadSST), the Extended Reconstructed SST version 3 and 4
(ERSSTv3 and ERSSTv4), and the Centennial Observational
Based Estimates SST (COBE-SST). An MOC was jointly derived
from XBT and altimetry observations that extend from 1993 to
the present (2017). For reconstruction purposes, this is referred
to as the training period to obtain the joint covariance of
observed SST-MOC. The reconstructed century-long MOC was
then used to assess the role of the MOC in modulating extreme
weather events, such as heat waves over the US (Figure 10B).
For example, there is an increase in the likelihood of heat
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FIGURE 10 | (A) Reconstructed South Atlantic MOC at four different latitudes from 1870 using XBT, satellite altimetry observations (black), and SST from
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waves in the US when the South Atlantic MOC is weaker
than normal compared to those periods when the MOC is
stronger than normal. South Atlantic MOC variability leads US
heat wave occurrence by about 30 years (Figure 10C). This is
consistent with the model results of Lopez et al. (2016) and
highlights the need for continuing the effort to monitor the
MOC through XBT and other observational platforms, as the
MOC is a potential predictor of high-impact extreme weather
events on decadal timescales. This longer time series, together
with historical weather records, will allow us to dynamically and
statistically assess the role of the South Atlantic MOC on global
weather events.

Regional Sea Level Changes

Coastal sea level changes are caused by the combined effect
of various global and regional forcing mechanisms. Along
the US East Coast, changes in the Florida Current and Gulf
Stream dynamics and heat content are one source of sea
level variability. During 2010-2015, accelerated sea level rise
with rates as large as 25mm year™!, five times larger than

the global average for this period, were observed along the
southeast US coast that coincided with extensive flooding of
large urban areas such as Miami, Florida. Simultaneously, sea
levels decreased rapidly north of Cape Hatteras at similar rates
(Domingues et al., 2018).

Over 2,000 XBT temperature profiles from transects AXWBTS
and AXO07, used together with ship CTD data, allowed for the
identification of a temperature shift of the Florida Current from a
cold phase (2010-2013) to a warm phase (2014-2015). Altimetry
and tide gauge data showed that the warm phase caused the
accelerated sea level rise recorded between Key West and Cape
Hatteras (red line, Figure 11). The Florida Current warming
recorded during this period accounted for ~13 cm of sea level
rise solely due to a thermal expansion of the water column
(magenta line, Figure 11). A continuous record of the Florida
Current transport in the Florida Straits further indicated that the
transport remained relatively constant during this time period
(filled curve, Figure 11), revealing the dominant contribution
of temperature changes for driving coastal sea level changes
(Domingues et al., 2018).
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North of Cape Hatteras, more than 10,000 XBT observations
from transects AX10, AX08, and AX32 revealed that the observed
sea level decline along the coast coincided with a cooling of the
water column over the shelf (not shown). Sea level decline in
this area was largely accounted for by an increase in atmospheric
pressure combined with a small contribution from cooling of the
water column over the continental shelf (Domingues et al., 2018).
Sustained XBT observations allowed for the identification of key
changes in these boundary currents that contributed to coastal
flooding events affecting highly populated urban areas.

DATA MANAGEMENT

Data Transmission

XBT profiles are generally transmitted from ship to shore
using satellite communications networks (e.g., Iridium, Argos,
Inmarsat). When near real-time transmission is not possible, the
profiles are sent to transect operators once the ship arrives in port.
Each profile undergoes a quality control (QC) process in which a
series of tests assesses the overall quality of the measurements.
Some data centers apply initial automatic procedures; profiles
that fail these tests move to a visual QC (VQC) stage. Other
data centers proceed directly to the VQC stage. In VQC, the
profiles are visually inspected and quality flags are applied.
The QC tests check for the presence of spikes, constant value
profiles, extreme depth, and temperature values, impossible dates
and locations, vertical gradients and inversions, wire breaks,
seafloor contact, etc. (Bailey et al., 1994; Thadathil et al.,
2001). Once the profile QC phase is complete, all profiles
approved during this process are encoded into FM 63-XI
Ext. BATHY (the traditional alphanumeric code for reporting
temperature profiles) and/or BUFR (Binary Universal Form
for the Representation of meteorological data) bulletins and
submitted to the GTS for worldwide distribution in near real-
time. The GTS is a core component of WMO’s World Weather
Watch Programme and contributes to the rapid collection and
distribution of satellite, in situ, and other processed datasets
(WMO, 2015b).

The collection and distribution of XBT data is routinely
performed through GTS centers in the United States, Australia,
Japan, France, Canada, and Brazil. The centers in the first
four countries also disseminate the profile data and associated
metadata in BUFR format. BATHY encoded GTS distributions
are gradually being discontinued within the XBT community, in
accordance with the WMO mandate to fully migrate to BUFR.
The reasons behind this decision are based on the development of
new and dynamic requirements, a higher volume and complexity
of data and metadata, a promotion of automation, and the
limitations of the traditional fixed alphanumeric codes such as
BATHY, which restrict the number of metadata fields and do
not include QC flags. In BUFR, XBT profiles are encoded into
the operational common sequence 315004, which incorporates
all of the common metadata fields, as well as full resolution data
(WMO, 2015a).

Data tracking activities include the collection of XBT BATHY
and BUFR reports arriving from the GTS. Monitoring the
different stages of the data management process serves to
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FIGURE 11 | Time-series of the average temperature residuals (seasonal cycle
removed) for the upper 300 m of the water column in the Florida Straits (red,
T300), of thermosteric anomalies derived from the temperature data observed
in the Florida Straits (magenta), and of the Florida Current (FC) volume
transport (red and blue filled curve) measured in the Florida Straits using
telephone cable voltage differences, and complemented using satellite
altimetry data (gray). All time series are displayed after applying a 1-year low

pass filter.

generate reports, detect anomalies and data gaps, and analyze the
performance and latency of the data collection and distribution
system. The data originators retain the original and delayed-
mode QC profiles and intermediate products.

XBT data posted to the GTS in near real-time are
collected by the Marine Environmental Data Section (MEDS)
of the Oceans Science Branch, Fisheries and Oceans in
Canada, along with other ocean temperature profile data,
and relayed as a package every 3 days to the National
Oceanic and Atmospheric Administration (NOAA) National
Centers for Environmental Information (NCEI) in the US.
NCEI hosts the long-term archive center of GTSPP and
preserves XBT data in the GTSPP Continuously Maintained
Database (CMD). The delayed-mode profiles (those that are
either not posted to the GTS or are full resolution or are
fully quality controlled replacements for the GTS versions)
are sent to NOAA/NCEI for inclusion in the GTSPP, from
where they are disseminated and enter other global data sets
such as the NOAA/World Ocean Database, thus becoming
part of the data flow of the JCOMM Marine Climate Data
System. Every other year, the data centers and XBT providers
gather under the auspices of GTSPP to discuss potential
improvements to quality control and global dissemination of
XBT data.

Data Quality

Decades of effort have been made by the XBT community
to improve XBT data quality (e.g., Hanawa et al, 1995),
and significant progress has been achieved in data quality
improvements since OceanObs’09. More tools and methods
are now being used to better understand the accuracy of
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FIGURE 12 | Global OHC time series in the upper 2000 m after applying three XBT data improvement schemes: Levitus et al. (2009)-L09 (blue); Gouretski and
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XBT fall rates and temperature measurements. These tools
include traditional side-by-side XBT and CTD comparisons (e.g.,
Thadathil et al., 2002; Hamon et al., 2012; Cowley et al., 2013;
Cheng et al.,, 2018), tests in swimming pools and water tanks
(e.g., Bringas and Goni, 2015), Geophysical Fluid Dynamics
models (Abraham et al., 2012, 2014; Gorman et al., 2014; Shepard
et al., 2014), comparison with Argo and satellite altimetry data
(DiNezio and Goni, 2010), and temporal changes of biases
(DiNezio and Goni, 2011; Good, 2011; Gouretski, 2012). A
careful analysis of the different individual probe types is in
progress (Reseghetti et al., 2018), as different probe types have
different characteristics in probe design that may impact data
quality. An overview of the progress made in improving data
quality can be found in Cheng et al. (2016b).

In 2016, the XBT science community recommended the use of
an XBT data improvement scheme based on the bias corrections
(Cheng et al., 2014, 2016b). The new XBT scheme allows for
improved XBT observations in the estimates of global OHC.
Using the three XBT data performance methods (Levitus et al.,
2009; Gouretski and Reseghetti, 2010; Cheng et al., 2014) results
in near-identical global OHC changes in the upper 2000 m since
1966 based on the mapping method proposed in Cheng and Zhu
(2016) (Figure 12). In addition, temporal, and spatial variability
of locations and transports of ocean currents, estimates of MHT
and MOC, and the determination of mixed layer depths are
robust for any XBT data improvement scheme (Goes et al., 2015b;
Houpert et al., 2015).

TECHNOLOGICAL IMPROVEMENTS
XBT Probes

Based on theoretical and observational experiments,
improvements have been proposed to the accuracy of both

the XBT depth estimate and the measured temperature. To
improve estimates of probe depth, the addition of pressure
switches has been proposed. Pressure switches are small
resistors that are activated at certain depths during the probe
descent, marking those depths in the profile with spikes.
These spikes are filtered during post processing, and their
depths are recorded and used to correct the derived-depth
estimates of the full profile. In a theoretical study, Goes et al.
(2013b) showed that one pressure switch can limit depth
errors from 2% of depth to ~3.5m. The implementation of
pressure switches may increase the cost of XBT probes, an
issue that will be jointly assessed by the manufacturer and the
scientific and operational communities. The probe-to-probe
variability of the linear depth bias might also be reduced by
using a tighter weight tolerance of the probes. At present,
the stated weight tolerance of Deep Blue probes, the most
widely used probes, is £2.5g (£1g for the metal head and
+1.5g for the wire). However, reducing the tolerance to
+1.1g in a sea trial did not produce significant improvements
(Goes et al., 2017). Additional tests are needed to assess
the importance of tighter weight tolerance on probe linear
biases to confirm the results of theoretical assessments
(Green, 1984; Abraham et al., 2012).

The temperature accuracy of XBTs stated by the manufacturer
(Lockheed Martin Sippican, Inc.) is 0.2°C. Changes in probe
specifications and acquisition systems can impact this accuracy.
Goes etal. (2017) found that thermistor calibration, performed in
a strictly controlled temperature bath, can improve XBT accuracy
to 0.03°C at practically no additional cost.

XBT Launcher Systems
Many advances have been made over the years in collecting
and distributing XBT data more effectively. Initially, XBT
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probes were deployed by a trained operator using a hand-
launching system. On many projects, it is necessary to deploy
XBTs on a 24-h-a-day schedule as the ship steams along its
course. To reduce the workload and personnel, an XBT probe
autolauncher was developed that allowed this work to be
performed by one person. New autolaunchers can be preloaded
with a number of probes (6-12) that are then deployed at
predetermined launch times or positions. Autolaunchers have
been developed by several institutions, including NOAA, Scripps
Institution of Oceanography, CSIRO, and the University of
Rhode Island. For example, a recently developed Automated
eXpendable Instrument System (AXIS; Fratantoni et al., 2017) in
2012, enabled XBT sampling across an entire section from the
continental shelf to Bermuda without the need for an observer
on board. Autolaunchers are mounted to the stern of the ship and
cabled to a room, where they interface with the data acquisition
computer. The length of the cable-run can vary from ship to ship
but is on average >75 m. Laying the cable alongside the ship can
be difficult and time-consuming because of the limited amount of
deck space available for installation. To alleviate the installation
and break-down of the current setup, a power independent,
wireless autolauncher using a standard wireless access point, a
battery, a solar panel, and other off-the-shelf equipment and
software tools, has been developed as a “cable replacement” for
the standard XBT autolauncher system (Fratantoni et al., 2017).
The improved setup will consist of Wifi technology coupled with
a remote desktop client that in theory can be operated using
only a tablet computer from within the vessel or operated from
a land-based station via the Iridium satellite network.

Data Acquisition and Transmission

Systems

The data acquisition recorder is the backbone for collecting
accurate XBT data. A new XBT prototype data recorder is
currently being tested to improve the number of data dropouts
in the transmissions and to reduce the cost of servicing and
upgrading existing data acquisition systems. These measures may
reduce hardware costs by 85%.

Historically, the real-time transmission of XBT data had
been mostly carried out using the Inmarsat-C satellite system.
With the development of a more cost-effective, Iridium-
based transmission system, the average transmission cost
per XBT profile was reduced by 95% per profile during
the last 10 years since Ocean Obs‘09. Although originally
developed to be used for XBT observations, these transmission
systems have also been expanded to transmit other types of
data, such as thermosalinograph (TSG), pCO,, and marine
weather observations.

THE FUTURE OF THE GLOBAL XBT
NETWORK

Twenty years after OceanObs'99, the Global XBT Network
continues to increase in value, not only through the growing
length of the decadal time-series along individual transects, but
also due to integrative relationships with other elements of the

ocean observing system. Uniquely, the Global XBT Network
provides spatial and temporal sampling that cannot as yet be
reproduced by other existing platforms. One of the key strengths
of the network is that XBTs have low operational costs and can be
readily deployed on a repeat basis with varying spatial resolution.
It is expected that the Global XBT Network will remain active
and be enhanced over the next 10 years. We conclude with a list
of key aspects that the scientific community has determined to be
important for future studies involving XBT observations.

e Sampling strategies. One unique quality of XBT observations
is their ability to sample along fixed trans-basin transects
and across boundary currents in a sustained fashion, which
presently cannot be reproduced by any other platform. Other
components of the ocean observing system (e.g., profiling
floats, gliders, moorings, etc.) provide complementary profiles
of ocean temperature and other properties in these regions;
however, none can replicate the rapidly-occupied transects in
nearly repeated locations that have been obtained by XBTs
for decades.

e Maintenance of long climate record. Several of the time series
initiated and still maintained by XBTs have been in place for
30 years or longer. During the next decade, XBTs are likely to
remain an integral part of the coordinated observing effort that
continues collecting key oceanic temperature measurements
for monitoring boundary currents (section Ocean currents,
gyres, and ocean variability), MHT estimates across ocean
basins (section Meridional Heat Transport), and global OHC
assessments (section Global and regional ocean heat content).

e Improvement of data quality. As with other observing
platforms, experiments and studies will continue to be carried
out to improve the quality of XBT observations. This will be
addressed by continuing to reduce errors in each subgroup
of XBT data (i.e., data of the same probe type, data from the
same year, etc.) (section Technological Improvements) and
by improving probe design to increase the precision of each
individual measurement (section The future of the Global
XBT Network). The continuous improvement of XBT data
quality justifies the merging of XBT data with data from other
platforms (i.e., Argo, CTD), allowing for better monitoring
and analysis of climate change and variability (i.e., section
Global and regional ocean heat content).

e Meridional heat transport. The Global XBT Network
continues to provide key assessments of oceanic temperature
profiles at different latitudes, particularly in the North Pacific
and South Atlantic oceans to monitor the current state of
the MOC and associated MHT. These data will contribute to
studies that link trans-basin heat transports with atmospheric
circulation that may influence regional and global climate and
extreme weather, aiding in the development of forecasts and
outlooks of high-impact extreme weather events.

e Simultaneous  meteorological and  oceanographic
observations. Meteorological sensors can be easily integrated
into existing XBT transects to provide key meteorological
data collected simultaneously with upper ocean thermal
observations to calculate surface heat and moisture fluxes,
which are critical for weather and climate research. Other
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instrumentation that can be installed on ships of opportunity
include pCO2 systems, continuous plankton recorders,
acoustic current Doppler profilers, etc.

Sea level change. Studies of sea level change attributions, such
as that being performed off the US East Coast (Domingues
et al., 2018), serve as examples for similar studies that may
be conducted outside coastal areas where XBT observations
continue to provide long-time series of variability of ocean
currents, such as the Brazil Current. Ocean observations,
including those from XBTs in these coastal areas, are critical
for the continuous understanding and monitoring of key
drivers of disruptive, and oftentimes destructive, flooding
events due to elevated sea levels.

Submesoscale Ocean Dynamics. Of current interest in
oceanography is the monitoring of submesoscale features
and processes (<10km) across strong boundary currents,
mesoscale eddies, and meanders. The XBT network can
contribute to this effort in coordination with semi-Lagrangian
observing platforms, such as underwater gliders and drifters.
For example, the challenges that gliders may encounter
while measuring across strong currents could be avoided by
increasing the spatial sampling along selected portions of
XBT transects.

Internal tides. As we move to finer-resolution altimetric
observations, with along track Synthetic Aperture Radar
(SAR) missions (e.g., Sentinel-3) and the future Surface Water
and Ocean Topography (SWOT) 2D missions, these long
time series of XBT observations are being reassessed. High-
frequency internal tide variability was historically filtered out
of XBT data to concentrate on the larger-scale eddies and
circulation. Now that altimetry is capable of observing the
sea level variations of these signals, there are opportunities
for data mining of the older XBT data to help validate the
altimetric internal tide observations, as well as ocean models
including internal tides. Future XBT or glider observations
along SAR-altimetry or SWOT tracks will provide invaluable
vertical structure to help interpret these dynamical processes.

High northern latitude observations. The existing XBT
transects AX01 (Greenland to Denmark) and AX90 (Iceland
to Faroe Island to Shetland Islands) in the subpolar North
Atlantic have provided valuable information on meridional
volume and heat transports (e.g., Rossby et al., 2018). There
is future potential to significantly enhance the present-day
observing system in the high latitudes by establishing a new
XBT transect between continental Norway and Svalbard.
Possible instrumentation of a Norwegian supply vessel with
a shipboard ADCP and an XBT launcher would provide
accurate measurements of ocean currents and temperature
fluxes across this most important Arctic gateway at high
spatial and temporal resolution. This will result in improved
monitoring of oceanic fluxes into the Arctic Ocean, a region
experiencing dramatic climate change.

Observing system experiments and observing system
simulation experiments. Both OSEs and Observing System
Simulation Experiments (OSSEs) are needed to carry out
quantitative evaluations of the impact of ocean observations,

including XBTs. OSEs serve to assess the impact of actual
observations on ocean forecasts or reanalyses, while OSSEs
provide a rigorous approach to evaluate the potential
impact of new observing systems or to improve the
sampling of current observations. With the implementation
of new observing platforms it is necessary to quantitatively
assess the complementary value of a suite of temperature
profiles at different spatial and temporal scales for a range
of studies.

e A platform to deploy other observing instruments. Vessels
involved in the work of the SOT, and particularly in the XBT
network, often also support other networks, e.g., through the
deployment of autonomous instruments (drifters, floats) or
installation of underway systems (e.g., TSGs). Coordination
and monitoring of ship contributions across all observing
networks is of growing importance, not only for a better
exploitation of synergies (e.g., maintenance and logistics), but
also for not overburdening ships with too many tasks for
a variety of purposes. JCOMMOPS® has developed online
tools that will allow for a centralized and harmonized
registration of cruises, instruments, and deployment plans,
all referring to a commonly used ship reference list with
unique identifiers.

e Hurricane applications. A potential application for XBTs
is to improve seasonal hurricane outlooks. In the Pacific
Ocean, PX09 (Honolulu to Suva)/PX31 (Los Angeles to
Suva) and PX40 data are used to derive OHC estimates
to improve tropical cyclone intensity forecasts (Shay and
Brewster, 2010; McCaskill et al., 2016). The AX08 transect
crosses the development region for Atlantic hurricanes, a
region where coupled models generally present a cold bias and
where cyclone development is affected by eddy, interannual,
and decadal upper OHC variability via turbulent heat fluxes.
The use of AX08 data to assess and improve ocean models
has the potential to also improve seasonal outlooks and/or
intensification forecasts of Atlantic hurricanes (Domingues
etal., 2019).

e Redundancy of observations. Finally, it is important to
recognize that some redundancy in the observing system
is needed, especially to assist automatic quality control
procedures. For instance, having XBT data in the vicinity
of profiling floats can help detect errors in one or the
other instrument.

AUTHOR CONTRIBUTIONS

GG led the writing and organization of the manuscript, as well
as the research whose results are posted in several sections. JS
led the research posted in several sections and contributed with
writing and comments. FB, LC, MC, SD, RD, MG, HL, RM, UR,
TR, RT, JT, NZ, MB, TB, RC, CD, KH, MK, MM, FR, CS, UB, and
DV contributed to the writing of sections, posted comments, and
provided figures.

Swww.jcommops.org

Frontiers in Marine Science | www.frontiersin.org

97

July 2019 | Volume 6 | Article 452


www.jcommops.org
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/marine-science#articles

Goni et al.

Global XBT Network

FUNDING

GG, FB, SD, UR, MB, RD, and DV were supported by a
grant from the NOAA/Ocean Observing and Monitoring
Division (OOMD) and by NOAAs Atlantic Oceanographic
and Meteorological Laboratory (AOML). The participation
of JS and NZ in this study was supported by NOAAs
Global Ocean Monitoring and Observing Program through
Award NA150AR4320071 and NSF Award 1542902. CD was
funded by the Australian Research Council (FT130101532 and
DP160103130); the Scientific Committee on Oceanic Research
(SCOR) Working Group 148, funded by national SCOR
committees and a grant to SCOR from the U.S. National Science
Foundation (Grant OCE-1546580); and the Intergovernmental
Oceanographic ~ Commission of UNESCO/International
Oceanographic Data and Information Exchange (IOC/IODE)
IQuOD Steering Group. LC was supported by 2016YFC1401800.

ACKNOWLEDGMENTS

The authors acknowledge the many agencies and institutions
that support the implementation and maintenance of the
Global XBT Network, and data management and research
activities, including but not limited to: NOAA (United States),
National Science Foundation (United States), Commonwealth

REFERENCES

Abraham, J. P., Baringer, M., Bindoff, N. L., Boyer, T., Cheng, L. J., Church, J. A,
et al. (2013). A review of global ocean temperature observations: implications
for ocean heat content estimates and climate change. Rev. Geophys. 51, 450-483.
doi: 10.1002/rog.20022

Abraham, J. P, Gorman, J., Reseghetti, F., Sparrow, E., Stark, J., and
Shepard,. T. (2014). Modeling and numerical simulation of the forces
acting on a sphere during early-water entry. Ocean Eng. 76, 1-9.
doi: 10.1016/j.0ceaneng.2013.11.015

Abraham, J. P., Gorman, J. M., Reseghetti, F., Sparrow, E. M., and Minkowycz, W.
J. (2012). Drag coefficients for rotating expendable bathythermographs and the
impact of launch parameters on depth predictions. Num. Heat Transfer Pt. 62,
25-43. doi: 10.1080/10407782.2012.672898

Auad, G., Roemmich, D., and Gilson, J. (2011). The california current system in
relation to the northeast pacific ocean circulation. Prog. Oceanogr. 91, 576-592.
doi: 10.1016/j.pocean.2011.09.004

Bailey, R., Gronell, A. M., Phillips, H., Tanner, E., and Meyers, G. (1994). Quality
Control Cookbook for XBT Data. CSIRO Marine Laboratories Reports 221.

Boyer, T., Domingues, C. M., Good, S. A., Johnson, G. C., Lyman, J. M,
Ishii, M., et al. (2016). Sensitivity of global ocean heat content estimates to
mapping methods, XBT bias corrections, and baseline climatologies. J. Clim.
29, 4817-4842. doi: 10.1175/JCLI-D-15-0801.1

Boyer, T. P., Antonov, J. L, Baranova, O. K., Coleman, C., Garcia, H. E., Grodsky
(2013). World Ocean Database 2013. NOAA Atlas NESDIS 72.

Brannigan, L., Lenn, Y.-D., Rippeth, T. P., McDonagh, E., Chereskin, T. K,
and Sprintall, J. (2013). Shear at the base of the oceanic mixed layer
generated by wind shear alignment. J. Phys. Oceanogr. 43, 1798-1810.
doi: 10.1175/JPO-D-12-0104.1

Bringas, F., and Goni, G. (2015). Early dynamics of deep blue XBT probes. J. Atrmos.
Oceanic Tech. 32, 2253-2263. doi: 10.1175/JTECH-D-15-0048.1

Cai, W., Shi, G., Cowan, T., Bi, D., and Ribbe, J. (2005). The response of the
Southern Annular Mode, the East Australian Current, and the southern mid-
latitude ocean circulation to global warming. Geophys. Res. Lett. 32:L23706.
doi: 10.1029/2005GL024701

Scientific and Industrial Research Organization (CSIRO),
Bureau of Meteorology (BOM), Integrated Marine Observing
System (IMOS), a national collaborative research infrastructure
supported by the Australian government (Australia), National
Agency for New Technologies, Energy and Sustainable
Economic Development (ENEA) (Italy), Tohoku University
(Japan), University of Miami (United States), University of
Tasmania (Australia), Scripps Institution of Oceanography
(United States), National Institute of Water and Atmospheric
Research (New Zealand), Laboratoire d’Etudes en Géophysique
et Océanographie Spatiales (LEGOS) (France), Institute of
Atmospheric Physics and Chinese Academy of Sciences (China),
University of Rhode Island (United States), BIO (Bermuda),
University of Cape Town (South Africa), Federal University of
Rio Grande do Sul (Brazil), Federal University of Rio de Janeiro
(Brazil), University of Paris (France), National Institute of
Oceanography (India), MEDS (Canada), Servicio de Hidrografia
Naval (Argentina), Servicio de Hidrografia Naval (Brazil), State
University of New York at Stony Brook (United States), Indian
National Centre for Ocean Information Services (India), and
the Woods Hole Oceanographic Institution (United States).
The authors acknowledge the volunteer contribution of
container shipping lines and their crews for continuously
providing support to operations and logistics to deploy
XBT probes.

Chang, E. K. M., Lee, S., and Swanson, K. L. (2002). Storm track dynamics. J. Clim.
15, 2163-2183. doi: 10.1175/1520-0442(2002)015<02163:STD>2.0.CO;2

Cheng, L., Abraham, J., Goni, G., Boyer, T., Wijffels, S., Cowley, R., et al. (2016b).
XBT science: assessment of instrumental biases and errors. Bull. Amer. Met.
Soc. 97, 924-933. doi: 10.1175/BAMS-D-15-00031.1

Cheng, L., Luo, H., Boyer, T., Cowley, R., Abraham, J., Gouretski, V., et al. (2018).
How well can we correct systematic errors in historical XBT data? J. Atmos.
Oceanic Tech. 35, 1103-1125. doi: 10.1175/JTECH-D-17-0122.1

Cheng, L., Trenberth, K. E., Fasullo, J., Boyer, T., Abraham, J., and Zhu, J.
(2017). Improved estimates of ocean heat content from 1960-2015. Sci. Adv.
3:e1601545. doi: 10.1126/sciadv.1601545

Cheng, L., Trenberth, K. E., Palmer, M. D., Zhu, J., and Abraham, J. P. (2016a).
Observed and simulated full-depth ocean heat-content changes for 1970-2005.
Ocean Sci. 12, 925-935. doi: 10.5194/0s-12-925-2016

Cheng, L., and Zhu, J. (2016). Benefits of CMIP5 multimodel ensemble in
reconstructing historical ocean subsurface temperature variations. J. Clim. 29,
5393-5416. doi: 10.1175/JCLI-D-15-0730.1

Cheng, L., Zhu, J., Cowley, R., Boyer, T., and Wijffels, S. (2014). Time, probe
type and temperature variable bias corrections to historical expendable
bathythermograph observations. J. Atmos. Oceanic Tech. 31, 1793-1825.
doi: 10.1175/JTECH-D-13-00197.1

Ciuffardi, T., Napolitano, E., Tacono, R., Reseghetti, F., Raiteri, G., and Bordone, A.
(2016). Analysis of surface circulation structures along a frequently repeated
XBT transect crossing the Ligurian and Tyrrhenian Seas. Ocean Dyn. 66,
767-783. doi: 10.1007/s10236-016-0954-y

Cowley, R., Wijffels, S., Cheng, L., Boyer, T., and Kizu, S. (2013). Biases
in expendable bathythermograph data: a new view based on historical
side-by-side comparisons. J. Atmos. Oceanic Tech. 30, 1195-1225.
doi: 10.1175/JTECH-D-12-00127.1

DiNezio, P. N, and Goni, G. (2010). Identifying and estimating biases between
XBT and Argo observations using satellite altimetry. J. Atmos. Oceanic Tech.
27, 226-240. doi: 10.1175/2009JTECHO711.1

DiNezio, P. N., and Goni, G. (2011). Direct evidence of a changing fall-rate bias in
XBT manufactured during 1986-2008. J. Atmos. Oceanic Tech. 28, 1569-1578.
doi: 10.1175/JTECH-D-11-00017.1

Frontiers in Marine Science | www.frontiersin.org

98

July 2019 | Volume 6 | Article 452


https://doi.org/10.1002/rog.20022
https://doi.org/10.1016/j.oceaneng.2013.11.015
https://doi.org/10.1080/10407782.2012.672898
https://doi.org/10.1016/j.pocean.2011.09.004
https://doi.org/10.1175/JCLI-D-15-0801.1
https://doi.org/10.1175/JPO-D-12-0104.1
https://doi.org/10.1175/JTECH-D-15-0048.1
https://doi.org/10.1029/2005GL024701
https://doi.org/10.1175/1520-0442(2002)015<02163:STD>2.0.CO;2
https://doi.org/10.1175/BAMS-D-15-00031.1
https://doi.org/10.1175/JTECH-D-17-0122.1
https://doi.org/10.1126/sciadv.1601545
https://doi.org/10.5194/os-12-925-2016
https://doi.org/10.1175/JCLI-D-15-0730.1
https://doi.org/10.1175/JTECH-D-13-00197.1
https://doi.org/10.1007/s10236-016-0954-y
https://doi.org/10.1175/JTECH-D-12-00127.1
https://doi.org/10.1175/2009JTECHO711.1
https://doi.org/10.1175/JTECH-D-11-00017.1
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/marine-science#articles

Goni et al.

Global XBT Network

Domingues, C. M., Church, J. A.,, White, N. J., Gleckler, P. J., Wijffels, S. E.,
Barker, P. M., et al. (2008). Improved estimates of upper-ocean warming
and multi-decadal sea-level rise. Nature 453, 1090-1093. doi: 10.1038/nature
07080

Domingues, R., Baringer, M., and Goni, G. (2016). Remote sources for year-to-year
changes in the seasonality of the Florida current transport. J.Geophys. Res. 121,
7547-7559. doi: 10.1002/2016JC012070

Domingues, R., Goni, G., Baringer, M., and Volkov, D. (2018). What caused the
accelerated sea level changes along the U.S. East Coast during 2010-2015?
Geophys. Res. Lett. 45, 13,367-13,376. doi: 10.1029/2018GL081183

Domingues, R., Goni, G., Swart, S., and Dong, S. (2014). Wind forced variability
of the antarctic circumpolar current south of Africa between 1993 and 2010. J.
Geophys. Res. 119, 1123-1145. doi: 10.1002/2013JC008908

Domingues, R., Kuwano-Yoshida, A., Chardon-Maldonado, P., Todd, R. E,,
Halliwell, G. R, Kim, H. S., et al. (2019). Ocean observing systems in support of
studies and forecasts of tropical and extratropical cyclones. Front. Marine Sci.
6:446. doi: 10.3389/fmars.2019.00446

Dong, S., Baringer, M., Goni, G. and Garzoli, S. (2011). Importance
of the assimilation of Argo float measurements on the meridional
overturning circulation in the South Atlantic. Geophys. Res. Lett. 38:L18603.
doi: 10.1029/2011GL048982

Dong, S., Baringer, M. O., Goni, G. J., Meinen, C. S., and Garzoli, S. L. (2014).
Seasonal variations in the South Atlantic meridional overturning circulation
from observations and numerical models. Geophys. Res. Lett. 41, 4611-4618.
doi: 10.1002/2014GL060428

Dong, S., Garzoli, S. L., Baringer, M. O., Meinen, C. S., and Goni, G. J. (2009). The
atlantic meridional overturning circulation and its northward heat transport in
the South Atlantic. Geophys. Res. Lett. 36:L20606. doi: 10.1029/2009GL039356

Dong, S., Gille, S. T., and Sprintall, J. (2007a). An assessment of the Southern ocean
mixed layer heat budget. J. Clim. 20, 4425-4442. doi: 10.1175/JCLI4259.1

Dong, S., Gille, S. T., Sprintall, J., and Fetzer, E. J. (2010). Assessing the potential
of the Atmospheric Infrared Sounder (AIRS) surface temperature and specific
humidity in turbulent heat flux estimates in the southern ocean. J. Geophys. Res.
115:C05013. doi: 10.1029/2009JC005542

Dong, S., Gille, S. T., Sprintall, J., and Gentemann, C. (2006a). Validation of
the advanced microwave scanning radiometer for the earth observing System
(AMSR-E) sea surface temperature in the Southern Ocean. J. Geophys. Res.
111:C04002. doi: 10.1029/2005]C002934

Dong, S., Goni, G., and Bringas, F. (2015). Temporal variability of the South
Atlantic meridional overturning circulation between 20°S and 35°S. Geophys.
Res. Lett. 42, 7655-7662. doi: 10.1002/2015GL065603

Dong, S., Hautala, S. L., and Kelly, K. A. (2007b) Interannual variations in
upper-ocean heat content and heat transport convergence in the western
North Atlantic. J. Phys. Oceanogr. 37, 2682-2697. doi: 10.1175/2007JPO
3645.1

Dong, S., Sprintall, J., and Gille, S. T. (2006b). Location of the Antarctic polar
front from AMSR-E satellite sea surface temperature measurements. J. Phys.
Oceanogr. 36, 2075-2089. doi: 10.1175/JPO2973.1

Douglass, E., Roemmich, D., and Stammer, D. (2009). Data sensitivity of the ECCO
state estimate in a regional setting. J. Atmos. Oceanic Tech. 26, 2420-2443.
doi: 10.1175/2009jtecho641.1

Douglass, E., Roemmich, D., and Stammer, D. (2010). Interannual variability
in North Pacific heat and freshwater budgets. Deep Sea Res. 57, 1127-1140.
doi: 10.1016/j.dsr2.2010.01.001

Durack, P. J., Glecker, P. J., Landerer, F. W., and Taylor, K. E. (2014). Quantifying
underestimates of long-term upper-ocean warming. Nat. Clim. Change 4,
999-1005. doi: 10.1038/nclimate2389

Eigenheer, A., and Quadfasel, D. (2000). Seasonal variability of the Bay of Bengal
circulation inferred from TOPEX/Poseidon altimetry. J. Geophys. Res. 105,
3243-3252. doi: 10.1029/1999JC900291

England, M. H., McGregor, S., Spence, P., Meehl, G. A., Timmermann, A.,
Cai, W., et al. (2014). Recent intensification of wind-driven circulation in
the Pacific and the ongoing warming hiatus. Nat. Clim. Change 4, 222-227.
doi: 10.1038/nclimate2106

Ezer, T. (2013). Sea level rise, spatially uneven and temporally unsteady: why the
US East Coast, the global tide gauge record, and the global altimeter data
show different trends. Geophys. Res. Lett. 40, 5439-5444. doi: 10.1002/2013GL0
57952

Fernandez, D., Bowen, M., and Sutton, P. (2018). Variability, coherence and forcing
mechanisms in the New Zealand ocean boundary currents. Prog. Oceanogr. 165,
168-188. doi: 10.1016/j.pocean.2018.06.002

Firing, Y. L., Chereskin, T. K., and Mazloff, M. R. (2011). Vertical structure and
transport of the antarctic circumpolar current in drake passage from direct
velocity observations. J. Geophys. Res. 116:C08015. doi: 10.1029/2011JC006999

Fonseca, C., Goni, G. J., Johns, W. E.,, and Campos, E. J. D. (2004). Investigation
of the North Brazil current retroflection and north equatorial countercurrent
variability. Geophys. Res. Lett. 31:121304. doi: 10.1029/2004GL020054

Frajka-Williams, E., Dong, S., Meinen, C., Perez, R, Goni, G., Volkov, D., et al.
(2019). Atlantic Meridional overturning circulation: observed transports and
mechanisms. Front. Mar. Sci. 6:260. doi: 10.3389/fmars.2019.00260

Fratantoni, D. M., O’Brien, J. K., Flagg, C., and Rossby, T. (2017). AXIS-
An autonomous expendable instrument system. J. Atmos. Oceanic Tech. 34,
2673-2682. doi: 10.1175/JTECH-D-17-0054.1

Gleckler, P. J., Durack, P. J., Stouffer, R. J., Johnson, G. C., and Forest, C. E. (2016).
Industrial-era global ocean heat uptake doubles in recent decades. Nat. Clim.
Change 6, 394-398. doi: 10.1038/nclimate2915

Goes, M., Babcock, E., Bringas, F., Ortner, P., and Goni, G. (2017). The impact of
improved thermistor calibration on the expendable bathythermograph profile
data. J. Atmos. Oceanic Tech. 34, 1947-1961. doi: 10.1175/JTECH-D-17-0024.1

Goes, M., Baringer, M., and Goni, G. (2015b). The impact of historical biases on
the XBT-derived meridional overturning circulation estimates at 34°S. Geophys.
Res. Lett. 42, 1848-1855. doi: 10.1002/2014GL061802

Goes, M., Christophersen, J., Dong, S., Goni, G., and Baringer, M. O.
(2018). An updated estimate of salinity for the atlantic ocean sector using
temperature-salinity relationships. J. Atmos. Oceanic Tech. 35, 1771-1784.
doi: 10.1175/JTECH-D-18-0029.1

Goes, M., Cirano, M., Mata, M. M., and Majumder, S. (2019). Long-term
monitoring of the Brazil Current transport at 22S from XBT and altimetry data:
Seasonal, interannual and extreme variability. . Geophys. Res. 124, 3645-3663.
doi: 10.1029/2018JC014809

Goes, M., Goni, G., and Dong, S. (2015a). An optimal XBT-based monitoring
system for the South Atlantic meridional overturning circulation at 34°S. J.
Geophys. Res. 120, 161-181. doi: 10.1002/2014JC010202

Goes, M., Goni, G., Hormann, V., and Perez, R. C. (2013a). Variability of the
Atlantic off-equatorial eastward currents during 1993-2010 using a synthetic
method. J. Geophys. Res. 118, 3026-3045. doi: 10.1002/jgrc.20186

Goes, M., Goni, G., and Keller, K. (2013b). Reducing biases in XBT measurements
by including discrete information from pressure switches. J. Atmos. Oceanic
Tech. 30, 810-824. doi: 10.1175/JTECH-D-12-00126.1

Goni, G., and Baringer, M. (2002). Surface currents in the tropical Atlantic
across high density XBT line AXO08. Geophys. Res. Lett. 29, 71.1-71.4.
doi: 10.1029/2002GL015873

Goni, G., Roemmich, D., Molinari, R., Meyers, G., Sun, C., Boyer, T., et al. (2010).
“The ship of opportunity program,” in Proceedings of OceanObs’09: Sustained
Ocean Observations and Information for Society, eds J. Hall, D. E. Harrison, and
D. Stammer (Auckland: ESA Publications).

Goni, G. J., and Wainer, I. (2001). Investigation of the Brazil Current
front variability from altimeter data. J. Geophys. Res. 106, 31,117-31,128.
doi: 10.1029/2000JC000396

Good, S. A. (2011). Depth biases in XBT data diagnosed using bathymetry data. J.
Atmos. Oceanic Tech. 28, 287-300. doi: 10.1175/2010JTECHO773.1

Gorman, J. M., Abraham, J. P., Schwalbach, D. B., Shepard, T. S., Stark,
J. R, and Reseghetti, F. (2014). Experimental verification of drag forces
on spherical objects entering water. J. Mar. Ocean Biol. Oceanogr. 3:2.
doi: 10.4172/2324-8661.1000126

Gould, J., Roemmich, D., Wijffels, S., Freeland, H., Ignaszewsky, M., Jianping, X.,
et al. (2004). Argo profiling floats bring new era of in situ ocean observations.
Eos Trans. Amer. Geophys. 179, 190-191. doi: 10.1029/2004E0190002

Gouretski, V. (2012). Using GEBCO digital bathymetry to infer depth biases in the
XBT data. Deep Sea Res. 62, 40-52. doi: 10.1016/j.dsr.2011.12.012

Gouretski, V., and Reseghetti, F. (2010). On depth and temperature biases
in bathythermograph data: Development of a new correction scheme
based on analysis of a global ocean database. Deep Sea Res. 57, 812-833.
doi: 10.1016/j.dsr.2010.03.011

Green, A. W. (1984). Bulk dynamics of the expendable bathythermograph (XBT).
Deep-Sea Res. 31, 415-426. doi: 10.1016/0198-0149(84)90093-1

Frontiers in Marine Science | www.frontiersin.org

99

July 2019 | Volume 6 | Article 452


https://doi.org/10.1038/nature07080
https://doi.org/10.1002/2016JC012070
https://doi.org/10.1029/2018GL081183
https://doi.org/10.1002/2013JC008908
https://doi.org/10.3389/fmars.2019.00446
https://doi.org/10.1029/2011GL048982
https://doi.org/10.1002/2014GL060428
https://doi.org/10.1029/2009GL039356
https://doi.org/10.1175/JCLI4259.1
https://doi.org/10.1029/2009JC005542
https://doi.org/10.1029/2005JC002934
https://doi.org/10.1002/2015GL065603
https://doi.org/10.1175/2007JPO3645.1
https://doi.org/10.1175/JPO2973.1
https://doi.org/10.1175/2009jtecho641.1
https://doi.org/10.1016/j.dsr2.2010.01.001
https://doi.org/10.1038/nclimate2389
https://doi.org/10.1029/1999JC900291
https://doi.org/10.1038/nclimate2106
https://doi.org/10.1002/2013GL057952
https://doi.org/10.1016/j.pocean.2018.06.002
https://doi.org/10.1029/2011JC006999
https://doi.org/10.1029/2004GL020054
https://doi.org/10.3389/fmars.2019.00260
https://doi.org/10.1175/JTECH-D-17-0054.1
https://doi.org/10.1038/nclimate2915
https://doi.org/10.1175/JTECH-D-17-0024.1
https://doi.org/10.1002/2014GL061802
https://doi.org/10.1175/JTECH-D-18-0029.1
https://doi.org/10.1029/2018JC014809
https://doi.org/10.1002/2014JC010202
https://doi.org/10.1002/jgrc.20186
https://doi.org/10.1175/JTECH-D-12-00126.1
https://doi.org/10.1029/2002GL015873
https://doi.org/10.1029/2000JC000396
https://doi.org/10.1175/2010JTECHO773.1
https://doi.org/10.4172/2324-8661.1000126
https://doi.org/10.1029/2004EO190002
https://doi.org/10.1016/j.dsr.2011.12.012
https://doi.org/10.1016/j.dsr.2010.03.011
https://doi.org/10.1016/0198-0149(84)90093-1
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/marine-science#articles

Goni et al.

Global XBT Network

Hamon, M., Reverdin, G., and Le Traon, P. Y. (2012). Empirical correction of XBT
data. J. Atmos. Oceanic Tech. 29, 960-973. doi: 10.1175/JTECH-D-11-00129.1

Hanawa, K., Rual, P., Bailey, R., Sy, A., and Szabados, M. (1995). A new depth time
equation for Sippican or TSK T-7, T-6 and T-4 expendable bathythermographs
(XBT). Deep Sea Res. 42, 1423-1451. doi: 10.1016/0967-0637(95)97154-Z

Hill, K. L., Rintoul, S. R, Coleman, R., and Ridgway, K. R. (2008). Wind forced
low frequency variability of the East Australian current. Geophys. Res. Lett.
35:L08602. doi: 10.1029/2007GL032912

Hill, K. L., Rintoul, S. R, Ridgway, K. R, and Oke, P. R. (2011). Decadal changes in
the South Pacific western boundary current system revealed in observations and
ocean state estimates. J. Geophys. Res. 116:C01009. doi: 10.1029/2009]C005926

Holbrook, N. J, and Maharaj, A. M. (2008). Southwest Pacific
subtropical mode water: a climatology. Prog. Oceanogr. 77, 298-315.
doi: 10.1016/j.pocean.2007.01.015

Hoskins, B. J., and Hodges, K. I (2002). New perspectives on the
Northern Hemisphere winter storm tracks. J. Atmos. Sci. 59, 1041-1061.
doi: 10.1175/1520-0469(2002)059<1041:NPOTNH>2.0.CO;2

Houpert, L., Testor, P., Durrieu de Madron, X., Somot, S., D’Ortenzio,
F., Estournel, C., et al. (2015). Seasonal cycle of the mixed layer,
the seasonal thermocline and the upper-ocean heat storage rate in the
Mediterranean Sea derived from observations. Prog. Oceanogr. 132, 333-352.
doi: 10.1016/j.pocean.2014.11.004

Ishii, M., Fukuda, Y., Hirahara, S., Yasui, S., Suzuki, T., and Sato, K. (2017).
Accuracy of global upper ocean heat content estimation expected from present
observational data sets. SOLA 13, 163-167. doi: 10.2151/s0la.2017-030

Jayne, S. R., Roemmich, D., Zilberman, N., Riser, S. C., Johnson, K. S., Johnson,
G. C, et al. (2017). The argo program: present and future. Oceanography 30,
18-28. doi: 10.5670/0ceanog.2017.213

Jiang, C., Gille, S. T., Sprintall, J., and Sweeney, C. (2014). Drake Passage
oceanic pCO2: evaluating CMIP5 coupled carbon-climate models using in-situ
observations. J. Clim. 27, 76-100, doi: 10.1175/JCLI-D-12-00571.1

Joyce, T. M., Kwon, Y.-O., and Yu, L. (2009). On the relationship between synoptic
wintertime atmospheric variability and path shifts in the Gulf Stream and
Kuroshio extension. J. Clim. 22, 3177-3192. doi: 10.1175/2008JCLI2690.1

Kelly, K. A., Small, R. J., Samelson, R. M., Qiu, B., Joyce, T. M., Kwon, Y.-O., et al.
(2010). Western boundary currents and frontal air-sea interaction: Gulf Stream
and Kuroshio Extension. J. Clim. 23, 5644-5667. doi: 10.1175/2010JCLI3346.1

Kushnir, Y., Robinson, W. A., Blade, 1., Hall, N. M. J., Peng, S., and Sutton,
R. (2002). Atmospheric GCM response to extratropical SST anomalies:
synthesis and evaluation. J. Clim. 15, 2233-2256. doi: 10.1175/1520-
0442(2002)015<2233:AGRTES>2.0.CO;2

Kwon, Y.-O., Alexander, M. A., Bond, N. A., Frankignoul, C., Nakamura, H., Qiu,
B., et al. (2010). Role of the Gulf Stream and Kuroshio-Oyashio systems in
large-scale atmosphere—ocean interaction: a review. J. Clim. 23, 3249-3281.
doi: 10.1175/2010JCLI3343.1

Latif, M., Arpe, K., and Roeckner, E. (2000). Oceanic control of decadal North
atlantic sea level pressure variability in winter. Geophys. Res. Lett. 27, 727-730.
doi: 10.1029/1999GL002370

Lee, S.-K., Park, W., Baringer, M. O., Gordon, A. L., Huber, B., and Liu, Y. (2015).
Pacific origin of the abrupt increase in Indian Ocean heat content during the
warming hiatus. Nat. Geosci. 8, 445-449. doi: 10.1038/nge02438

Legler, D. M., Freeland, H. J., Lumpkin, R., Ball, G., McPhaden, M. J., North,
S., et al. (2015). The current status of the real-time in situ global ocean
observing system for operational oceanography. J. Oper. Oceanogr. 8, s189-
$200. doi: 10.1080/1755876X.2015.1049883

Lenn, Y.-D., and Chereskin, T. K. (2009). Observations of Ekman currents in the
Southern Ocean. J. Phys. Oceanogr. 39, 768-779. doi: 10.1175/2008]PO3943.1

Lenn, Y.-D., Chereskin, T. K., and Sprintall, J. (2008). Improving estimates of the
antarctic circumpolar current streamlines in drake passage. J. Phys. Oceanogr.
38,1000-1010, doi: 10.1175/2007JPO3834.1

Lenn, Y.-D., Chereskin, T. K., Sprintall, J., and Firing, E. (2007). Mean jets,
mesoscale variability and eddy momentum fluxes in the surface layer of
the antarctic circumpolar current in drake passage. J. Mar. Res. 65, 27-58.
doi: 10.1357/002224007780388694

Lenn, Y.-D., Chereskin, T. K., Sprintall, J., and McClean, J. L. (2011). Near-
surface eddy heat and momentum fluxes in the antarctic circumpolar current
in drake passage. J. Phys. Oceanogr. 41, 1385-1407. doi: 10.1175/JPO-D-10-
05017.1

Levitus, S., Antonov, J. I, Boyer, T. P., Baranova, O. K., Garcia, H. E., Locarnini, R.
A, etal. (2012). World ocean heat content and thermosteric sea level change (0-
2000 m), 1955-2010. Geophys. Res. Lett. 39:L10603. doi: 10.1029/2012GL051106

Levitus, S., Antonov, J. I, Boyer, T. P., Locarnini, R. A., Garcia, H. E., and
Mishonov, A. V. (2009). Global ocean heat content 1955-2008 in light of
recently revealed instrumentation problems. Geophys. Res. Lett. 36:L07608.
doi: 10.1029/2008GL037155

Li, Y., Han, W., Hu, A., Meehl, G. A., and Wang, F. (2018). Multidecadal changes of
the upper Indian Ocean heat content during 1965-2016. J. Clim. 31, 7863-7884.
doi: 10.1175/JCLI-D-18-0116.1

Lima, M. O., Cirano, M., Mata, M., Goes, M., Goni, G., and Baringer, M. O.
(2016). An assessment of the Brazil Current baroclinic structure and variability
near 22°S in distinct ocean forecasting and analysis systems. Ocean Dyn. 66,
893-916. doi: 10.1007/s10236-016-0959-6

Liu, Q.-Y., Feng, M., Wang, D., and Wijffels, S. (2015). Interannual variability
of the Indonesian throughflow transport: a revisit based on 30 year
expendable bathythermograph data. J. Geophys. Res. 120, 8270-8282.
doi: 10.1002/2015JC011351

Lopez, H., Dong, S., Lee, S.-K., and Goni, G. (2016). Decadal modulations
of interhemispheric global atmospheric circulations and monsoons by the
South Atlantic meridional overturning circulation. J. Clim. 29, 1831-1851.
doi: 10.1175/JCLI-D-15-0491.1

Lopez, H., Goni, G., and Dong, S. (2017). A reconstructed South Atlantic
meridional overturning circulation time series since 1870. Geophys. Res. Lett.
44, 3309-3318. doi: 10.1002/2017GL073227

Lyman, J. M., Good, S. A., Gouretski, V. V., Ishii, M., Johnson, G. C., Palmer, M. D,
et al. (2010). Robust warming of the global upper ocean. Nature 465, 334-337.
doi: 10.1038/nature09043

Lyman, J. M., and Johnson, G. C. (2008). Estimating annual global upper-ocean
heat content anomalies despite irregular in situ ocean sampling. J. Clim. 21,
5629-5641. doi: 10.1175/2008JCLI12259.1

Majumder, S., Goes, M., Polito, P. S., Lumpkin, R., Schmid, C., and Lopez, H.
(2019). Propagating modes of variability and their impact on the western
boundary current in the South Atlantic. J. Geophys. Res. 124, 3168-3185.
doi: 10.1029/2018JC014812

Martin, M. J., Balmaseda, M., Bertino, L., Brasseur, P., Brassington, G., Cummings,
etal. (2015). Status and future of data assimilation in operational oceanography.
J. Oper. Oceanogr. 8, s28-s48. doi: 10.1080/1755876X.2015.1022055

McCaskill, C., Shay, L. K. Brewster, J. K, and Meyers, P. C. (2016).
Development of the systematically merged Pacific
Ocean regional temperature and salinity (SPORTS) climatology for
ocean heat content estimations. J. Atmos. Oceanic Tech. 33, 2259-2272.
doi: 10.1175/JTECH-D-15-0168.1

Mill, G. N,, da Costa, V. S,, Lima, N. D., Gabioux, M., Guerra, L. A. A, and Paiva,
A. M. (2015). Northward migration of Cape Sdo Tomé rings, Brazil. Cont. Shelf
Res. 106, 27-37. doi: 10.1016/j.csr.2015.06.010

Molinari, R. L. (2004). Annual and decadal variability in the western
subtropical North  Atlantic:  signal  characteristics and sampling
methodologies. Prog. Oceanogr. 62, 33-66. doi: 10.1016/j.pocean.2004.
07.002

Molinari, R. L. Information from low-density expendable
bathythermograph North  Atlantic temperature
structure and quasi-decadal variability. Prog. Oceanogr. 88, 131-149.
doi: 10.1016/j.pocean.2010.12.013

Morrow, R., Donguy, J.-R., Chaigneau, A., and Rintoul, S. R. (2004). Cold core
anomalies at the subantarctic front, south of Tasmania. Deep Sea Res. 51,
1417-1440. doi: 10.1016/j.dsr.2004.07.005

Morrow, R., and Kestenare, E. (2014). Nineteen-year changes in surface salinity
in the Southern Ocean south of Australia. J. Mar. Sys. 129, 472-483.
doi: 10.1016/j.jmarsys.2013.09.011

Morrow, R., Valladeau, G., and Sallée, J. (2008). Observed subsurface signature
of Southern Ocean decadal sea level rise. Prog. Oceanogr. 77, 351-366.
doi: 10.1016/j.pocean.2007.03.002

Munro, D. R., Lovenduski, N. S., Stephens, B. B., Newberger, T., Arrigo, K.
R., Takahashi, T., et al. (2015). Estimates of net community production in
the Southern Ocean determined from time series observations (2002-2011)
of nutrients, dissolved inorganic carbon, and surface ocean pCO?2 in drake
passage. Deep Sea Res. 114, 49-63. doi: 10.1016/j.dsr2.2014.12.014

and assessment

(2011).

transects: mean

Frontiers in Marine Science | www.frontiersin.org

July 2019 | Volume 6 | Article 452


https://doi.org/10.1175/JTECH-D-11-00129.1
https://doi.org/10.1016/0967-0637(95)97154-Z
https://doi.org/10.1029/2007GL032912
https://doi.org/10.1029/2009JC005926
https://doi.org/10.1016/j.pocean.2007.01.015
https://doi.org/10.1175/1520-0469(2002)059<1041:NPOTNH>2.0.CO;2
https://doi.org/10.1016/j.pocean.2014.11.004
https://doi.org/10.2151/sola.2017-030
https://doi.org/10.5670/oceanog.2017.213
https://doi.org/10.1175/JCLI-D-12-00571.1
https://doi.org/10.1175/2008JCLI2690.1
https://doi.org/10.1175/2010JCLI3346.1
https://doi.org/10.1175/1520-0442(2002)015<2233:AGRTES>2.0.CO;2
https://doi.org/10.1175/2010JCLI3343.1
https://doi.org/10.1029/1999GL002370
https://doi.org/10.1038/ngeo2438
https://doi.org/10.1080/1755876X.2015.1049883
https://doi.org/10.1175/2008JPO3943.1
https://doi.org/10.1175/2007JPO3834.1
https://doi.org/10.1357/002224007780388694
https://doi.org/10.1175/JPO-D-10-05017.1
https://doi.org/10.1029/2012GL051106
https://doi.org/10.1029/2008GL037155
https://doi.org/10.1175/JCLI-D-18-0116.1
https://doi.org/10.1007/s10236-016-0959-6
https://doi.org/10.1002/2015JC011351
https://doi.org/10.1175/JCLI-D-15-0491.1
https://doi.org/10.1002/2017GL073227
https://doi.org/10.1038/nature09043
https://doi.org/10.1175/2008JCLI2259.1
https://doi.org/10.1029/2018JC014812
https://doi.org/10.1080/1755876X.2015.1022055
https://doi.org/10.1175/JTECH-D-15-0168.1
https://doi.org/10.1016/j.csr.2015.06.010
https://doi.org/10.1016/j.pocean.2004.07.002
https://doi.org/10.1016/j.pocean.2010.12.013
https://doi.org/10.1016/j.dsr.2004.07.005
https://doi.org/10.1016/j.jmarsys.2013.09.011
https://doi.org/10.1016/j.pocean.2007.03.002
https://doi.org/10.1016/j.dsr2.2014.12.014
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/marine-science#articles

Goni et al.

Global XBT Network

Nagano, A., Ichikawa, H., Yoshikawa, Y., Kizu, S., and Hanawa, K. (2012).
Variation of the southward interior flow of the North Pacific subtropical
gyre, as revealed by a repeat hydrographic survey. J. Oceanogr. 68, 361-368.
doi: 10.1007/s10872-012-0102-3

Nagano, A., Kizu, S., Hanawa, K., and Roemmich, D. (2016). Heat transport
variation due to change of North Pacific subtropical gyre interior flow during
1993-2012. Ocean Dyn. 66, 1637-1649. doi: 10.1007/s10236-016-1007-2

Nakamura, H., Sampe, T., Tanimoto, Y., and Shimpo, A. (2004). “Observed
associations among storm tracks, jet streams and midlatitude oceanic fronts,”
in Earth’s Climate: The Ocean-Atmosphere Interaction, Geophysical Monograph,
Vol. 147, American Geophysical Union (Washington, DC), 329-346.
doi: 10.1029/147GM18

Napolitano, E., Iacono, R., Ciuffardi, T., Reseghetti, F., Poulain, P. M,
and Notarstefano, G. (2018). The Tyrrhenian Intermediate Water (TIW):
characterization and formation mechanisms. Prog. Oceanogr. 170, 53-68.
doi: 10.1016/j.pocean.2018.10.017

Nieves, V., Willis, J. K, and Patzert, W. C. (2015). Recent hiatus
caused by decadal shift in Indo-Pacific heating. Science 349, 532-535.
doi: 10.1126/science.aaa4521

Oke, P. R,, Larnicol, G., Fujii, V., Smith, G. C., Lea, D. J,, Guinehut, S,
et al. (2015a). Assessing the impact of observations on ocean forecasts
and reanalyses: Part 1, Global studies. J. Oper. Oceanogr. 8, s49-s62.
doi: 10.1080/1755876X.2015.1022067

Oke, P. R., Larnicol, G., Jones, E. M., Kourafalou, V., Sperrevik, A. K., Carse,
F., et al. (2015b). Assessing the impact of observations on ocean forecasts
and reanalyses: Part 2, Regional applications. J. Oper. Oceanogr. 8, $63-s79.
doi: 10.1080/1755876X.2015.1022080

Olson, D. B., Brown, O. B., and Emmerson, S. R. (1983). Gulf Stream frontal
statistics from Florida Straits to Cape Hatteras derived from satellite and
historical data. J. Geophys. Res. 88, 4569-4577. doi: 10.1029/]JC088iC08p04569

Pezzi, L. P., Souza, R. B., Farias, P. C., Acevedo, O., and Miller, A. J. (2016). Air-sea
interaction at the Southern Brazilian Continental shelf: in situ observations. J.
Geophys. Res. 121, 6671-6695. doi: 10.1002/2016JC011774

Pilo, G. S., Oke, P. R,, Rykova, T., Coleman, R., and Ridgway, K. (2015). Do East
Australian current anticyclonic eddies leave the Tasman Sea? J. Geophys. Res.
120, 8099-8114. doi: 10.1002/2015]C011026

Polton, J. A,, Lenn, Y. D., Elipot, S., Chereskin, T. K., and Sprintall, J. (2013). Can
drake passage observations match Ekman’s classic theory? J. Phys. Oceanogr. 43,
1733-1740. doi: 10.1175/JPO-D-13-034.1

Reseghetti, F., Cheng, L., Borghini, M., Yashayaev, I. M., Raiteri, G., and
Zhu, J. (2018). Assessment of quality and reliability of measurements with
XBT Sippican T5 and T5/20. J. Atmos. Oceanic Tech. 35, 1935-1960.
doi: 10.1175/JTECH-D-18-0043.1

Rhein, M., Rintoul, S. R., Aoki, S., Campos, E., Chambers, D., Feely, R. A., et al.
(2013). “Observations: ocean,” in Climate Change 2013: The Physical Science
Basis. Contribution of Working Group I to the Fifth Assessment Report of the
Intergovernmental Panel on Climate Change, eds T. F. Stocker, D. Qin, G.-K.
Plattner, M. Tignor, S. K. Allen, J. Boschung, A. Nauels, Y. Xia, V. Bex and
P. M. Midgley (Cambridge, UK; New York, NY: Cambridge University Press),
255-315.

Ribotti, A., Sorgente, R., Olita, A., Orilia, F., Borghini, M., and Reseghetti, F.
(2016). Indication of recent warming process at the intermediate level in
the Tyrrhenian Sea from SOOP XBT measurements. Mediter. Mar. Sci. 17,
467-475. doi: 10.12681/mms.1196

Ridgway, K. R., Coleman, R. C., Bailey, R. J., and Sutton, P. (2008). Decadal
variability of East Australian current transport inferred from repeated high-
density XBT transects, a CTD survey and satellite altimetry. J. Geophys. Res.
113:C08039. doi: 10.1029/2007]C004664

Ridgway, K. R., and Dunn, J. R. (2003). Mesoscale structure of the mean
East Australian Current System and its relationship with topography. Prog.
Oceanogr. 56, 189-222. doi: 10.1016/S0079-6611(03)00004-1

Rintoul, S. R., Sokolov, S., and Church, J. (2002). A 6 year record of baroclinic
transport variability of the Antarctic circumpolar current at 140°E from
expendable bathythermograph and altimetry measurements. J. Geophys. Res.
107:19-1-19-22. doi: 10.1029/2001JC000787

Riser, S. C., Freeland, H. J., Roemmich, D., Wijffels, S., Troisi, A., Belbéoch, M.,
et al. (2016). Fifteen years of ocean observations with the global Argo array.
Nat. Clim. Change 6, 145-153. doi: 10.1038/nclimate2872

Roemmich, D., and Cornuelle, B. (1992). The subtropical mode waters of the
South Pacific Ocean. J. Phys. Oceanogr. 22, 1178-1187. doi: 10.1175/1520-
0485(1992)022<1178: TSMWOT>2.0.CO;2

Roemmich, D., and Gilson, J. (2001). Eddy transport of heat
thermocline waters in the North Pacific: a key to interannual/decadal
climate variability? J. Phys. Oceanogr. 31, 675-688. doi: 10.1175/1520-
0485(2001)031<0675:ETOHAT>2.0.CO;2

Roemmich, D., Gilson, J., Davis, R., Sutton, P., Wijffels, S., and Riser, S. (2007).
Decadal spin up of the deep subtropical gyre in the South Pacific. J. Phys.
Oceanogr. 37, 162-173. doi: 10.1175/JPO3004.1

Roemmich, D., Gilson, J., Willis, J., Sutton, P., and Ridgway, K. (2005). Closing the
time-varying mass and heat budgets for large ocean areas: the Tasman box. J.
Clim. 18, 2330-2343. doi: 10.1175/JCLI3409.1

Rossby, T., Flagg, C., Chafik, L, Harden, B, and Seiland, H. (2018). A
direct estimate of volume, heat, and freshwater exchange across the
Greenland-Iceland-Faroe-Scotland Ridge. J. Geophys. Res. 123, 7139-7153.
doi: 10.1029/2018]C014250

Rossby, T., Flagg, C., and Donohue, K. (2010). On the variability of Gulf Stream
transport from seasonal to decadal timescales. J. Mar. Res. 68, 503-522.
doi: 10.1357/002224010794657128

Rudnick, D. L. (2016). Ocean research enabled by underwater gliders. Ann. Rev.
Mar. Sci. 8, 519-541. doi: 10.1146/annurev-marine-122414-033913

Sallée, J. B., Speer, K., and Morrow, R. (2008). Response of the Antarctic
circumpolar current to atmospheric variability. J. Clim. 21, 3020-3039.
doi: 10.1175/2007JCLI1702.1

Schroeder, K., Chiggiato, J., Josey, S. A., Borghini, M., Aracri, S., and Sparnocchia,
S.(2017). Rapid response to climate change in a marginal sea. Scien. Rep. 7:4065.
doi: 10.1038/541598-017-04455-5

Shay, L. K., and Brewster, J. K. (2010). Oceanic heat content variability in the
eastern Pacific Ocean for hurricane intensity forecasting. Mon. Wea. Rev. 138,
2110-2131. doi: 10.1175/2010MWR3189.1

Shepard, T., Abraham, J. P., Schwalbach, D. S, Kane, S., Sigling, D,
and Harrington, T. (2014). Velocity and density effect on impact
force during water entry of spheres. ]. Geophys. Remote Sens. 3:129.
doi: 10.4172/2169-0049.1000129

Sherin, V. R., Durand, F., Gopalkrishna, V. V., Anuvinda, S., Chaitanya, A. V.
S., Bourdalle-Badie, R., et al. (2018). Signature of indian Ocean dipole on the
western boundary current of the Bay of Bengal. Deep Sea Res. 136, 91-106.
doi: 10.1016/j.dsr.2018.04.002

Shi, J.-R., Xie, S.-P., and Talley, L. D. (2018). Evolving relative importance of the
Southern Ocean and North Atlantic in anthropogenic ocean heat uptake. J.
Clim. 31, 7459-7479. doi: 10.1175/JCLI-D-18-0170.1

Sloyan, B. M., Ridgway, K. R., and Cowley, R. (2016). The east australian current
and property transport at 27°S from 2012 to 2013. J. Phys. Oceanogr. 46,
993-1008. doi: 10.1175/JPO-D-15-0052.1

Smith, N., Harrison, D., Bailey, R., Alves, O., Delcroix, T., Roemmich, K., et al.
(2001). “The upper ocean thermal network,” in From: Observing the Oceans in
the 21st Century, eds C. Koblinsky and N. Smith (Melbourne, VIC: Bureau of
Meteorology), 259-284.

Sprintall, J. (2003). Subsurface structure of interannual temperature anomalies
in the Australian sector of the Southern Ocean. J. Geophys. Res. 108:3285.
doi: 10.1029/2002]C001494

Sprintall, J. (2008). Long-term trends and interannual variability of temperature
in Drake Passage. Prog. Oceanogr. 77, 316-330. doi: 10.1016/j.pocean.2006.
06.004

Sprintall, J., Chereskin, T. K., and Sweeney, C. (2012). High-resolution underway
upper ocean and surface atmospheric observations in Drake Passage:
synergistic measurements for climate science. Oceanography 25, 70-81.
doi: 10.5670/0ceanog.2012.77

Sprintall, J., Gordon, A. L., Wijffels, S. E., Feng, M., Hu, S., Koch-Larrouy, A.,
et al. (2019). Detecting change in the Indonesian seas. Front. Mar. Sci. 6:257.
doi: 10.3389/fmars.2019.00257

Stephenson, G. R,, Gille, S. T., and Sprintall, J. (2012). Seasonal variability of
upper ocean heat content in Drake Passage. /. Geophys. Res. 117:C04019.
doi: 10.1029/2011JC007772

Stephenson, G. R., Gille, S. T., and Sprintall, J. (2013). Processes controlling
upper-ocean heat content in Drake Passage. . Geophys. Res. 118, 4409-4423.
doi: 10.1002/jgrc.20315

and

Frontiers in Marine Science | www.frontiersin.org

101

July 2019 | Volume 6 | Article 452


https://doi.org/10.1007/s10872-012-0102-3
https://doi.org/10.1007/s10236-016-1007-2
https://doi.org/10.1029/147GM18
https://doi.org/10.1016/j.pocean.2018.10.017
https://doi.org/10.1126/science.aaa4521
https://doi.org/10.1080/1755876X.2015.1022067
https://doi.org/10.1080/1755876X.2015.1022080
https://doi.org/10.1029/JC088iC08p04569
https://doi.org/10.1002/2016JC011774
https://doi.org/10.1002/2015JC011026
https://doi.org/10.1175/JPO-D-13-034.1
https://doi.org/10.1175/JTECH-D-18-0043.1
https://doi.org/10.12681/mms.1196
https://doi.org/10.1029/2007JC004664
https://doi.org/10.1016/S0079-6611(03)00004-1
https://doi.org/10.1029/2001JC000787
https://doi.org/10.1038/nclimate2872
https://doi.org/10.1175/1520-0485(1992)022<1178:TSMWOT>2.0.CO;2
https://doi.org/10.1175/1520-0485(2001)031<0675:ETOHAT>2.0.CO;2
https://doi.org/10.1175/JPO3004.1
https://doi.org/10.1175/JCLI3409.1
https://doi.org/10.1029/2018JC014250
https://doi.org/10.1357/002224010794657128
https://doi.org/10.1146/annurev-marine-122414-033913
https://doi.org/10.1175/2007JCLI1702.1
https://doi.org/10.1038/s41598-017-04455-5
https://doi.org/10.1175/2010MWR3189.1
https://doi.org/10.4172/2169-0049.1000129
https://doi.org/10.1016/j.dsr.2018.04.002
https://doi.org/10.1175/JCLI-D-18-0170.1
https://doi.org/10.1175/JPO-D-15-0052.1
https://doi.org/10.1029/2002JC001494
https://doi.org/10.1016/j.pocean.2006.06.004
https://doi.org/10.5670/oceanog.2012.77
https://doi.org/10.3389/fmars.2019.00257
https://doi.org/10.1029/2011JC007772
https://doi.org/10.1002/jgrc.20315
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/marine-science#articles

Goni et al.

Global XBT Network

Suthers, I. M., Young, J. W., Baird, M. E., Roughan, M., Everett, J. E., Brassington,
G. B, et al. (2011). The strengthening East Australian Current, its eddies and
biological effects - an introduction and overview. Deep Sea Res. 58, 538-546.
doi: 10.1016/j.dsr2.2010.09.029

Swart, N. C,, Gille, S. T., Fyfe, J. C., and Gillett, N. P. (2018). Recent Southern
Ocean warming and freshening driven by greenhouse gas emissions and ozone
depletion. Nat. Geosci. 11, 836-841. doi: 10.1038/s41561-018-0226-1

Swart, S., Speich, S., Ansorge, 1. J., Goni, G. J., Gladyshev, S., and Lutjeharms, J.
R. E. (2008). Transport and variability of the Antarctic Circumpolar Current
south of Africa. J. Geophys. Res. 113:C09014. doi: 10.1029/2007JC004223

Thadathil, P., Ghosh, A. K., Sarupria, J. S., and Gopalakrishna, V. V. (2001). An
interactive graphical system for XBT data quality control and visualization.
Comp. Geosci. 27, 867-876. doi: 10.1016/S0098-3004(00)00172-2

Thadathil, P., Saran, A. K. Gopalakrishna, V. V., Vethamony, P., and
Araligidad, N. (2002). XBT fall rate in waters of extreme temperature: a
case study in the Antarctic Ocean. J. Atmos. Oceanic Tech. 19, 391-397.
doi: 10.1175/1520-0426-19.3.391

Thompson, A. F., Gille, S. T., MacKinnon, J. A., and Sprintall, J. (2007). Spatial and
temporal patterns of small-scale mixing in Drake Passage. J. Phys. Oceanogr. 37,
572-592. doi: 10.1175/JPO3021.1

Todd, R., Goes, M., Baringer, M., Dong, S., Goni, G., Volkov, D., et al. (2019).
Global Perspectives on observing ocean boundary current systems. Front.
Marine Sci. 6:423. doi: 10.3389/fmars.2019.00423

Tonani, M., Balmaseda, M., Bertino, L., Blockley, E., Brassington, G., Davidson, F.,
et al. (2015). Status and future of global and regional ocean prediction systems.
J. Oper. Oceanogr. 8, s201-s220. doi: 10.1080/1755876X.2015.1049892

Tsubouchi, T., Suga, T., and Hanawa, K. (2007). Three types of South Pacific
subtropical mode waters: Their relation to the large-scale circulation of the
South Pacific Subtropical Gyre and their temporal variability. J. Phys. Oceanogr.
37, 2478-2490. doi: 10.1175/JPO3132.1

Uehara, H., Kizu, S., Hanawa, K., Yoshikawa, Y., and Roemmich, D. (2008).
Estimation of heat and freshwater transports in the North Pacific using high-
resolution expendable bathythermograph data. J. Geophys. Res. 113:C02014.
doi: 10.1029/2007JC004165

Verdy, A., Cornuelle, B., Mazloff, M. R., and Rudnick, D. L. (2017). Estimation of
the tropical pacific ocean state 2010-13. J. Atmos. Oceanic Tech. 34, 1501-1517.
doi: 10.1175/JTECH-D-16-0223.1

Vignudelli, S., Cipollini, P., Reseghetti, F., Fusco, G., Gasparini, G.
P, and Manzella, G. M. R. (2003). Comparison between XBT data

and TOPEX/Poseidon satellite
area. Ann. Geophys. Atmos.
doi: 10.5194/angeo-21-123-2003

Von Schuckmann, K., Le Traon, P. Y., Aaboe, S., Fanjul, E. A, Autret,
E., and Axell, L. (2018). Copernicus marine service ocean state
report. J. Oper. Oceanogr. 11, S1-S142. doi: 10.1080/1755876X.2018.14
89208

Wang, B., Liu, J., Kim, H.-J., Webster, P. J., and Yim, S.-Y. (2012). Recent change
of the global monsoon precipitation (1979-2008). Clim. Dyn. 39, 1123-1135.
doi: 10.1007/s00382-011-1266-z

Wijffels, S., and Meyers, G. (2004). An intersection of oceanic waveguides:
variability in the indonesian throughflow region. J. Phys. Oceanogr. 34,
1232-1253. doi: 10.1175/1520-0485(2004)034<1232: AIOOWV>2.0.CO;2

Wijffels, S. E., Willis, J., Domingues, C. M., Barker, P., White, N. J., Gronell,
A., et al. (2008). Changing expendable bathythermograph fall rates and their
impact on estimates of thermosteric sea level rise. J. Clim. 21, 5657-5672.
doi: 10.1175/2008]CLI2290.1

WMO (2015a). Manual on Codes. Vol. I.2. WMO-306. WMO, Geneva. ISBN:978-
92-63-10306-2.

WMO (2015b). Manual on the Global Telecommunication System. WMO-386.
WMO, Geneva. ISBN: 978-92-63-10386-4.

Zilberman, N. V., Roemmich, D. H,, Gille, S. T., and Gilson, J. (2018). Estimating
the velocity and transport of western boundary current systems: a case study
of the East Australian Current near Brisbane. J. Atmos. Oceanic Tech. 35,
1313-1329. doi: 10.1175/JTECH-D-17-0153.1

altimetry
Hydrospheres

in the ligurian-tyrrhenian
Space  Sci. 21, 123-135.

Conflict of Interest Statement: The authors declare that the submitted work
was not carried out in the presence of any personal, professional, or financial
relationships that could potentially be construed as a conflict of interest.

Copyright © 2019 Goni, Sprintall, Bringas, Cheng, Cirano, Dong, Domingues, Goes,
Lopez, Morrow, Rivero, Rossby, Todd, Trinanes, Zilberman, Baringer, Boyer, Cowley,
Domingues, Hutchinson, Kramp, Mata, Reseghetti, Sun, Bhaskar TVS and Volkov.
This is an open-access article distributed under the terms of the Creative Commons
Attribution License (CC BY). The use, distribution or reproduction in other forums
is permitted, provided the original author(s) and the copyright owner(s) are credited
and that the original publication in this journal is cited, in accordance with accepted
academic practice. No use, distribution or reproduction is permitted which does not
comply with these terms.

Frontiers in Marine Science | www.frontiersin.org

102

July 2019 | Volume 6 | Article 452


https://doi.org/10.1016/j.dsr2.2010.09.029
https://doi.org/10.1038/s41561-018-0226-1
https://doi.org/10.1029/2007JC004223
https://doi.org/10.1016/S0098-3004(00)00172-2
https://doi.org/10.1175/1520-0426-19.3.391
https://doi.org/10.1175/JPO3021.1
https://doi.org/10.3389/fmars.2019.00423
https://doi.org/10.1080/1755876X.2015.1049892
https://doi.org/10.1175/JPO3132.1
https://doi.org/10.1029/2007JC004165
https://doi.org/10.1175/JTECH-D-16-0223.1
https://doi.org/10.5194/angeo-21-123-2003
https://doi.org/10.1080/1755876X.2018.1489208
https://doi.org/10.1007/s00382-011-1266-z
https://doi.org/10.1175/1520-0485(2004)034<1232:AIOOWV>2.0.CO;2
https://doi.org/10.1175/2008JCLI2290.1
https://doi.org/10.1175/JTECH-D-17-0153.1
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/marine-science#articles

'.\' frontiers

in Marine Science

MINI REVIEW
published: 24 July 2019
doi: 10.3389/fmars.2019.00358

OPEN ACCESS

Edited by:
John Siddorn,
Met Office, United Kingdom

Reviewed by:

Sophie E. Cravatte,

Institut de Recherche pour le
Développement (IRD), France
Bablu Sinha,

University of Southampton,
United Kingdom

*Correspondence:
Zoltan B. Szuts
zszuts@apl.washington.edu

*Retired, Asheville, NC, United States

Specialty section:

This article was submitted to
Ocean Observation,

a section of the journal
Frontiers in Marine Science

Received: 01 November 2018
Accepted: 12 June 2019
Published: 24 July 2019

Citation:

Szuts ZB, Bower AS,

Donohue KA, Girton JB,
Hummon JM, Katsumata K,
Lumpkin R, Ortner PB, Phillips HE,
Rossby HT, Shay LK, Sun C and
Todd RE (2019) The Scientific
and Societal Uses of Global
Measurements of Subsurface
Velocity. Front. Mar. Sci. 6:358.
doi: 10.3389/fmars.2019.00358

Check for
updates

The Scientific and Societal Uses of
Global Measurements of Subsurface
Velocity

Zoltan B. Szuts'™, Amy S. Bower?, Kathleen A. Donohue?, James B. Girton?,
Julia M. Hummon*, Katsuro Katsumata®, Rick Lumpkin¢, Peter B. Ortner?,
Helen E. Phillipsé, H. Thomas Rossby?, Lynn Keith Shay?, Charles Sun®t and
Robert E. Todd?

" Applied Physics Laboratory, University of Washington, Seattle, WA, United States, 2 Woods Hole Oceanographic Institution,
Woods Hole, MA, United States, ° Graduate School of Oceanography, The University of Rhode Island, Narragansett, R,
United States, * School of Ocean and Earth Science and Technology, University of Hawai’i at Manoa, Honolulu, Hi,

United States, ° Research and Development Center for Global Change, Japan Agency for Marine-Earth Science

and Technology, Yokosuka, Japan, ° Atlantic Oceanographic and Meteorological Laboratory (NOAA), Miami, FL,

United States, 7 Rosenstiel School of Marine and Atmospheric Sciences, University of Miami, Miami, FL, United States,

8 Institute for Marine and Antarctic Studies, University of Tasmania, Hobart, TAS, Australia, ° National Centers for
Environmental Information (NOAA), Asheville, NC, United States

Ocean velocity defines ocean circulation, yet the available observations of subsurface
velocity are under-utilized by society. The first step to address these concerns is to
improve visibility of and access to existing measurements, which include acoustic
sampling from ships, subsurface float drifts, and measurements from autonomous
vehicles. While multiple programs provide data publicly, the present difficulty in finding,
understanding, and using these data hinder broader use by managers, the public, and
other scientists. Creating links from centralized national archives to project specific
websites is an easy but important way to improve data discoverability and access.
A further step is to archive data in centralized databases, which increases usage by
providing a common framework for disparate measurements. This requires consistent
data standards and processing protocols for all types of velocity measurements. Central
dissemination will also simplify the creation of derived products tailored to end user
goals. Eventually, this common framework will aid managers and scientists in identifying
regions that need more sampling and in identifying methods to fulfill those demands.
Existing technologies are capable of improving spatial and temporal sampling, such as
using ships of opportunity or from autonomous platforms like gliders, profiling floats, or
Lagrangian floats. Future technological advances are needed to fill sampling gaps and
increase data coverage.

Keywords: velocity, ocean measurements, subsurface, database, sampling network, ADCP, autonomous vehicle,
floats

INTRODUCTION

Ocean circulation plays a critical role in the Earths climate and biosphere through transport
of heat, freshwater, momentum, nutrients, and biota. Ocean circulation, in turn, arises from
ocean velocity that is driven by processes on a wide range of temporal and spatial scales.
Although most of our knowledge of ocean circulation derives from indirect measurements
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(e.g., subsurface density or sea surface height), such
measurements assume a low-frequency balance (geostrophy)
that is incomplete. For this reason, direct measurements of
subsurface ocean velocity are indispensable for a full diagnosis
of ocean circulation. Better organization and dissemination of
such measurements to societal users will increase the utility of
historic, on-going, and future measurements.

Velocity measurements from the surface through the mixed
layer to the abyss complement our indirect knowledge from
density observations. For example, a pioneering use of public
temperature and salinity data to calculate geostrophic velocity
(Reid, 1994) traced deep boundary currents along the western
continental slope of the North Atlantic. At the time, the
currents were thought to be continuous along the slope.
Seeding these currents with subsurface drifting floats (Bower
et al, 2009), however, showed a striking lack of continuity
and the prevalence of interior recirculation. Many other types
of motion are responsible for the wide range of ocean
variability observed: planetary waves (Gill, 1982), baroclinic
instability and eddy generation in strong currents (Pedlosky,
1979), internal waves, transfer of wind momentum into the
deep ocean (Sanford et al, 2007; Uhlhorn and Shay, 2012;
Kilbourne and Girton, 2015), or ocean mixing (MacKinnon
et al, 2017). Direct-velocity measurements provide greater
insight into these processes than the indirect inferences from
the ocean density field. Moreover, geostrophy does not apply
at the equator, and is less significant at weakly stratified high
latitudes where strong depth-averaged motion results from
atmospheric forcing.

This article is spurred by a sense that the marine community
has limited knowledge of existing ocean velocity sampling.
Consider two anecdotes. An ocean engineer needs to identify
the maximum force a subsurface structure can withstand and
seeks maps of observed subsurface velocity. Not knowing of any
local observations, the engineer’s team turns instead to numerical
models. Without personal contacts familiar with local direct
velocity measurements, the ocean engineer assumes that existing
information is adequate. In another example, to understand
larval transport, a researcher requests maps of deep ocean
velocity. With only maps of mean geostrophic circulation from
historical hydrography, the important turbulent dispersion of
biota is neglected. Although anecdotal, these two examples are
a subset of our personal experiences and accurately reflect an
inadequacy of the present situation.

Many marine fields are influenced by ocean currents and could
benefit from existing observations. Example applications include
larval dispersal for management of fisheries and ecosystems,
oil spill response to deep or surface release (Hamilton et al.,
2011, search and rescue operations, monitoring and tracking
harmful algal blooms, coastal water quality monitoring, and
marine engineering applications. With this article, we summarize
present-day sampling capabilities and suggest improvements
to data accessibility, as a first step to increase societal
use of subsurface velocity measurements. Our suggestions to
reach this goal deserve further discussion, modification, and
implementation by scientists who measure ocean velocity,
funders of this research, and potential users.

MEASURING SUBSURFACE OCEAN
VELOCITY

Ocean velocity is measured by a variety of techniques with
differing temporospatial response. An overview of common
sensors or techniques is needed to understand how to
create common frameworks from disparate measurements.
Selected examples (Figure 1) convey the insight provided by
velocity sampling.

Sensor Techniques

Acoustic Doppler

Acoustic Doppler current measurements rely on the frequency
shift of an acoustic signal when it reflects off of a moving body.
Acoustic Doppler current profilers (ADCPs) transmit acoustic
pulses and fit Doppler shifts to gated time bins, thus providing
a profile of along-beam velocity. Acoustic beams oriented in
multiple directions resolve currents in 2 or 3 dimensions.
Typically, ensembles of single-ping estimates are averaged over a
few minutes to improve signal-to-noise ratios. Modern systems
installed on ships can typically reach 900-1200 m at 38 kHz
or 50-80 m at 300 kHz, and sometimes deeper under ideal
conditions. Five-beam systems with a central beam pointing
upwards are available to measure vertical velocity (e.g., Guerra
and Thomson, 2017).

Acoustic Doppler current profilers can be installed on fixed
moorings or on moving platforms. Any platform motion present
needs to be removed during processing. Moving platforms
include surface ships (shipboard ADCP, sADCP, see Figure 1a),
CTD rosettes (lowered ADCP; Fischer and Visbeck, 1993), or
increasingly on small autonomous platforms such as subsurface
gliders (Todd et al., 2017) or surface autonomous vehicles
(Thomson and Girton, 2017). The depth of ADCP sampling is
only constrained by its platform.

Lagrangian Tracking

Acoustic tracking of subsurface floats provides estimates of
averaged Lagrangian velocity between positions fixes (see Rossby
and Ozgokmen, 2007). Long range acoustic tracking is possible
because of a sound guide at 700-1000 m throughout much of
the global ocean. This fact permits successful tracking down
to 4000 m with a few moored sound sources transmitting a
few times per day. When applied to tracking 10-100 floats that
follow a constant pressure or seawater density surface (RAFOS
floats; Levine et al., 1986; Rossby et al, 1986; Richardson,
2018), this method traces advective-diffusive pathways of water
parcels over years. For example, a recent study in the deep
subpolar North Atlantic (Figure 1b; Bower et al., 2009) found
that the Deep Western Boundary Current is remarkably leaky
to the interior basin despite being topographically trapped.
This tracking method is also useful in Polar Regions where ice
hinders surface tracking (Chamberlain et al., 2018). Multicycle
profiling floats can also estimate their subsurface drift velocity
from surface GPS fixes (Lebedev et al., 2007), typically over
a 10-day interval, while frequent surface fixes track surface
drifters (Lumpkin et al., 2016a).
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FIGURE 1 | Examples of velocity data. (a) Variance ellipses from repeated Shipboard ADCP transects across the Gulf Stream (e.g. Rossby et al., 2010). Long
time-series are needed to show that variability on the flanks is directed toward the center of the Gulf Stream. (b) Map of subsurface pathways from Lagrangian
drifters (Bower, pers. comm.). Color shows the normalized temperature anomaly relative to the float’s initial temperature. These 2-year trajectories of RAFOS floats in
the subpolar North Atlantic show how they almost exclusively leave the deep boundary-intensified southward current, and instead recirculate in the interior basin. (c)
Velocity at 200 dbar (red) and 1500 dbar (blue) from electric field profiling floats in a topographically-induced meander of the Antarctic Circumpolar Current, with
branches of the Antarctic Circumpolar Current from concurrent satellite altimetry shown as dashed lines (Phillips, pers. comm.). Note how vertical shear varies
consistently for cyclonic (marked “C”) and anticyclonic (marked “A”) curvature, and how surface fronts are often crossed by deep trajectories.

Point Sensors

Point sensors are typically installed on moorings that sample
regional circulation. Mooring designs have great variety
depending on the research focus, and are even possible on
moving sea-ice (Cole et al., 2015). When many moorings are
collected into databases (Figure 2B), they provide high temporal
resolution velocity that are suitable for additional purposes, from
scientific (e.g., Wunsch, 1997) to societal (tracking deep oil spills
in the Gulf of Mexico, e.g., Hamilton et al., 2011).

Motional Induction

Horizontal water velocity is obtainable by measuring oceanic
electric fields caused by salt ions moving through the Earth’s
magnetic field (Sanford, 1971). The relation between velocity and
electric field is simple and provides a near instantaneous response
anywhere in the water column. Electric field measurements
are possible from multiple platforms (see review by Szuts,
2012): fixed sensors give time-series of depth-averaged velocity
(Meinen et al., 2002) or transport (Larsen and Sanford, 1985;
Szuts and Meinen, 2013), while implementation on expendable

(Sanford et al., 1982) or multicycle profiling floats (Sanford
etal., 2007; Kilbourne and Girton, 2015) provides vertical profiles
of horizontal velocity. Example data in the Southern Ocean
(Figure 1c; Phillips and Bindoff, 2014), shows how vertical
shear in the Antarctic Circumpolar Current varies with meander
curvature, and how surface streamlines identified by fronts are
often crossed by deep trajectories.

Existing Sustained Programs That

Measure Ocean Velocity

There are three categories of platforms onto which velocity
sensors can be mounted: fixed in space (Eulerian), drifting with
currents (Lagrangian), or self propelling. There are a few existing
velocity sampling networks that are formed by a distributed array
of similar platforms.

Shipboard ADCP Records

Oceanographic vessels are outfitted with sSADCPs as standard
instrumentation, and many countries archive measurements
made from their research vessels. For the United States UNOLS
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FIGURE 2 | Data available from two recently created archives (see text). From
the NOAA National Centers for Environmental Information (NCEI) Global
Ocean Currents Database (GOCD), two screen shots show (A) shipboard
ADCP data (which includes data from the Joint Archive for Shipboard
Acoustic Doppler Current Profiler Data, JASADCP; and the Rolling Deck to
Repository, (R2R, funded by the National Science Foundation and the Office
of Naval Research), and (B) mooring data. (C) Trajectories of RAFOS floats
from the WOCE Subsurface Float Data Assembly Center, updated through
December 2017. Colors indicate depth (legend in upper left).

fleet, data acquisition and automated preliminary processing
is performed by the UHDAS program from the University of
Hawaii. This system provides near real-time ocean currents for
scientific and operational use at sea. If this dataset is subsequently
manually calibrated and edited, the final data product can be
submitted to the Joint Archive for Shipboard Acoustic Doppler
Current Profiler Data (JASADCP), a repository for science-
ready sADCP data.

Commercial vessels can also be outfitted with SADCP sensors
for making measurements along their frequently repeated tracks.
The oldest sustained program is a line from New Jersey to
Bermuda using the commercial cargo vessel MV Oleander
(Flagg et al., 1998; Rossby et al., 2010, 2014), which collects
transects across the Gulf Stream. These data are well suited for
validating models, and show (Figure 1a) that velocity variability
across the Gulf Stream is highest on the flanks and is directed
toward the center.

Other instrumented commercial vessels include cruise ships
in the Caribbean (Rousset and Beal, 2010) and ferries and

cargo vessels in the North Atlantic and Nordic Seas (Rossby
and Flagg, 2012). Instrumenting additional commercial vessels
with sSADCPs would expand repeat sampling of upper ocean
velocity. Additional insight can be added to such systems by
expendable temperature probes (Goni et al.,, 2014), especially
if deployed adaptively based on sSADCP measurements (Rossby
et al,, 2011), or by adding collocated meteorological, surface
ocean, and biological measurements (OceanScope, 2012).

Mooring Database

Collecting many mooring records together enables new
consideration of measurements that are often collected for a
specific regional purpose. One database is provided by Oregon
State University', while some long-duration programs serve
data on their own sites (e.g., the 26°N RAPID Overturning
Array®) or on national servers. Included in this category are
mooring programs that maintain arrays intended for measuring
ocean transport through a combination of velocity and density
measurements (e.g., RAPID, OSNAP?, Agulhas System Climate
Array*), or other techniques (Florida Current transport from
cable voltages®). A sustained global array of equatorial moorings
(TAO/TRITON, PIRATA, RAMA), supported by multi-national
collaborations and publicly available®, is especially important to
understand non-geostrophic equatorial currents and for model
validation (e.g., Kessler et al., 2003).

Argo Network of Drifting Profiling Floats

Although primarily a system for measuring temperature and
salinity profiles (Riser et al., 2016), the profiling floats used by
Argo measure Lagrangian displacement at 1000 m over 10 days.
Argo drift velocities are available from the YoMaHa'07 database
(Lebedev et al., 2007), which is now regularly updated and
publicly available’. It is based on Argo data from the Global
Data Assembly Center (GDAC)®. Detailed quality control and
gridding of drift velocities are available from multiple sources
(G-YoMaHa, Katsumata and Yoshinari, 2010; ANDRO, Ollitrault
and Rannou, 2013; GADV, Gray and Riser, 2014).

Subsurface Float Drifts

Lagrangian tracks of RAFOS-style float trajectories from many
regional studies are now archived and publicly available (Ramsey
et al., 2018). Originally compiled by the WOCE Subsurface
Float Data Assembly Center in Woods Hole, this comprehensive
database is now maintained by NOAA/AOML’. Float positions
are typically at a temporal resolution of 12 h. As of the latest
update (December 2017), the database had trajectories from 2,193
unique floats, half above 1000 dbar and spanning 1972-2015.

Uhttp://kepler.oce.orst.edu/

Zhttp://www.rsmas.miami.edu/users/mocha

*https://www.o-snap.org
*https://beal-agulhas.rsmas.miami.edu/research/projects/asca/index.html
Shttp://www.aoml.noaa.gov/phod/floridacurrent/index.php
Chttps://www.pmel.noaa.gov/gtmba/
“http://apdrc.soest.hawaii.edu/projects/ Argo/data/trjctry
Shttp://www.coriolis.eu.org or http://www.usgodae.org/argo

“http://www.aoml.noaa.gov/phod/float_traj
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Another data repository for subsurface floats can be found at the
PANGAEA data repository'.

RECOMMENDATIONS FOR INCREASED
SOCIETAL USE OF OCEAN CURRENTS

Direct measurements of ocean velocity provide insight into
the ocean that can aid societal decisions in many domains
to respond to and manage the ocean environment. There
is a strong need for improving communication pathways
and building dissemination infrastructure to bring together
researchers and end users.

Potential End User Applications

Although ocean circulation is fundamental to many societal users
of the marine environment, ease of use and applicability are
critical for end users to be able to use velocity measurements.
Developing derived products for specific applications will require
joint discussion between communities.

Similar to other types of observations, velocity observations
have clear uses with numerical models. The simplest use
is for model validation, to quantify and improve how well
models represent the real ocean. Validation can extend
beyond mean velocity to include velocity variability, for
example to test whether a known subsurface maximum
of eddy kinetic energy is reproduced. This is similar to
diagnosing Gulf Stream separation latitude based on surface
maps of eddy Kkinetic energy. More formalized use, such
as through assimilation into models (Taillandier et al,
2006), will need large advances in understanding velocity
structures in space and time, or increased sampling density.
One example of model improvement comes from tropical
cyclone studies, where measuring the ocean response to
winds with electromagnetic velocity profilers (expendable
and multi-cycle) enabled an improved parameterization of
wind input of momentum that has increased the skill of
coupled model forecasts (Shay and Jacob, 2006; Sanford
et al, 2011). The Global Drifter Program (GDP, Lumpkin
et al, 2016a,b) found that derived products like monthly-
averaged maps are often preferred by modelers. Once data
are accessible from a single source, then derived products
with more uniform spatial or temporal information will be
easier to create.

Another use of ocean velocity sampling is to relate remote
sensing measurements to subsurface structure (e.g., Chiswell,
2016). This is necessary now for coastal high frequency radar
that measures surface currents (Paduan et al, 2004) and
for satellite measurements of sea surface height, temperature,
or salinity. Though global surface maps have a wide range
of applications, fully understanding the subsurface ocean
requires measurements in the water column. Tying subsurface
velocity to surface conditions will be especially important for
upcoming and proposed satellite missions that will sample
the ocean at submesoscales (SWOT, US NASA/French CNES)

Ohttps://www.pangaea.de

and will potentially provide direct measurements of surface
velocities (SKIM from the European Space Agency, Ardhuin
et al, 2018; or WaCM from NASA in the United States of
America, Chelton et al., 2018).

Data Access

The first step for broader use of velocity observations is better
visibility and accessibility. Improving data processing and data
management should receive dedicated and systematic support
from funding agencies and institutions. The infrastructure
for disseminating ocean velocity should be developed
now, so that new and emerging capabilities to measure
subsurface velocity can be fully utilized as soon as they
become available.

Much progress has been made toward this goal through
two newly released databases that deserve wider awareness in
our community. The United States NOAA National Centers
for Environmental Information (NCEI) released a Global
Ocean Current Database (GOCD)" on 21 July 2015 (Sun,
2018). The database includes measurements from shipboard
ADCPs and current meter moorings, and has developed
archiving formats and quality control procedures (Sun, 2015).
Screen shots of coverage maps for two instrument categories
(Figures 2A,B) show higher density near coasts and in the
northern hemisphere. The GOCD has also created archive-
ready velocity file formats suitable for many platforms and
sensors. A second database, also released in the past year,
archives subsurface float tracks (Ramsey et al, 2018; see
description in section “Data Access”). Although studies with
acoustically tracked floats have predominantly been done in
the Atlantic Basin (Figure 2C) to study regional circulation,
the compilation of these data now permits additional studies,
from comparative analyses to basin-wide model validation
studies. Additional work is needed, however, to cover more
velocity sampling programs, create archiving standards for
all types of velocity measurements, and, ideally, provide a
common access point.

In addition to the two active subsurface velocity databases
above, our suggestions are informed by the experience of
two databases for surface velocity, the NOAA Global Drifter
Program" that uses low-cost GPS-tracked surface drifters
(Lumpkin et al.,, 2016b), and a network of coastal radars for
surface velocity as part of the U.S. Integrated Ocean Observing
System". Though these two programs only sample the surface,
their data dissemination strategies and user groups provide
positive examples.

Limitations of Present-Day Velocity
Sampling

Without an easy way to summarize all present sampling, it is
hard to evaluate coverage of existing programs and fill potential
holes in global sampling. The coverage maps (Figure 2) highlight

"https://www.nodc.noaa.gov/gocd/index.html
2http://www.aoml.noaa.gov/phod/gdp/index.php
Bhttps://hfradar.ioos.us
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the limited sampling outside of the northern hemisphere
and Atlantic basin. Temporal coverage is also necessary
to resolve seasonal patterns or high frequency variability
that impact net fluxes or transports. The community
should use existing technologies and platforms to fill these
gaps in the short term, coordinated through existing or
new sampling programs. Possibilities include collecting
ADCP measurements from autonomous vehicles, expanding
partnerships  with the merchant marine community,
deploying velocity profiling floats globally for long duration
missions, or sampling subsurface connectivity with tracked
Lagrangian floats. In the long term, we must identify
new technologies, cost savings, or implementations that
increase data return.

SUMMARY OF RECOMMENDATIONS

This article aims to increase use of subsurface ocean velocity
measurements beyond their originating community to meet
societal needs. The recommendations above fall into three
broad categories:

Provide Centralized Access
e Improve visibility and accessibility of existing programs
through a common access point
o Contribute, archive and disseminate data from centralized
database (e.g., NCEI GOCD)
e Develop data repository standards and format converters
for common methods of measuring velocity

Identify and Meet Users Needs

e Define end-user requirements for data formats

o Identify derived products through discussion with potential
users. Examples uses include assimilation for numerical
models, combining multiple data sets for model validation,
interpreting surface satellite observations, or using
profiler measurements to improve coupled models that
forecast storm events.

Support Data Management and Improve
Sampling
e Provide funding and institutional support for data
management
e With collaborating agencies, develop data servers, data
formats, format converters, and meta-data standards
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Hamburg, Germany, ” Center for Ocean-Atmospheric Prediction Studies, Florida State University, Tallahassee, FL,
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The International Comprehensive Ocean-Atmosphere Data Set (ICOADS) is a collection
and archive of in situ marine observations, which has been developed over several
decades as an international project and recently guided by formal international
partnerships and the ICOADS Steering Committee. ICOADS contains observations
from many different observing systems encompassing the evolution of measurement
technology since the 18th century. ICOADS provides an integrated source of
observations for a range of applications including research and climate monitoring, and
forms the main marine in situ surface data source, €.g., near-surface ocean observations
and lower atmospheric marine-meteorological observations from buoys, ships, coastal
stations, and oceanographic sensors, for oceanic and atmospheric research and
reanalysis. ICOADS has developed ways to incorporate user and reanalyses feedback
information associated with permanent unique identifiers and is also the main repository
for data that have been rescued from ships’ logbooks and other marine data digitization
activities. ICOADS has been adopted widely because it provides convenient access to a
range of observation types, globally, and through the entire marine instrumental record.
ICOADS has provided a secure home for such observations for decades. Because of
the increased volume of observations, particularly those available in near-real-time, and
an expansion of their diversity, the ICOADS processing system now requires extensive
modernization. Based on user feedback, we will outline the improvements that are
required, the challenges to their implementation, and the benefits of upgrading this
important and diverse marine archive and distribution activity.

Keywords: surface, in situ, observations, marine meteorology, ocean, climate, data management
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ICOADS HISTORY AND COMMUNITY
DEVELOPMENT

The International Comprehensive Ocean-Atmosphere Data
Set (ICOADS) Release 3 (R3.0) is the largest collection of
surface marine observations spanning from 1662 to the present
day (Freeman et al, 2017). The dataset is a collection of
environmental observations from a range of marine observing
platforms as shown in Figure 1. Many of the data originate from
ships, but since the 1970s buoys and other platforms began to
emerge and gain popularity in the observing system.

The original COADS was released in 1985 (Slutz et al., 1985)
providing open access to individual reports from the surface
marine climate record for the first time. Observations include a
range of surface Essential Climate Variables (ECV's) and Essential
Ocean Variables (EOVs) (Bojinski et al., 2014) from ships,
moored and drifting buoys, fixed platforms and other types of
measurement platforms. These individual observations underpin
gridded monthly climate summary statistics for sea surface
temperature (SST), air temperature, humidity, sea level pressure,
wind speed and components, and cloud cover. These statistics
are produced at 2° and 1° spatial resolution dating back to
1800 and 1960, respectively. The ICOADS summaries have been
superseded for most applications by more sophisticated products
offering improvements in quality control (QC), treatment of
uncertainty, bias adjustment, or statistical infilling of unobserved
regions or periods, for specific variables. Such products are
the foundation of climate monitoring, for example providing
the marine component of estimates of Global Mean Surface
Temperature (GMST) that defines the ambition of the UN
Framework Convention on Climate Change (UNFCCC) and
the resulting Paris Agreement to prevent dangerous climate
change (e.g., Huang et al, 2017; Kent et al, 2019). These
products are based on ICOADS individual observations because
they provide traceable access to data in a uniform format
regardless of its source.

The ICOADS has evolved from a United States-centric
effort to an international collaboration, emphasizing the T
in ICOADS. Since 2014, developments have been guided in
partnership between the United States National Oceanic and
Atmospheric Administration’s (NOAA) National Centers for
Environmental Information (NCEI), the National Center for
Atmospheric Research (NCAR), the Florida State University
(FSU), and internationally with organizations including
Deutscher Wetterdienst (DWD, Germany), the National
Oceanography Centre (NOC, United Kingdom) and the Met
Office (United Kingdom). NOAA/NCEI have responsibility for
the day-to-day operation and maintenance of ICOADS and
provide basic data access and periodic full updates. NCAR
provides enhanced access to ICOADS that supports data
subsetting and alternative data formats and provides access to
“value-added” data products and metadata. The other partners
provide expertise to ICOADS, access to new observations, and
ad hoc support, e.g., with testing, answering user questions,
and documentation.

Since 2017 the European Union Copernicus Climate Change
Service has provided funding for the modernization of processing

systems for marine climate data (C3S 311la Lot 2: Access to
observations from global climate data archives'). This has allowed
ICOADS partners (NOC and the Met Office) to develop new
systems for QC, harmonize and extend metadata and improve
duplicate identification for ICOADS observations. In partnership
with this activity NCEI have committed to incorporate these
improved systems into their ICOADS processing system,
requiring a major update to their current processing capability.

The ICOADS was created as an archive focusing on those
parameters typically measured by Voluntary Observing Ships
(VOS, Smith et al, 2019), and includes only observations
made near the surface and contains very limited reports of
biogeochemical parameters. Typical sampling intervals depend
on the observing platform type and range from hourly to daily.
Satellite measurements are outside the scope of ICOADS. The
archive has expanded in the past to include measurements
using new platform and sensor technologies, and observations at
higher frequencies, e.g., 10 or more reports per hour. However,
the extent to which ICOADS has the capability to incorporate
new types and higher data volumes, emerging or planned, is
presently unclear.

Since inception, ICOADS has been shaped and developed by
the user community, including through a series of workshops on
Advances in Marine Climatology (CLIMAR; JCOMM, 2015) and
on the Advances in the Use of Historical Marine Climate Data
(MARCDAT; JCOMM, 2016). The fifth session of the CLIMAR
series (CLIMAR-5) was hosted by DWD in Hamburg, Germany
in May 2019 and discussed and further developed community
needs and requirements prior to OceanObs’19.

A FOUNDATIONAL DATABASE

The ICOADS provides access to an archive of surface marine
measurements of ECVs and EOVs stretching back to the earliest
observations in the late 17th century and have been updated to
include data for the latest complete month. ICOADS provides
data from a range of different platform types, initially dominated
by reports from ships, but now representing a diverse range
including different types of buoys, fixed platforms and profilers.
Unlike archives for land data that have often separated data by
parameter (Thorne et al., 2018), ICOADS has kept multivariate
reports together, storing any parameters or metadata that could
not be accommodated in the main record in a data supplement.
In addition to the general community of scientists, the
primary user groups for ICOADS include dataset developers,
reanalysis centers, and the satellite community. Through
its use in many data products [e.g., HadSST3 (Kennedy
et al, 2011), HadISST (Rayner et al, 2003), ERSSTv5
(Huang et al., 2017), COBE-SST2 (Hirahara et al., 2014),
HadNMAT?2 (Kent et al., 2013), HadCRUT4 (Morice et al.,
2012), MLOST (Vose et al., 2012), NOAAGlobalTemp (Zhang
et al, 2019), GISTEMP (Hansen et al., 2010), WASWind
(Tokinaga and Xie, 2011), NOCv2.0 (Berry and Kent, 2009),
and HadCRUH (Willett et al., 2008)], and as input data

'https://climate.copernicus.eu/node/562
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FIGURE 1 | International Comprehensive Ocean-Atmosphere Data Set (ICOADS) processes data from many different platforms that feed into a wide variety of
products.

sources for assimilation into atmospheric, oceanic and coupled  (Rienecker et al,, 2011)] the impact of ICOADS is greatly
reanalyses [e.g., The 20th Century Reanalysis (Compo et al, amplified. Journal citations for these indirect user groups
2011), ERA-Interim (Dee et al., 2011), NCEP CFSR (Saha exceeded 8000 in 2017. Satellite applications include the iQuam
et al, 2010), SODA (Carton and Giese, 2008), and MERRA  in situ SST quality monitor (Xu and Ignatov, 2014), evaluation
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of heat flux products (Prytherch et al., 2015; Kinzel et al., 2016;
Liman et al., 2018), and SST assessments (Berry et al., 2018;
Tsamalis and Saunders, 2018).

Climate change monitoring and assessment (e.g.,
Intergovernmental Panel on Climate Change [IPCC], 2013),
the State of the Climate report (Blunden and Arndt, 2018),
the World Meteorological Organization (WMO) Statement on
the State of the Global Climate 2017 (World Meteorological
Organization [WMO], 2018) all require climate data records to
be updated, typically with the latest complete month or year.
ICOADS therefore produces monthly updates based on near real
time (NRT) data from the Global Telecommunications System
(GTS) to support such users. The current version is R3.0.1,
covering 2015 to the present.

Periodically, ICOADS produces new major releases (Slutz
et al., 1985; Woodruft et al.,, 1993, 1998, 2011; Worley et al,
2005; Freeman et al., 2017) which ingest new or improved data
sources, update data formats or processing methodology, and
may replace some NRT observations with data from selected
delayed mode archives. Every ICOADS release has ingested newly
available marine observations from data rescue activities and
R3.0 saw new data from citizen science initiatives (Old Weather,
Weather Detective), the atmospheric circulation reconstructions
over the Earth initiative (ACRE, Allan et al., 2011), and from
DWD, NCEI, the Australian Bureau of Meteorology, Woods
Hole Oceanographic Institute, and Environment Canada. Data
from delayed mode archives were updated, including from
the world ocean database 2013 (WOD; Boyer et al, 2013);
the Global Ocean Surface Underway Data (GOSUD) Project;
buoy measurements from the Global Tropical Moored Buoy
Array (McPhaden et al., 1998, 2009; Bourles et al., 2008) and
the Canadian Oceanography and Scientific Data archive; and
research vessel observations from the Shipboard Automated
Meteorological and Oceanographic System (SAMOS) initiative
(Smith et al., 2009, 2018). Significant extensions to data formats
included a report-level “unique identifier” to support applications
with requirements for detailed provenance, and new depth
referenced oceanographic data including seawater temperature,
salinity, nutrients, oxygen, and dissolved carbon elements from
the WOD (Boyer et al., 2013).

DATA ACCESS AND SERVICES

International Comprehensive Ocean-Atmosphere Data Set data
products are available from NCEI/NOAA, ESRL/PSD/NOAA
and NCAR’. NCAR provides access to the products in the
native production ASCII International Marine Meteorological
Archive (IMMA) format, for individual observations (Smith
et al., 2016). This basic access is extended with user interfaces
that drive spatial, temporal, and parameter selection data
subsetting services, and output formats are provided in tabular
and comma-separated-value (CSV) ASCII. Subsetting has
numerous additional features that allow users to customize
output products, taking advantage of the extensive content

Zhttp://icoads.noaa.gov/products.html

in the IMMA format and ICOADS Value-added Database
(IVAD). Users are able to select standard or customized
QC levels, choose individual parameters and metadata, and
receive a full data record provenance in the output. IVAD
also has the unique capability to collect feedback from users
and to produce a rich history of the observations through
the data lifecycle. First, adjusted data values produced and
documented by community experts to address sampling
and instrumentation biases are provided as supplemental
attachments to the core observation records. Second,
assimilation feedback information from climate reanalysis
projects can be stored in IVAD and includes parameters
such as model bias corrections, first-guess values, and QC
flags. Both of these elements are provided in the full IMMA
records and can also be selected in the subsetting service
supported at NCAR.

ON-GOING WORK AND FUTURE
REQUIREMENTS

Marine archives rely on observations transmitted in NRT,
typically in support of weather forecasting operations. Whilst
many national weather prediction centers maintain their
own collections of such observations, as there is no formal
international system for the archival of and free access to
these data. ICOADS has implicitly fulfilled this role for surface
marine data, but this is a major task, even for the data
types currently supported. A major focus for ICOADS since
the production of R3.0.0 (Research Data Archive et al., 2016)
has been the transition to the Binary Universal Form for
the Representation of Meteorological Data (BUFR) format,
used for real-time transmissions on the GTS. A stand-
alone dataset of decoded binary format reports for buoys
and ships now exists and will be incorporated into a new
NRT product in the future, when all format translations are
fully validated.

The ICOADS serves users who need access to a broad and
diverse range of surface marine observations and takes advantage
of the co-location of several ECVs and EOVs with extensive
platform and observational metadata. This unified access means
that most climate data products are constructed from the same
extensive archive, thus any differences between products can be
attributed to methodological differences rather than unknown
differences in observational input. For users requiring strong
data provenance, this is essential, and it also has the advantage
of promoting the sharing of information about issues with the
data, or exchange of information about processing applied at
the report level, including through the construction of formal
IVAD additions to the ICOADS record. For ICOADS to continue
to serve as the sole or main data source for a wide range of
data products it must remain as complete as possible within
its defined scope, be reliably and conveniently available, and
tully traceable.

One measure of the value of ICOADS is the frequency
of calls for it to include a wider range of variables and
additional platform types. Fulfilling the needs of users requesting
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faster access to NRT data, more frequent full releases,
and a wider range of variables and data sources requires
a solid, resource-backed commitment. The ability to fulfill
these requests is unachievable without sufficient resources
for ICOADS and the provision of dedicated, internationally
integrated data management systems that can feed marine
data into ICOADS.

The ICOADS serves as the archive for the output of marine
digitization activities. Producers of long-term reanalyses (e.g.,
Compo et al., 2011; Poli et al., 2016) require these observations to
be quickly incorporated into ICOADS and call for more frequent
full release updates to support this facility. Annual or quarterly
to semiannual updates have been recommended, and a defined
update cycle will help dataset developers plan their own upgrades.

The ICOADS can only be as good as the data sources
on which it relies. The decline in numbers, and coverage,
of reports of ECVs, as shown in Figure 2, has been
documented (Kent et al, 2006; Berry and Kent, 2017).
This has been a particular problem for the production of
long-term datasets of air temperature (Kent et al, 2013),
humidity (Willett et al., 2008; Berry and Kent, 2009), clouds
(Eastman et al, 2011), winds (Tokinaga and Xie, 2011)
and waves (Grigorieva et al., 2017; see Kent et al., 2019 for
more information). It is also restricting the development
of satellite-derived datasets of parameters critical for

estimation of surface heat flux (Kinzel et al, 2016; Liman
et al, 2018; Cronin et al, 2019), a newly designated ECV
(Global Climate Observing System [GCOS], 2016).

The ICOADS incorporates several delayed mode archives,
but each requires extensive processing to conform to the
ICOADS data formats. A further task is the identification of data
matches between NRT and delayed mode versions of the same
original reports, a task made difficult by changes in data format
between sources and the lack of unique identifiers to cleanly
identify and flag different versions of the same original data.

Extension of ICOADS to new data types (e.g., Autonomous
Surface Vehicles, ASVs), or to a wider range of oceanographic
data types, will need to be supported by dedicated data
management systems for those specific data types. Each different
type of data source requires a data system designed for its
needs with evaluation by experts. New data systems will need
to be compliant with WMO Integrated Global Observing System
(WIGOS) technical regulations®. Recent work at NCEI, to enable
translation of BUFR codes for ICOADS, will need to be extended
and the IMMA format used by ICOADS will require updating to
align with the new standards more closely.

There also have been calls for a full reprocessing of the
ICOADS archive (e.g., Kent et al, 2017). The early releases

3http://www.wmo.int/pages/prog/www/wigos/ WRM.html
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of ICOADS (Woodruff et al., 1987, 1993, 1998; Worley et al.,
2005) did not retain observations thought to be inferior
duplicates through the processing system. These data, up to
a third of the total, are only available in deprecated data
formats. Recovery of these data will provide information on
uncertainty due to different data processing paths and provide
examples and training data for the identification of inexact
duplicates. This will enable improved duplicate flagging within
ICOADS, and permit users to develop their own schemes.
Recovery and reprocessing of existing ICOADS sources will
also facilitate the enhancement of ICOADS platform metadata
through ship tracking (Carella et al, 2017), needed for
advanced approaches to uncertainty estimation (Kennedy, 2014;
Kent et al., 2017).

In order for ICOADS to remain the central repository for
surface in situ marine data, many updates are needed in order
to modernize the source data, the underlying processing system,
and to better address community needs in an efficient and
timely manner. ICOADS will engage users directly through
workshops and user surveys, as well as coordinate tasks
with international partners and programs, leveraging existing
expertise and resources. To do this, a solid foundation is
needed at the hosting center, including a dedicated team tasked
specifically to these duties. The following recommendations
have been proposed, and where possible are being acted upon.
A complete modernization, building on current features, is
overdue. OceanObs’19 provides a large venue to gain a broader
perspective of the needs of the marine community, setting
the groundwork to expand on and include new community
recommendations. ICOADS is committed to meeting users’
needs and plan to incorporate the following recommendations
with the guidance of partners, data set users, and the
OceanObs’19 community.

RECOMMENDATIONS

Maintain the Best Features of the
Present ICOADS Data System

Continue to provide open and free access to the most complete
archive of surface marine observations, with NRT updates and
periodic ingestion of new observations.

Continue to support users with traceable and reproducible
data, including for custom subsets that can be formally cited
in publications.

Continue to work closely with the marine data rescue
community in acting as the principle archive for newly digitized
or recovered surface marine observations, ensuring that ICOADS
adapt to capture and make accessible diverse information from
historical digitization.

Modernization of ICOADS

The ICOADS data systems require modernization to align
with current international format and metadata standards more
closely, such as WIGOS. This will enable efficient future
ingestion of WIGOS-compliant data sources, especially in
NRT BUER streams.

The ICOADS processing needs to be restructured into a
modular system to easily allow the development and testing of
new code, to integrate improved software from external sources
such as Copernicus C3S 311a. ICOADS has always been open
source, but now requires a modern code management system that
supports community code development.

Improved approaches to QC and duplicate identification
should be implemented along with flexible access to data with
different levels of QC flagging.

Support user needs for higher levels of traceability, for
example linking rescued data directly to logbook images.

Review all data sources, including original inputs to early
releases, and the available delayed mode archives and NRT
streams to ensure that ICOADS is based on the best data sources.

Facilitate community involvement in reprocessing in addition
to data rescue efforts.

Improve the completeness of ICOADS documentation and
provide simpler access to the wide variety of supporting
information underlying that documentation. Continue to work
with the data rescue community to digitize documentation and
metadata for existing data sources.

Improving Integration of ICOADS With

International Data Systems

Formalizing ICOADS Internationally: Fulfill role as Centre
for Marine-Meteorological and Oceanographic Climate Data
(CMOC) in the JCOMM Marine Climate Data System (MCDS)
(see World Meteorological Organization [WMO] (2017a,b);
Pinardi et al. (2019) for more information on the JCOMM
MCDS). By serving in this capacity, ICOADS will integrate
more formally with international data systems and provide
enhancements to global data management and quality.

Improve resilience of ICOADS data, processes, and
documentation by providing automated mirroring at ICOADS
partner sites in order to avoid disruptions of service and to
provide backups in case of technological failure and unexpected
down time of ICOADS main operational systems hosted at
NCEIL Mirroring will also satisfy a CMOC requirement when
operating in the MCDS international data management system.

Improve collaboration with experts providing access
to delayed mode data archives to provide this enhanced
data more efficiently to ICOADS users. Work to ensure
that all contributions to ICOADS are explicitly recognized
in data citations.

Requirements for Enhancements to

Global Data Management Systems
Establish centers responsible for the secure archival of NRT
marine observations from the GTS in their native formats.
Building on the successful examples, such as the Argo
Data System (ASVs)*, establish international data centers
for all marine observation types including for ASVs to
ensure that all new data types are managed by domain
experts and can be efficiently integrated into more general
archives such as ICOADS.

4www.argodatamgt.org
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Work with data providers to establish the inclusion
of originators unique identification tags with all marine
observations to enable the efficient linking of reports derived
from the same original observation.
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The diversity of life in the sea is critical to the health of ocean ecosystems that support
living resources and therefore essential to the economic, nutritional, recreational, and
health needs of billions of people. Yet there is evidence that the biodiversity of many
marine habitats is being altered in response to a changing climate and human activity.
Understanding this change, and forecasting where changes are likely to occur, requires
monitoring of organism diversity, distribution, abundance, and health. It requires a
minimum of measurements including productivity and ecosystem function, species
composition, allelic diversity, and genetic expression. These observations need to be
complemented with metrics of environmental change and socio-economic drivers.
However, existing global ocean observing infrastructure and programs often do not
explicitly consider observations of marine biodiversity and associated processes. Much
effort has focused on physical, chemical and some biogeochemical measurements.
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Broad partnerships, shared approaches, and best practices are now being organized to
implement an integrated observing system that serves information to resource managers
and decision-makers, scientists and educators, from local to global scales. This
integrated observing system of ocean life is now possible due to recent developments
among satellite, airborne, and in situ sensors in conjunction with increases in information
system capability and capacity, along with an improved understanding of marine
processes represented in new physical, biogeochemical, and biological models.

Keywords: biodiversity, ecosystem health, habitat suitability indices, indicators, thresholds, essential ocean
variables, essential biodiversity variables, omics

INTRODUCTION

Diversity of life is an essential feature of ecosystems. Depending
on the diversity and make up of their biological communities,
different habitats may be considered healthy or degraded.
Healthy marine ecosystems provide essential services to billions
of people, including nutrition, recreation, public safety, and
health. Biodiversity—defined here as taxonomic and functional
diversity within species, among species, and at the ecosystem
level—is, in part, a function of fluctuations in environmental
factors. There is evidence that biodiversity in different habitats
is changing as a result of climate change and other human
pressures (Butchart et al., 2010; Staudinger et al., 2013; Levin
and Poe, 2017). Understanding the causes of biodiversity change,
and forecasting where, when, and how biodiversity may change,
requires building a body of knowledge based on widespread
scientific observation and testing of conceptual and quantitative
ecological models. Understanding large-scale changes in the
distribution of marine species, and understanding whether
local changes are part of global, regional, or local processes
requires a global science approach. This information is also
required to understand biological and physical connectivity
among and within coastal and open ocean systems. This
approach must be built by networking local and regional
observing efforts.

To trace a path to address user needs through better
information, the oceanographic community defined a
Framework for Ocean Observing in 2012 (Lindstrom et al.,
2012). The framework recognized that it is critical to enhance
existing ocean observing efforts with routine monitoring of
marine biodiversity. This set in motion a process to define sets
of Essential Ocean Variables (EOVs) covering ocean physics,
biogeochemistry, biology and ecosystems. Yet, baselines to be
used as a reference against which to detect changes in marine
biodiversity over large scales, and at most coastal, open ocean,
or deep ocean locations still need to be defined. The community
has to converge on sets of standard methods to collect particular
biological EOVs (Miloslavich et al, 2018a) and Essential
Biodiversity Variables (EBVs; Pereira et al., 2013; Muller-Karger
et al, 2018b). What to observe should be defined by local
needs but also must take into account the regional context
for assessments that affect multiple industry sectors, localities
and countries. Finally, there needs to be an overarching and
top-down coordination of regional assessments to enable their

integration within a global framework for understanding the
condition of and drivers of change for marine biodiversity in to.

Global Partnerships to Understand
Marine Life

There have been several notable efforts to develop a global,
quantitative understanding of the status of life on Earth. Here we
briefly review some of the programs that contribute to a broader
understanding of life in the sea, in a systematic manner and
over large spatial scales. The good news is that many of the key
elements for a global system of coordinated marine biodiversity
observations already exist. In their integration lies the key to
overall success.

Many countries, individual state agencies, research
institutions, and non-governmental institutions hold their
own relevant databases. Harmonizing and linking these
databases is now a focus of significant effort. To address this
pressing need for coordinated biodiversity observations around
the globe, the Group on Earth Observations is implementing
a Biodiversity Observation Network (GEO BON; Pereira
et al, 2013). The Marine Biodiversity Observation Network
(MBON), a thematic focus of GEO BON, has emerged as a
global community of practice for sustained, operationalized
measurements of marine biodiversity. MBON facilitates the
coordination between individual monitoring programs and
existing networks, promotes monitoring best practices and
the contribution of marine biodiversity data, and provides
a framework for data management, communication, and
application of results. MBON was established because the
systematic and coordinated collection of such observations
requires leveraging efforts across different institutions, regions,
and countries. Standardization of observational approaches,
protocols, technologies, and data reporting among biodiversity
monitoring programs, as well as open access to observing data,
can help overcome some coordination challenges. International
cooperation is also required to improve the capacity of nations
to satisfy local management requirements while still enabling the
reporting to international agreements (e.g., U.N. Convention of
Biological Diversity, U.N Sustainable Development Goals, and
the Intergovernmental Science-Policy Platform on Biodiversity
and Ecosystem Services (IPBES), among many).

MBON also serves as the biodiversity arm of GEO Blue
Planet, through which the social and economic needs of
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governments, intergovernmental bodies, and other stakeholders
for marine biodiversity data are addressed. This focus on
conservation and sustainable use helps to align national
and global policy frameworks through responsive monitoring,
predictive ecological modeling, and improved ecosystem-based
management and decision-making (Osterblom et al., 2017).
These activities seek to meet emerging needs for marine
biodiversity information in national waters and in areas beyond
national jurisdiction.

The BioEco Panel of the Global Ocean Observing System
(GOOS), also conceived under the Framework for Ocean
Observing, was established in 2015 to develop and coordinate
efforts in the implementation of a sustained and targeted global
ocean observing system. It develops the rationale for EOVs
driven by socio-economic and cultural demands of society. The
biological EOVs defined by GOOS are complementary to the
EBVs, which are being developed under GEO BON (Miloslavich
et al., 2018a; Muller-Karger et al., 2019). The goal is to construct
regional and global maps of the essential variables on a routine
basis, following standard data collection, quality control, and data
archiving and distribution protocols. These maps then provide
the baselines against which to detect and quantify changes in
marine biodiversity.

The Ocean Biogeographic Information System (OBIS) is a
standardized, globally-accessible database for the observations
of diversity, distribution, and abundance of life in the sea.
OBIS was initiated by the Census of Marine Life and adopted
by the Intergovernmental Oceanographic Commission (I0C
of UNESCO) in 2009 as a project of the International
Oceanographic Data and Information Exchange (IODE). It
represents the marine community in the development of
international data standards for marine biodiversity and
ecosystem data. At present, OBIS integrates approximately 60
million occurrences of 120,000 marine species from over 2,600
databases provided by 600 institutions worldwide. OBIS actively
supports international processes, such as the UN World Ocean
Assessment, the Convention for Biological Diversity (CBD)
and its effort to define Ecologically or Biologically Significant
marine Areas (EBSAs), and IPBES assessments. In 2017, OBIS
expanded beyond species occurrence data to include ecosystem
and associated environmental data (De Pooter et al., 2017). OBIS
works closely with, and in a similar manner to, the Global
Biodiversity Information Facility (GBIF), which also holds many
observations of marine species.

The MBON, GOOS, and OBIS have agreed to leverage the
strengths and broad partnerships represented by these groups
(Figure 1). The agreement acknowledges MBON's role to inform
and assist development of national and regional observing
networks and EBVs, the role of GOOS in articulating the
interdisciplinary observing requirements for EOVs, and the role
of OBIS to serve local, regional, and international user needs for
harmonized biodiversity and biogeographic data. GOOS, OBIS
and MBON have agreed to, among other things, to:

1. Advance continuous, long-term, biological ocean
observations in a coherent, globally consistent and

coordinated way, based on interdisciplinary EOVs
and EBVs;

2. Advance development and testing of EOVs, support
evolution of EOVs from pilot to mature, and improve
global coverage of EOV monitoring and delivery of open-
access data products;

3. Foster systematic data quality control, sharing, curation,
and aggregation;

4. Support assessments and targets such as those established
by IPBES, CBD, the United Nations and others, and liaise
with other relevant national and international initiatives;

5. Support linkages within GEO (e.g., to, GEO Wetlands,
AmeriGEO) and IOC (e.g., GOOS Regional Alliances,
Large Marine Ecosystems, the Deep Ocean Observing
Strategy, and OBIS nodes); and

6. Develop global capacity for data collection, data
management, and ecological forecasting by sharing
and promoting best practices, manuals and guides.

Other efforts that can support the joint work of these three
groups serving as data aggregators include the Living Planet
Index, the International Union for Conservation of Nature
(IUCN), Aquamaps, Reef Life Survey, the Ocean Health Index,
BirdLife, FishBase, and global mangrove mapping efforts such
as that coordinated by the United States Geological Survey
and NASA in the United States, and under the Ramsar
Convention, among many other programs. We only highlight a
few of these here.

The Living Planet Index (LPI)' is an authoritative effort to
understand trends in the abundance of biological populations.
The LPI employs data from 7,829 populations of 1,234 species
of marine birds, mammals, reptiles and fishes and shows a 49%
decline between 1970 and 2012. The interpretation is that that the
average population size of the species included in the LPI declined
by about 50% over that period. Indices should be designed
or the LPI augmented to address additional trophic levels,
including phytoplankton, macroalgae, and different groups
of invertebrates.

The TUCN? is a membership-based Union composed of
government and civil society organizations that seeks to enable
sustainable development. The IUCN has developed a Red List
of Threatened Species™, and it is using quantitative criteria
to evaluate the extinction risk of over 20,000 marine species
through the IUCN Species Program Marine Biodiversity Unit.
OBIS contains IUCN conservation status labels for its marine
organism records.

AquaMaps® is a project that generated predictions of
relative habitat suitability as maps at a 0.5° latitude by
longitude resolution for over 25,000 marine species, including
marine fishes, marine mammals, sea turtles, algae and marine
invertebrates (Kaschner et al., 2016). These habitat suitability
maps were generated using climatological average oceanographic
conditions (temperature, salinity, oxygen concentration, etc.).

Uhttp://livingplanetindex.org/home/index
Zhttps://www.iucn.org
3http://aquamaps.org
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REQUIREMENTS

The Global Ocean
Observing System

® Focus on sustained
observations

® Bring selected EOVs
from pilot to mature

® Link with platforms and
observing systems of
GOOS andGRAs

§

MBON

Marine Biodiversity
Observation Network

® R&D focus

® Bring EOVs from
concept to pilot

® Assist with the
establishment of
national and regional
BONs

OBSERVATIONS

\ 4

http://iobis.org/2016/12/15/goosgeobonobis/

biodiversity with other types of ocean observations (Benson et al., 2018).

GOOS - MBON - OBIS
Partnership

OCEAN BIOGEOGRAPHIC
INFORMATION SYSTEM

DATA &
PRODUCT
SBEEE PRODUCTS,
, INDICATORS,
@Bls " ASSESSMENTS

® Open data sharing
® Data integration
® Data quality control
® Data harmonization
® Tools for data
exploration,
visualization and
analysis
® Training

FIGURE 1 | The GOOS-MBON-OBIS collaboration relies on the global framework for ocean observing as a model for a global system integrating marine biology and

Davies et al. (2017) used the AquaMaps algorithms to conclude
that many marine species distributions insufficiently overlap
with marine protected areas (MPAs), and, therefore, many
species are insufficiently covered by conservation measures as
oceanographic conditions shift with climate change. At present,
AquaMaps predictions have not been generated at seasonal
scales, and this work is needed to understand how different
species may overlap in range due to their phenologies or
seasonal environmental changes, for example, to address possible
interactions with fisheries or other ocean uses.

Reef Life Survey (RLS)* is a citizen-science program that trains
volunteer SCUBA divers to conduct detailed surveys of fish and
coral reef species on shallow rocky and coral reefs, often where
human pressures are high (Stuart-Smith et al., 2017, 2018). RLS
data are of very high quality, and have been used to evaluate
the need for or effectiveness of Marine Protected Areas, possible
shifts in species ranges, and to compute the Living Planet Index.

Other efforts include: ReefBase’, the database of the Global
Coral Reef Monitoring Network (GCRMN), as well as the
International Coral Reef Action Network (ICRAN). The ReefBase
Project is housed at the WorldFish Center in Penang, Malaysia,
with funding through ICRAN from the United Nations
Foundation (UNF).

FishBase® is a global biodiversity information system on
finfishes, which covers taxonomy, biology, trophic ecology, and
life history of fish, including major commercial fishes. FishBase
has information on over 33,000 fish species.

“https://reeflifesurvey.com
Shttp://www.reefbase.org/about.aspx
Chttp://fishbase.org

SeaLifeBase’ has a similar purpose for a broader range of
marine organisms. Information aggregated for marine birds
may be found in databases such as that maintained by Bird
Life International®.

The above efforts are all dedicated to the understanding and
conservation of life in the sea.

REGIONAL AND THEMATIC
APPROACHES TO BUILDING AN MBON
COMMUNITY OF PRACTICE

Implementation of a global MBON requires organization of
regional efforts that engage the scientific and user communities,
define biodiversity baselines, and demonstrate applications in
conservation and sustainable use of marine resources. If these
communities establish regional observing efforts that follow best
practices agreed upon and published by MBON and the Ocean
Best Practices System (IOC)?, it will be possible to compare data
between localities, within regions and over broader spatial and
temporal scales.

The global MBON community met in Montreal, Canada, in
May 2018 to discuss the status of the network and future plans,
including lessons learned from past and ongoing monitoring
efforts of marine biodiversity. The group acknowledged that
while long-term regional and international scientific programs
are needed to assess biodiversity and track the impacts of

“http://sealifebase.org
Shttp://www.birdlife.org/
“http://www.oceanbestpractices.org/
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environmental change on scales large enough to capture the
processes and mechanisms operating in the ocean, the enormous
spatial extent of the ocean still presents a significant challenge.
Traditional survey methods can be very expensive and thus
there is a need to better integrate various methods of remote
sensing of biodiversity (Muller-Karger et al., 2018a). Remote
areas, and areas with extreme weather such as the Arctic and
high southern latitudes present additional challenges. Because
human and financial resources are limited, a major goal of
MBON and related groups must be facilitation of technology
access and development of human capacity. Strengthening
existing networks and programs remains the priority before
creating new, parallel, and potentially competing structures and
organizations. The latter scenario of redundant structures and
organizations inevitably incurs human, financial, and other costs,
inhibiting everyone’s ability to mainstream biodiversity themes in
ocean observing.

Changes in marine biodiversity are being documented from
the Arctic to Antarctica. Many nations and regions need
information on how these changes affect ecosystem services.
MBON activities are increasingly organized as large, multi-
sector, interdisciplinary regional efforts. One of these MBON
efforts seeks to organize observation of marine ecosystems in
the Americas from pole to pole (see below). MBON has also
been recognized as a core contribution to the emerging All-
Atlantic Ocean Observing System (AtlantOS). Most recent to
emerge is the Asia Pacific MBON, announced at the GEOSS Asia-
Pacific Symposium in October 2018. MBON is also participating
in GEO Blue Planet efforts to support marine biodiversity and
fisheries monitoring activities in developing nations, including
Small Island Developing States. Some of these regional programs
are described below.

US MBON

In 2014, the United States initiated a prototype national network
to monitor marine biodiversity with support from NASA,
the Department of the Interior’s Bureau of Ocean Energy
Management (BOEM), and several NOAA offices including
the National Marine Sanctuaries, Oceanic and Atmospheric
Research labs and Office of Ocean Exploration, National
Marine Fisheries Service, National Ocean Service, and the
National Environmental Satellite, Data, and Information Service
(NESDIS). The United States National Science Foundation has
participated in important aspects of this effort and initial
efforts were supported with a significant oil industry investment.
Demonstration efforts were launched in multiple locations: the
Florida Keys; Gulf of Mexico (Flower Garden Banks); California’s
Monterey Bay and Santa Barbara Channel; and the Chukchi
Sea in Alaska, with new sites to be announced in late 2019.
These networks integrate new and long-term observations from
satellite, laboratory, in situ observing systems, and other ocean
research and monitoring activities to provide a broader picture
of how marine ecosystems are changing and identify drivers
of these changes.

The US Integrated Ocean Observing System (US I00S), the
US contribution to the network of GOOS Regional Alliances,
provides overall coordination for the US MBON effort. IOOS

Regional Associations are helping to facilitate knowledge transfer,
tools, and sharing of best practices and data. US MBON
participation in global MBON efforts has fostered US 100S
coordination of biodiversity monitoring and data management
approaches with Canada through cooperation with Fisheries and
Ocean Canada (DFO), and demonstrated how certain biological
observing methods and approaches can be implemented in the
context of a GOOS Regional Alliance. The MBON efforts led
to convergence within US IOOS on the use of the Darwin Core
standard schema for biological observations.

The US MBON and IOOS partners have made significant
contributions to the development of new and innovative means
to assess marine biodiversity. US MBON projects have been
central in developing best practices for eDNA and demonstrating
its utility for biological observing, and they have advanced the
means to collect eDNA samples using autonomous underwater
vehicles. US MBON partners are also developing image analysis
techniques targeted at underwater image classification for use
in an operational setting. Remotely sensed seascape maps (a
US MBON product now being distributed for the global ocean
through a partnership with the NOAA National Environmental
Satellite, Data, and Information Service or NESDIS), as well
as models, are being used to scale in situ observations, and
to identify and classify habitat for targeted sampling and
management activities.

MBON Pole to Pole Efforts in the

Americas

The MBON Pole to Pole initiative was intended as a major
decadal-scale activity spanning the Arctic, the Americas,
and Antarctica that would establish the infrastructure and
partnerships needed for global expansion of the network. MBON
Pole to Pole focuses on capacity building and applied science for
conservation and management of marine living resources with an
emphasis on: 1) use of common methods, 2) repeated sampling at
the same sites, 3) establishment of similar seasonal and temporal
sampling resolution, 4) use of the Darwin Core data schema, and
5) open data sharing via OBIS.

The MBON Pole to Pole is a voluntary network of cooperating
research institutions, marine laboratories, parks, and reserves
engaged in monitoring and research to document marine
biodiversity status and change. Initial efforts are focused in the
Americas region along the Pacific and Atlantic coasts (Cruz et al.,
2003; Escribano et al., 2003; Miloslavich et al., 2011; Figure 2).

Marine Biodiversity Observation Network Pole to Pole
activities in the Americas region are being coordinated with
initiatives such as the Caribbean Marine Atlas (CMA-2
Project) and the Southeast Pacific Data and Information
Network in Support of Integrated Coastal Area Management
(SPINCAM) program, both under the umbrella of the IOC-
IODE and similar efforts. MBON incorporates historical
time series data such as those collected by the CARIACO
Ocean Time-Series (Muller-Karger et al., 2019) and the
Caribbean Coastal Marine Productivity (CARICOMP) effort
(Cortés et al, 2019). Such datasets allow interpretation
of regional changes in terms of oceanographic regimes,
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FIGURE 2 | Map of US MBON, MarineGEO, and MBON Pole to Pole in the Americas sites at the time of publication.
e.g., the El Nino Southern Oscillation (Chavez et al, governments, Indigenous organizations and conservation

2003). Field data collection efforts include biodiversity and
environmental properties (e.g., in situ temperature) using
protocols developed by the South American Research Group
on Coastal Ecosystems (SARCE), which was established in
2010 to investigate marine diversity and biomass in rocky
intertidal ecosystems along both coasts of South America

(Miloslavich et al., 2016).

Marine Biodiversity Observation Network Pole to Pole
several GOOS Regional Alliances
for the wider Caribbean region and Gulf of Mexico;
the GOOS Regional Alliance for the South-East Pacific,
GRASP; the Regional Alliance for the Upper Southwest
and Tropical Atlanticc. OCEATLAN; and US IOOS) as

leverages

well as AtlantOS.

Circumpolar Biodiversity Monitoring

Program

The Circumpolar Biodiversity

includes several countries working toward harmonized and

integrated monitoring across

is an effort of the Arctic Council’s Conservation of Arctic
Flora and Fauna (CAFF)", it represents an agreement across
Arctic States to compile, harmonize and compare results from
existing Arctic marine biodiversity and ecosystem monitoring
efforts, across nations and oceans, coordinated through a
network of scientists and traditional knowledge holders,

WOhttps://www.caff.is/monitoring

groups. Six Expert Networks (Sea ice, biota, Plankton, Benthos,
Marine fishes, Seabirds and Marine mammals) have identified
key elements, called Focal Ecosystem Components (FECs),
of the Arctic marine ecosystem. Changes in FEC status likely
indicate changes in the overall marine environment. For
the purposes of reporting and comparison, eight physically
and biogeochemically distinct Arctic Marine Areas (AMAs)
were identified.

One output from the CBMP (Figure 3) identifies the
current gaps in monitoring across the Arctic (an area of
over 30 million Km?). Each concentric ring represents a
group of focal ecosystem components and each segment
represents a specific Arctic Marine Area. The graphic conveys
the current status of monitoring across these Arctic Marine
Areas, indicating for example where monitoring coverage is
sporadic or where it is sufficient. The graphic shows the
status of marine biodiversity monitoring by Focal Ecosystem
Component and Arctic Marine Area to help visualize gaps
where information is lacking, and where monitoring efforts
should be focused. The graphic is then broken down into
separate wheels for each of the expert networks within the
marine CBMP to identify for each FEC status and trends
for which data exists''. This type of output from a regional
monitoring program is proving useful in communicating with
and convincing decision makers about the importance of funding
sustained monitoring.

(IOCARIBE

Monitoring Program (CBMP)

borders and regions. CBMP

Whttps://arcticbiodiversity.is/index.php/monitoring- status-and-advice
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FIGURE 3 | Current status of monitoring across Arctic Marine Areas. Each concentric ring represents a group of focal ecosystem components and each segment
represents a specific Arctic Marine Area.

Global Ocean Acidification Observing

Network

The Global Ocean Acidification Observing Network (GOA-
ON)"* represents a thematic network for which collection
of and access to biological observations are increasingly
important. GOA-ON is a global, long-term observing network
dedicated to monitor ocean acidification (OA), understand its
biological effects, and support forecasts allowing for adaptation
to OA. GOA-ON and MBON seek to collaborate to enable
the collection of observations to support understanding of
biological impacts from OA and the effects of biological
processes on OA. This multidisciplinary approach is needed

2www.goa-on.org

to understand how OA affects ecosystems and marine
living resources.

The network of OA observations at coastal sites, and from
ships or buoys in deeper water, is expanding, but collection
of concurrent biological observations at those sites is more
limited. Furthermore, research on OA-driven biological impacts
has largely been limited to laboratory and confined sites.
Without simultaneous collection of biological observations, it is
difficult to know how OA affects marine biota in situ, especially
marine calcifiers with already demonstrated in situ negative
effects. Identification and development of suitable indicators,
combined with the integration of sustained observations from
GOA-ON and MBON, would allow for long time series
observations at specific locations where measurements of
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biological community composition and activity are collected in
tandem with hydrographic and biogeochemical variables.

Global Ocean Acidification Observing Network is actively
involved in supporting SDG 14.3 (UNESCO, 2018). The GOA-
ON data portal serves” metadata for a variety of assets,
and some limited data products and visualizations of data
streams. While primarily chemical and physical variables at
present, there is desire to have interoperability with biological
data portals; this presents an opportunity for the MBON
and GOA-ON communities to develop shared approaches
through collaboration.

OBSERVATIONS AND DATA PRODUCTS
TO MEET USER NEEDS

MBON, GEO Blue Planet, and others recognize several broad
categories of users of marine biodiversity data: managers, natural
and social scientists, private organizations, and governmental
and non-governmental organizations. Specific sectors include
commercial and recreational fisheries; cruise, hotel and
other aspects of tourism; extractive industries such as oil,
gas, other energy development and mining; and maritime
transportation. Thus, they include managers and planners
addressing conservation and multiple and often competing uses
of marine resources. Researchers, educators and the general
public use these data for activities ranging from scientific inquiry,
and the development of pharmaceuticals to recreation. Each
user operates at unique spatial and temporal scales and for
particular purposes.

The context of planning and management of ocean uses
is of particular interest. For example, applications may
use information about seasonal biodiversity hotspots, or
species aggregation areas, to minimize negative interactions
with an industry such as mineral and oil extraction,
maritime transport, or fisheries. Specific applications may
help to minimize possible bycatch by specific fisheries
sectors, route ship traffic to avoid areas of marine
mammal migrations, or manage noise that may harm
specific marine fauna. The information is intended to
define thresholds of vulnerabilities in different habitats.
Such applications support marine spatial planning that is
temporally dynamic.

Open access to information, analyses and syntheses is critical
to an integrated global observing system that serves the broad
set of users outlined above. Benson et al. (2018) promote
broad acceptance of the Findable, Accessible, Interoperable,
Reusable (FAIR) principles for data (Wilkinson et al., 2016).
While FAIR does not necessarily imply access at no cost,
for MBON, open access means that any user can download
the data they require without prerequisites or limitations,
and can re-use the data as long as they cite the original
datasets. A centralized open access data system exposed
through easy and user-friendly portals, tailored to the needs
of different stakeholders, is essential. Putting this in context,

Bhttp://portal.goa-on.org/

investment in new or sustained observations of biology should
be guided by iterative interactions with users that enable
identification of data targets and establish priorities for the
observing system.

Implementing such critical applications is difficult today
because current databases and our knowledge on biodiversity
is uneven in many parts of the world. Historically, sampling
efforts have been highly variable (Chaudhary et al, 2017).
There have been and continue to be mismatches in long-
term observational plans, inequalities in technical and research
capacity, and lack of funding and trained scientists in
many regions (Hui et al, 2011). Significant spatial and
temporal observational gaps remain over large geographic
areas around the planet (Muller-Karger et al, 2018b). For
example, biological records stored in OBIS show that the
density of records of observations in tropical areas and
the southern hemisphere is significantly lower than in the
northern hemisphere. A major goal of MBON is to encourage
contributions by the global ecological community to OBIS
to address this. In areas where density of observations is
high, challenges include prioritization of core monitoring
requirements, integration across existing monitoring activities,
and investment in standardized observations and technologies
to fill gaps. Maintaining observations for long enough to detect
shifts and trends in marine life represents a particular challenge.
There is also a challenge with encouraging the science and
management communities to report observations to databases
like OBIS in a timely fashion.

Compilation of historical data of biological in situ responses to
environmental change and variability through data archaeology
can provide long-term data and can enhance data synthesis
toward measuring changes against baselines to identify the
most vulnerable habitats and ecosystems. Data management
activities and platforms are needed that can support integration
of biological observational data with physical and biogeochemical
parameters to understand interactions of species, changes
to habitats, and impacts of environmental variations from
multiple sources and stressors. A common infrastructure
with a shared, open access data platform is critical to pull
this all together.

Ocean observing communities must develop and endorse
operational best practices for observatory design, sample
collection and calibration, data management, and product
dissemination of multi-level data products. To enable this
process, the IOC hosts the Ocean Best Practices System'.
Best practices are documented procedures that, through
experience and research, consistently have yielded results
superior to those achieved by other means and can be used
as a benchmark, and ideally will become widely adopted
(Pearlman et al, 2018). Coordination is important to
accelerate uptake of new technologies, many of which aim
to reduce the time between data collection and quality-
controlled data availability through automation. This
improves temporal and spatial resolution while reducing
long-term costs.

“http://www.oceanbestpractices.org/
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GAPS AND CHALLENGES

Better integration of biological observing into the global
observing system has challenges that can be overcome working as
a community. There is a need for better understanding of critical
user needs in different localities and to establish an iterative
process that allows review of products at every phase. Integration
and widespread implementation of biodiversity observations will
require an accelerated development, and lower costs, of new
technologies such as those outlined by Boss et al. (2018) and
Lombard et al. (2019) (this Frontiers issue in the context of Ocean
Obs 19). Inherent challenges of distributed, inter-disciplinary
networks include ensuring reproducibility of data products and
processes, as well as the technologies involved, promoting data
literacy that bridges oceanographers and biologists with data
science experts, continued incentives for sharing data (Hazen and
Bromberg, 2018), while also realizing that just sharing data and
code are not enough—workflows must also be shared (Wright,
2016; Benson et al., 2018).

Development of indicators to address global policy
requirements or local management questions is also an
area that requires agreement to identify and prioritize observing
and data targets. This is a fundamental objective of the
development of EOVs and EBVs, as these are the information
products from which indicators are assembled. Agreement
on methods and common standard sampling protocols still
presents many opportunities as well as a solution to ease
challenges of interoperability of approaches and data and to
facilitate capacity building for expanded sampling coverage.
As noted previously, in some areas density of observations is
high - but in other areas where the physical environment is
difficult to sample or where resources do not exist to support
observing efforts, there are significant observation gaps. The
global community can better work together to fill these gaps by
pursuing facilities, funding and human resources for monitoring;
ensuring standardized approaches to collection of biological and
biodiversity observations; and providing opportunities for young
researchers such as internships, scholarships, and exchanges
toward educating new practitioners in shared approaches.
Educational organizations such as UNESCO and its field-specific
projects such as Ocean Teacher Global Academy (OTGA), the
Partnership for Observation of the Global Ocean (POGO), and
many academic, private, and informal groups provide platforms
for knowledge sharing (Miloslavich et al., 2018b).

Training and educational activities help address these
challenges and enhance our understanding of regional and global
biodiversity and biogeography patterns.

NEW METHODS AND INTEGRATIVE
APPROACHES

The range of methods for studying and assessing biodiversity
is large, yet it exists within largely self-contained expert
communities. The potential to deploy many of these methods
globally is variable and limited. This challenges our ability
to conduct biodiversity assessments within national Exclusive

Economic Zones (EEZs) and between the EEZs or in specific
areas of interest in different countries and regions with relevance
to the CDB or UN SDGs. In the sections below, we describe
candidate biodiversity monitoring methods that show promise
for the global observing community.

Ultimately, observations lead to the ability to interpret change
in the context of environmental data (e.g., Austin, 2007; Helmuth,
2009; Mislan and Wethey, 2011; Woodin et al., 2013). The relative
advantages and disadvantages of correlation (“climate envelope”)
versus process-based modeling of species distributions and
biodiversity patterns remains an active area of discussion and
debate (Pacifici et al., 2015), but both are important tools to
enable ecological forecasting and species distribution modeling
(Rougier et al., 2015).

Remote Sensing

The assessment of changes in marine life to sustain ecosystem
services, including food provisioning and water security around
the world, requires innovation in the combination and
application of in situ and remote sensing observations (Geller
et al, 2017). Field surveys cover only small areas but are
necessary to evaluate the elements and processes defining marine
biodiversity, especially at depth. Remote sensing using satellites
offers the only feasible means to assess patterns in surface-
ocean EOV:s at regional or global scales repeatedly and over long
periods (Miloslavich et al., 2018a,b; Muller-Karger et al., 2018a).
Combining synoptic environmental data of ocean color, sea
surface temperature, sea surface salinity, sea surface height, and
sea surface winds provides a means to characterize past and
current variability in biogeographic regions (i.e., ‘Seascapes’)
across the globe (Kavanaugh et al, 2018). Ultimately, this
information is fundamental for any capability to predict changes
in ocean ecosystems using models.

The assessment of coastal and marine biodiversity using
remote sensing is largely based on the correlation of traits
of organisms and of species’ natural ‘tolerance windows™ with
the habitats in which they live, and then tracking with
remote sensing how these habitats change over time. Much
effort is currently placed on determining these patterns from
information contained in the sunlight scattered and absorbed,
or light emitted (as in fluorescence), by different species, species
populations and communities, and habitats. These light-based
signals contain information on functional phytoplankton groups,
colored dissolved matter, and particulate matter near the surface
ocean, and of biologically structured habitats (such as floating
and emergent vegetation and also benthic habitats like coral,
seagrass, algae). EOVs from remote sensing can be used to derive
sets of EBVs (Pereira et al., 2013), including the distribution,
abundance, and traits of groups of species populations, and to
evaluate fragmentation of habitats.

Satellite ocean color observations of the surface open ocean
were first demonstrated with the Coastal Zone Color Scanner
(CZCS; 1978-1986). Since then, a number of ocean color
missions have been flown by different countries over the years.
These data typically have a spatial resolution of between about
300 m and 1 km pixels, with the intent of providing near-
daily coverage of the global ocean. A new generation of ocean
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color sensors is being planned to continue time series that
provide important regional and global ocean coverage in order
to understand long-term changes in phytoplankton biomass and
to make inferences about changes in carbon pools and fluxes
in the global ocean. The new sensors will measure additional
colors that will improve our ability to monitor biodiversity
in pelagic ocean waters and quantify phytoplankton functional
types, such as nitrogen-fixing organisms (e.g., Trichodesmium),
calcifiers (coccolithophores), producers of dimethyl sulfide or
DMS (e.g., Phaeocystis), silicifiers (e.g., diatoms), and identify
various harmful algal and bacteria blooms. For example, NASA
is building the hyperspectral Plankton, Aerosol, Cloud, and
ocean Ecosystem (PACE) imaging spectrometer mission, for
launch in the 2022-2023 timeframe. This will complement the
European Space Agency’s Sentinel-3A and Sentinel-3B satellites
with the two multispectral Ocean and Land Color Instruments
(OLCI). Together, these OLCI sensors provide near daily
global ocean coverage.

Space agencies of the world are also evaluating plans to design
satellite missions to observe coastal areas. These habitats change
rapidly with fluctuations in tides, temperature, salinity, wind and
river input, pollution, and physical destruction. These changes
occur over scales directly relevant to human activity, in the
order of meters to tens of meters. Making these observations
requires a new generation of satellite sensors able to sample
with unique characteristics of high spatial resolution (~60 m
pixels or smaller), high spectral resolution (~5 to 10 nm in
the visible and 10 nm in the short-wave infrared spectrum for
atmospheric correction, and aquatic and vegetation assessments),
high radiometric quality and high signal to noise ratios, and
high temporal resolution (hours to days). This approach is called
“H4” imaging (Muller-Karger et al., 2018a). Global H4 coverage
of coastal habitats can be achieved with several concurrent H4
satellites. These complement missions such as Landsat and the
Sentinel 2 series, and planned hyperspectral missions such as
the NASA Surface Biology and Geology (SBG) mission. The
SBG concept is in accelerated development and will provide
hyperspectral visible and short-wave infrared observations at
30-m spatial resolution, with multiple bands in the infrared at
slightly coarser spatial resolution. The objective is to provide
observations relevant to biodiversity of continental areas,
including inland fresh water bodies and global coastal waters
(The name SBG may change as the mission concept evolves).

In situ Observation Methods

Boss et al. (2018) and Lombard et al. (2019) (this issue) describe
sensors, instruments, platforms, and methods that are available
at present for in situ, operational observations of plankton. The
goal of plankton observations is to understand the basis of
the food chain, which responds to changes in the environment
due to natural abiotic and biotic forcing (bottom-up forcing)
and direct human pressures such as fisheries, other extractive
practices, and pollution (top-down forcing) (see Muller-Karger
et al.,, 2014). There is a need to go “beyond fluorescence” and
collect biological observations that allow the characterization of
how carbon, micro-nutrients, and energy are partitioned across
diverse forms of life (Boss et al., 2018). This information is

important also to understand where and when food webs may
develop and sustain ecosystem services, such as fisheries of one
type of another, carbon storage or release, or sediment formation.

Measurements of optical characteristics of the water, including
absorption, scattering, attenuation and fluorescence, are now
routine in oceanography. They characterize bulk properties
of small particles and organisms (microns to millimeter-
size objects). They can be deployed on CTD (conductivity-
temperature-depth) rosettes and in-line flow-through systems on
boats, but increasingly also on moorings and other autonomous
devices like Argo floats and gliders.

Some devices measure particle size and concentration, such
as Coulter Counters and the LISST series of instruments.
Other devices image organisms and classify them to some
level of taxonomy. An advanced optical device that provides
measurements to quantify the biodiversity of phytoplankton is
the Imaging Flow Cytobot (Brownlee et al., 2016; Hunter-Cevera
et al., 2016). The Imaging Flow Cytobot may be deployed as
part of an in-line flow-through system on ships, which provides
a means to survey plankton over long distances. It may also
be deployed as part of a moored buoy system to measure how
phytoplankton is changing over time, including the phenology
of individual or aggregate phytoplankton communities, and
provide measurements of which organism may dominate during
abloom. Other flow cytometers used in oceanography include the
CytoSense/Cytobuoy. Zooplankton imaging is now also possible
with a number of devices, such as the ZooScan, ISIIS (In situ
Ichthyoplankton Imaging System; Cowen and Guigand, 2008),
and the Underwater Vision Profiler (Picheral et al., 2010).

These devices, especially the flow cytometers and imaging
devices, are still very expensive; there is a need to develop
inexpensive versions of such technologies for more widespread
use. Imaging devices also generate large quantities of data and
images that require automated expert classification, so a number
of information technology challenges (machine learning, data
curation, archival, distribution) must also be addressed.

Acoustic monitoring can complement other types of sensor-
based or visual observations of biodiversity. This can include
active acoustics, such as echosounders that pulse and record
reflected sound to support biomass and abundance estimates,
spatial and temporal distributions, and measurement of size
distributions and population structure; transducers in fixed
locations that record sound to identify and count fish; or acoustic
cameras that create high resolution, three-dimensional digital
images of the water column (Discovery of Sound in the Sea,
dosits.org). Passive acoustic monitoring uses technology such as
hydrophones to listen to ocean ambient sound, augmenting other
survey methods and documenting the acoustic environment
to support research on the impacts of ocean noise to marine
life. Increase in ocean noise raises concerns about the acoustic
quality of marine habitats and could have consequences for many
species and ecosystems.

Animal telemetry approaches - including use of archival,
satellite, and acoustic tags and receivers - allow understanding
of environmental conditions as well as the movements and
behavior of some marine life, including cetaceans, pinnipeds,
turtles, sharks, rays, and fishes. In the 2018 Future Science
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Brief of the European Marine Science Board, Benedetti-Cecchi
et al. (2018) reviewed the literature describing availability of
information about marine animals collected with biologging
technology. Animal tagging is important for research on the
behavior and condition of animals as well as for collection of
oceanographic data about the habitats they occupy, transit and
use. Integration of animal tagging information for higher trophic
level species with data collected from other parts of the system
can help answer questions about impacts on top predators
and protected species. Advances in transmitters, receivers,
and data storage tags over the past decades enable collection
of high-quality biological and oceanographic observations on
timescales varying from days to years as the animals move
through aquatic habitats (US Animal Telemetry Network
Implementation Plan)"®. The resulting data can inform
management of fisheries and protected species, assessments
of impact of human activities on aquatic species, and improved
ocean models and forecasts.

Other novel methods of in situ sampling have focused
on recording environmental conditions for comparison
against physiological tolerance data (Singer et al, 2016).
Such measurements have shown surprisingly high spatial and
temporal variability in factors such as pH and temperature
(Hofmann et al., 2011) which can potentially impact our
predictions of environmental change on biodiversity and
species distribution patterns (Kroeker et al, 2016). For
example, temperatures recorded in situ on coral reefs indicate
patterns and extremes that are sometimes, but not always,
directly extrapolated from measurements of SST (Smale and
Wernberg, 2009; Castillo and Lima, 2010). Environments
such as intertidal systems and shallow coral reef habitats
(Leichter et al., 2006) are especially problematic in this
regard. In intertidal systems, biomimetic instruments such
as the ‘Robo-Limpets’ deployed as part of MBON Pole to
Pole have demonstrated that geographic patterns based on
these instruments, which record conditions directly relatable
to those experienced by the organism, can yield radically
different predictions from those based on large-scale pixels
such as from remote sensing (Helmuth et al, 2002). These
observations point to the strength of combined approaches
that capitalize on the importance of large-scale, continuous
data available from remote sensing with more targeted
approaches based on in situ monitoring (Geller et al., 2017;
Bates et al., 2018).

Multi-Omic Sampling

Frameworks of biodiversity assessment set forth in agreements
such as the CBD urge that observational activities include every
level of biological organization. This is echoed by the biological
and ecological EOVs under development within GOOS, such
as variables for mangroves and corals, as well as microbes.
Thus, the components of biodiversity observation networks,
such as MBON, must be able to provide integrated insight on
molecular, cellular, physiological, population- and community-
level diversity, as well as ecosystem-level integrity (Bednarsek

Dhttps://ioos.noaa.gov/project/atn/

et al., 2017; Goodwin et al., 2019). At the finer scale of
this continuum, novel, increasingly cost-effective approaches
to assess diversity, variation, and anthropogenic impact at the
molecular and cellular level are of high interest due to their
sensitivity, ability to augment existing methods of observing
macro-organisms (e.g., Bourne et al., 2016; Apprill, 2017; Bierlich
et al,, 2017; Stat et al., 2018), and their ability to report on
the microbial life which is central to the functioning of the
changing oceans (e.g., Moran, 2015; Sunagawa et al., 2015; Stat
et al,, 2017; Buttigieg et al., 2018). We thus propose that “omics”
approaches - those that analyze organisms at the molecular
level, including DNA, RNA, proteins, and small molecules - are
utilized to ensure that an integrated and global MBON can report
on biodiversity across scales. Omics encompasses fields such
as genomics, transcriptomics, proteomics, and metabolomics
as well as their application to environmental samples (e.g.,
metagenomics, metatranscriptomics, metabarcoding; see Aguiar-
Pulido et al., 2016 for an overview). Omics approaches identify
organisms, their status, and their adaptation potential and are
predictive, showing how these might change in response to
environmental change).

Over the last decade, omics theory, methods, and applications
have been transferred from the research domain into operational
and long-term observation settings, and progress has already
been linked to MBON’s core objectives through demonstration
projects analyzing microbial, invertebrate, and vertebrate target
species and populations (Andruszkiewicz et al., 2017; Djurhuus
et al., 2017, 2018; Goodwin et al., 2017). In the marine realm,
omics methodologies and standards have been driven forward
by large-scale surveys of ocean waters such as the Global Ocean
Sampling (GOS) expedition (Rusch et al,, 2007), the TARA
Oceans expedition (Karsenti et al., 2011; Sunagawa et al., 2015),
the California Cooperative Oceanic Fisheries Investigations
(CalCOFI; Goodwin et al,, 2019), and Ocean Sampling Day
(OSD; Kopf et al., 2015) with support from organizations such
as the Genomic Standards Consortium'® (Field et al., 2011). They
have been contextualized by multi-biome initiatives primarily
represented by the Earth Microbiome Project (EMP; Thompson
et al, 2017). In parallel, omics-enabled marine observatories
and time series have emerged from the poles” (e.g., Soltwedel
et al., 2013) to temperate (Andruszkiewicz et al., 2017) and
tropical/subtropical latitudes (Steinberg et al., 2001; Karl and
Church, 2014; Muller-Karger et al., 2019). Indeed, as an indicator
of future integration, some of these efforts have interfaced with
established ocean observing activities such as GEOTRACES"
(Biller et al., 2018).

Currently, the bulk of omics ocean observation is directed
toward marine microbes. Thus, it addresses a major gap in our
observational capacities: most contemporary ocean observation
programs do not target microbes, despite their key role in driving
major biogeochemical cycles and essential ecosystem services
(Boetius et al., 2015; Moran, 2015). Omics technologies-with
their falling cost and growing practicality-are our best available

1http://gensc.org/
7http://mars.biodiversity.aq
http://www.geotraces.org/
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option in meeting growing calls for understanding the global
microbiome (e.g., Dubilier et al., 2015) and supporting the
emergence of the Microbial EOV under development within
the GOOS Biology and Ecology Panel (Miloslavich et al., 2018a;
Muller-Karger et al., 2018a).

Be it for microbes or metazoans, omics is providing new
insights and sensitive tools to detect shifts in community
assemblages in response to changes in environmental conditions
that can support management of marine environments in
the face of rapid global change (e.g., Cordier et al, 2017;
Goodwin et al.,, 2017; Pawlowski et al., 2018). However, the
impact of omics observation is strongly dampened by the
lack of global, standardized, and well-contextualized datasets
and accompanying best practices (Buttigieg et al, 2018).
There is a need to engage international networks of omics
observers and collectively interface with established global
observation programs.

Part of this need is being addressed by existing efforts such as
the Genomic Observatories Network (Davies et al., 2014) and the
emerging Global Omics Observatory Network (GLOMICON)",
an outcome of the AtlantOS project®. Such networks are
facilitating the alignment of protocols and information standards,
as well as activities such as round-robin calibrations to enable
omics to move closer toward operational biodiversity monitoring
systems, e.g., omics applications that complement biodiversity
surveying of marine macrophytes (Zardi et al., 2015; Neiva et al.,
2017; Hamaguchi et al., 2018). These networks also offer avenues
for methodological comparisons (e.g., Pesant et al., 2017; Fahner
et al,, 2018), (meta)data management solutions (e.g., Deck et al.,
2017), and emerging reporting practices (e.g., Nilsson et al., 2018)
to attract more rapid reaction from the ocean omics community.

MBON offters a vital rallying point to fully realize the immense
potential of multi-omic observation; its focus on operationalizing
biodiversity observation will be essential to channeling and
guiding marine omics through the next decade. Thus, we
argue that:

1. The accessibility and long-term value of omics data should
be more widely communicated within the ocean sciences.

. Global baselines of standardized omics observations must
be gathered, particularly in undersampled regions of the
World Ocean to develop a basis from which changes may
be detected with greater consistency.

. Omics data must be exchangeable in a FAIR-compliant
(Findable, Accessible, Interoperable, Reusable) manner,
and omically enabled observatories must be able to 1)
seamlessly understand and query one another’s data and
2) automatically synchronize and/or submit their data with
aggregators such as GBIF and OBIS.

. The GOOS Biological and Ecological EOVs, particularly
the Microbial EOV, should integrate omically-based
measures of phylogenetic and functional diversity - and
their derived products - to report on marine ecosystem
state, functioning, and health.

. Support should be gathered for the development of
autonomous devices which allow the collection of samples
for omics, initially focused on collecting samples for
processing on shore.

Citizen Science

Successful data collection over the range of scales necessary
to detect marine biodiversity change globally and to identify
underlying mechanisms will require expansion of currently
underutilized methods. These include efforts such as citizen
science (Amano et al., 2016; Stuart-Smith et al., 2017; Pandya
and Dibner, 2018) and the incorporation of Traditional and
Local Ecological Knowledge (Thurstan et al., 2015; Charnley and
Carothers et al.,, 2017). Goals of citizen science activities include
a more comprehensive understanding of changes and also more
sustained monitoring efforts in remote and difficult to reach
areas. Citizen science efforts on land have been very successful
in filling information gaps on biodiversity through efforts such as
bird counts (Amano et al., 2016).

While some well-supervised and quality-controlled citizen
science programs focusing on aspects of marine biodiversity have
been successful, such as the Reef Life Survey (Stuart-Smith et al.,
2018), compared to terrestrial efforts these programs are still
restricted in scope. These programs have tremendous potential

2. Marine omics initiatives, particularly long-term or  that should be considered and explored. In the United States, the
observatory-grade = projects, should join and help  Office of National Marine Sanctuaries supports numerous citizen
shape omics ~observatory networks to present a  cjence efforts as part of its outreach programs?'. BioBlitz events
coordinated front when interfacing with established e popular all over the world, including among MBON partners
ocean observation networks. participating in the Smithsonian-led MarineGEO*, which is

3. Networks of marine omics observers and MBON should working to fill gaps in the systematic collection and sharing of
align and guide one another to efficiently enhance jong-term data in the coastal zone. BioBlitzes are intense periods
and/or complement broader biodiversity observational — of biological surveying in an attempt to record all the living
capacities with molecular methods, with an initial focus on species within a designated area.
metagenomics and marker gene sequencing. Ocean Sampling Day is a global scientific campaign that takes

4. Omics-based observations should be rigorously tested  place during the solstice on June 21st, when 600 citizen scientists
before being integrated into routine ocean observations  collect seawater samples to analyze marine microbial biodiversity
programs, preferably ~through a coordinated and ,nd function®; Ocean Sampling Day activities have included
international set of facilities. a citizen science component, “MyOSD” (Schnetzer et al., 2016).

Zhttps://sanctuaries.noaa.gov/involved/citizen-science.html
Yhttps://glomicon.org/ Zhttps://marinegeo.si.edu/
Zhttp://atlantos-h2020.eu/ Bhttp://www.my-osd.org/
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In the United Kingdom, the Capturing our Coast projec
trained ~3000 citizen scientists between 2015 and 2018 to
record patterns of species distributions in intertidal zones in
the United Kingdom.

Crowd-sourced efforts to record not just biological data
but also physical data are nascent, but there are examples of
highly successful programs, including the Cefas citizen science
diver program® and Project Hermes®. Wright S. et al., 2016,
amalgamated data from recreational diver computers to compare
diver profiles with existing Sea Surface Temperature and CTD
measurements, to demonstrate the utility of these profiles for
monitoring. The NOAA Ocean Acidification Program is cross-
validating citizen-collected data on ocean pH with sensor data in
the northeastern United States. The Smartfin project is outfitting
surfboards with sensors capable of recording temperature and
ocean pH”.

Artificial Intelligence

Artificial intelligence (AI) refers broadly to computer systems
that “can sense their environment, think, learn, and act in
response to what they sense and their programmed objectives”
(World Economic Forum, 2018). Machine learning is a subset
of Al encompassing methods that incorporate a broad range
of prediction, dimension reduction, classification and clustering.
Deep Learning is, in turn, a subset of machine learning,
composed of a group of specific methodologies using multi-
layered neural networks, for more complex classification and
predictive decision-making often requiring less training than
traditional methods. AI in recent years, using Deep Learning
techniques, has demonstrated the ability to drive vehicles and
dominate the most complex games, such as Go.

How does this relate to marine biodiversity observation?
Traditional forms of statistics and machine learning for
predicting the distributions of species has long been a mainstay
of marine biogeography. However, one of the most time-
consuming aspects of biological observation has been identifying
species, historically requiring taxonomic experts. Deep learning
techniques enable automated classification of species from a
variety of platforms, including: opportunistic citizen science
visual observations (e.g., redmap.org.au; iNaturalist.org; Pimm
etal., 2015); benthic photo quadrats (BisQue; Rahimi et al., 2014,
Fedorov et al., 2017, 2018); cabled video observatories (Marini
et al.,, 2018); unmanned underwater vehicles (Qin et al., 2015;
Sung et al., 2017); acoustic-sensing hydrophones (Dugan et al.,
2015; McQuay et al., 2017); plankton-sensing flow cytometers
(Gorocs et al., 2018); and satellite imagery (Guirado et al., 2018).
Taxonomic experts are still very much needed for developing
datasets as inputs to this modeling approach.

Using this technology, sensor platforms could stream data
into Deep Learning classifiers that produce species classifications
with confidence metrics, such that high-confidence species

Zhttps://www.capturingourcoast.co.uk

Lhttps://www.cefas.co.uk/cefas- data- hub/dois/cefas- citizen- science- diver-
recorded-temperatures/

2https://cousteaudivers.wordpress.com/2018/04/04/project-hermes/
https://smartphin.org/our-ocean/

classifications could then populate observational archives, such
as OBIS, in real-time. Deploying these automated classification
techniques across the wide range of available platforms promises
to massively augment our ability to observe marine species.

Beyond simply detecting species, Al could be used to discern
sex and age of organisms in the environment or diseases
that may be affecting them (Rossi, 2017). Similar to self-
driving vehicle applications, Al can improve navigation of
unmanned underwater vehicles (Zhang et al, 2017; Cheng
and Zhang, 2018). Even more broadly, Al has many potential
applications to promote healthy oceans, including: sustainable
fishing, preventing pollution, protecting habitats and species, as
well as monitoring and mitigating impacts from climate change
(including acidification) (World Economic Forum, 2018).

Critical needs in this new emerging area include
(Hazen and Bromberg, 2018):

1. Framing of the questions that machine learning and deep
learning can tackle — what hypotheses can be tested?

2. Highlighting exploratory questions—what are the specific
opportunities we need to address first?

3. Identifying the most important feature in a natural system,
including those that humans may have overlooked.

4. Conditioning the data for integration — some are spatial,
such as vector point data and some are interpolated.

5. Knowing what tools to use, and when or how to use them
(e.g., random forests, deep neural networks, convolutional
neural networks, etc.).

6. Training datasets with accurate labels.

Ecological Marine Unit Classifications
Multiple approaches have been considered to classify marine
ecosystems. Marine ecoregions (Spalding et al., 2007) represent
an approach to classify coastal and shelf regions that has
been widely used. The Global Environment Facility (GEF) has
adopted the Large Marine Ecosystem concept as a framework
to organize and implement ecosystem-scale resource assessment
and management in coastal waters®. Here we describe in
more depth the Ecological Marine Unit (EMU) approach,
but the complementary nature of these and other efforts
must be considered.

Ecological Marine Units represent a new approach for
stratifying and classifying marine ecosystems at a global scale
(Sayre et al., 2017). EMUs were commissioned in 2015 by GEO
as a standardized, practical global ecosystems classification and
map for the oceans; they are a key outcome of GEO BON and
a recent contribution to MBON. The EMU project is one of
four components of the new GEO Ecosystems Initiative within
the GEO 2016 Transitional Work plan, for eventual use by the
Global Earth Observation System of Systems (GEOSS). EMUs
are comprised of a global point mesh framework, created from
52,487,233 points from the NOAA World Ocean Atlas; spatial
resolution is 1/4° by 1/4° by varying depth; temporal resolution
is currently decadal; each point has x, y, z, as well as six attributes
of chemical and physical oceanographic structure (temperature,

Bhttps://www.thegef.org/topics/large- marine- ecosystems
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salinity, dissolved oxygen, nitrate, silicate, phosphate) that are
likely drivers of many ecosystem responses. Sayre et al. (2017)
implemented a new variation of k-means statistical clustering of
the point mesh (using the pseudo-F statistic to help determine
the numbers of clusters), allowing us to identify and map 37
environmentally distinct 3D regions within the water column.
These units can be described according to their productivity,
direction and velocity of currents, species abundance, global
seafloor geomorphology (Harris et al., 2014), and much more.
A series of data products for open access share the 3D point
mesh and EMU clusters at the surface, bottom, and within
the water column (Figure 4), as well as 2D web apps for
exploration of the EMUs and the original World Ocean Atlas
data® (Wright D.J. et al., 2016).

Many cite the need to scale this global framework down
regionally and up temporally. Hence, over 15 teams of researchers
are implementing EMUs in regional use cases, based on their
own higher-resolution data for a richer geospatial accounting
framework and visualization of species distributions. Among
these are use cases in temperate upwelling, shallow subtropical
and polar regions, where boundaries of surface seascapes are
compared to surface EMUs, and at seasonal scales (Kavanaugh
et al, 2018). The EU-funded ATLAS project” is comparing
EMUs to species-based biogeographic clusters of Vulnerable
Marine Ecosystems in the North Atlantic to refine UNESCO’s
Global Open Ocean and Deep Seafloor effort for this region.
German researchers compiling 5000-6000 deep-sea distribution
records from expeditions to the Sea of Okhotsk, the Aleutian
Trench, and the Kuril-Kamchatka Trench (e.g., Brandt et al,,
2015) are comparing their EMU use case with the ATLAS
use case. Another use case seeks to add data on Northeast
Pacific, Puget Sound and Southern California Bight carbonate

Zhttp://www.esri.com/ecological-marine-units
3https://www.eu-atlas.org

chemistry and how it relates to in situ responses of an ocean
acidification indicator, such as pteropoda shell dissolution and
stress responses and thresholds (e.g., Bednarsek et al., 2017;
Bednarsek et al., in revision) to the EMU 3-D point mesh network
to examine responses of ecosystems to influences such as ocean
acidification and thermal stress. EMUs may have potential to be
closely linked to habitat suitability to describe broader patterns
of ocean health.

Validating EMUs for the Deep Sea

The study of vulnerable marine ecosystems (VMEs)
biogeography has received limited attention, mainly due to
the difficulties of collecting benthic data from deep-water
environments—especially in large areas far from land—and the
costs associated to these explorations. However, many VMEs
lie in areas beyond national jurisdiction (ABNJs) where their
distribution and driving factors of occurrence remain poorly
understood. Biogeographic classifications have been used to
analyze patterns of marine biodiversity and advance knowledge
of evolutionary and ecosystem processes, even when information
is sparse in certain areas (Rice et al, 2011). Biogeographic
classifications can also assist governments in designing area
based management tools (ABMT), such as marine protected
areas, that might lead to better ocean governance in a future
ocean challenged by rapid rates of climate change and increased
exploitation of living and non-living resources in the deep ocean.

The Global Open Oceans and Deep Seabed (GOODS)
is a biogeographic classification system for the deep ocean
(UNESCO, 2009; Watling et al., 2013) based entirely on physical
proxies, presumed to reflect species biogeography. GOODS
divides the deep ocean into pelagic and benthic biogeographic
provinces based on biological data such as primary production,
and a range of environmental variables. Other emerging
biogeographic classification schemes covering all marine regions,
such as the EMUs, generally converge to the same proposed
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FIGURE 4 | The EMU is comprised of a global point mesh framework, created from the NOAA World Ocean Atlas. Each point includes attributes of chemical and
physical oceanographic structure that are likely drivers of many ecosystem responses.
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FIGURE 5 | EMUs were compared to species-based biogeographic clusters of vulnerable marine ecosystems (VMESs) in the North Atlantic. Three main VME-forming
groups were selected: sponges (Porifera), stony corals (Scleractinia), and soft corals (Octocorallia).

biogeographic units in ABNJs. However, neither EMUs or
GOODS are grounded in species data, nor have they been
validated for complex habitats formed by VME indicator taxa.
The North Atlantic is a relatively young ocean that potentially
offers the longest history of studying VME species, helping
to understand VME biogeography. Heavy human exploitation
(e.g., fisheries, renewables, oil and gas, deep-sea mining) and
a rapidly changing climate (Rahmstorf et al., 2015) amplify
the need to bring conservation efforts to this region. To help
refine the GOODS biogeographic classification and validate
EMUs for benthic species, EMUs were compared to species-based
biogeographic clusters of VMEs in the North Atlantic.
Distribution data from VME species were compiled from
published and unpublished data during the ATLAS project. Three
main VME-forming groups were selected: sponges (Porifera),
stony corals (Scleractinia) and soft corals (Octocorallia). Records
were sparse (Figure 5), thus species data were aggregated
into polygons, each polygon assigned to the EMU that was
underneath it, and the original EMUs at 0.5° cell grid
resolution were re-sampled to generate EMUs at 5° square
cells. A distance matrix using Sorensen’s coefficient was created
based on species similarities between polygons, and used to
produce biogeographic clusters using the unweighted pair-
group method with arithmetic averages (UPGMA) algorithm.
Significant differences in species compositions between polygons
were assessed using analysis of variance (ANOSIM). Briefly, no
statistical differences were found, indicating that representations
of deep-sea VME biogeography using physical proxies do not
adequately reflect species-level biogeographic patterns (Table 1).

THE NEXT FRONTIER: BENEFITS AND
RECOMMENDATIONS

Advancing shared objectives toward the systematic, sustained
and routine integration of biology into the global ocean
observing system will bring additional important benefits,
including: (1) expanding knowledge on the links among
the marine environment, marine life, and the services the
ocean provides; (2) coordination of disaggregated biodiversity
and indicator monitoring and science programs to share
data, experiences, knowledge, and standardized protocols;
(3) increased understanding of physical, biological, chemical,
climate, and anthropogenic drivers and their combined effects
on ecosystem health; (4) enhanced capacity for forecasting of
marine biodiversity and ecosystem health under future scenarios;
(5) efficiency and optimized costs for data management and
improved access to information; and (6) a framework for
countries to establish biodiversity baselines and indicators to
inform future assessments.

TABLE 1 | Statistical analysis of representations of deep-sea VME biogeography
using physical proxies.

VME Taxa R-value p-value (p < 0.005)
Porifera 0.04938 0.516
Scleractinia —0.025 0.505
Octocorallia 0.2625 0.073
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As noted previously, the Ocean Obs 09 conference established
the Framework for Ocean Observing, which recommends that
observing system development be science-driven, informed by
societal needs, and iterative — using a feedback loop whereby
system requirements and outputs (tools, products, services) are
evaluated to ensure the system is meeting user requirements. Ten
years later, we still endeavor to establish a sustained biological
ocean observing capability that is integrated with GOOS
approaches and systems and will enhance our understanding of
life in the ocean and our ability to protect ocean resources while
supporting robust, resilient economies and communities.

Ocean Obs 19 presents an opportunity to focus the dialogue
around relevance of MBON, OBIS, and the GOOS Biology
and Ecosystems Panel to JCOMM Observation Coordination
Group activities. It is a key mechanism to inform future
plans for GOOS, including development of GOOS Regional
Alliances. The MBON partnership with GOOS and OBIS ensures
a practical focus for development of a globally coordinated,
sustained ocean observing system. MBON also works with
the IOC’s Ocean Best Practices group®. MBON further works
with global consortia focused on specific taxonomic groups
or methodological approaches to biological observing (e.g., the
global Continuous Plankton Recorder Survey, animal tracking
networks). These groups are participating in the global dialogue
and are together leading a community of scientists, managers,
practitioners and users toward a common vision to build a
sustained, coordinated, global ocean system of marine biological
and ecosystem observations. Delivering the resulting information
through an open access, integrated and quality-controlled
database will support management decisions and address relevant
science and societal needs.

Based on success of Ocean Obs 09, we encourage Ocean
Obs 19 to endorse and advance the grass-roots and expanding
effort embodied by MBON. In parallel, Ocean Obs 19
sponsors can promote a sustained, fit-for-purpose biological
component of GOOS that leverages existing multi-disciplinary
and multisectoral partnerships; integrates biology with physical
and biogeochemical ocean observations; maximizes access to
data and information products; and supports real-time needs
for ecosystem-based assessment and management of marine
fisheries, protected species, and special places. This has broad
relevance for global policy drivers and priorities, as ecosystem-
based assessments can be combined with socio-economic
information to answer questions about economic, social and
environmental impacts and sustainability. It is the only way
to enable reporting mechanisms linked to the UN Sustainable
Development Goals (particularly SDGs 14, 13, 15, 6, 2) as well
as regional monitoring systems.

CONCLUSION

There is a real and present need for marine biological and
biodiversity information to ensure wise and sustainable uses
of the ocean. The Marine Biodiversity Observing Network of

3Thttp://www.oceanbestpractices.org/

GEO provides a mechanism to bring together our global ocean
observing community around the design and implementation
of an integrated system to collect concurrent biological,
biogeochemical and physical time series for marine life and
relevant social and economic indicators of the status of
humanity. Enabling such observations requires technology
transfer between nations and groups, sharing of information,
capacity building, and voluntary participation of citizens in
biodiversity monitoring, providing standardized data useful for
scientific analysis. All nations will benefit from a fit-for-purpose
and sustainable observing system that improves our collective
understanding of how life in the ocean is changing across spatial
and temporal scales.
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Integration of observations of the coastal ocean continuum, from regional oceans to
shelf seas and estuaries/deltas with models, can substantially increase the value of
observations and enable a wealth of applications. In particular, models can play a critical
role at connecting sparse observations, synthesizing them, and assisting the design of
observational networks; in turn, whenever available, observations can guide coastal
model development. Coastal observations should sample the two-way interactions
between nearshore, estuarine and shelf processes and open ocean processes, while
accounting for the different pace of circulation drivers, such as the fast atmospheric,
hydrological and tidal processes and the slower general ocean circulation and climate
scales. Because of these challenges, high-resolution models can serve as connectors
and integrators of coastal continuum observations. Data assimilation approaches
can provide quantitative, validated estimates of Essential Ocean Variables in the
coastal continuum, adding scientific and socioeconomic value to observations through
applications (e.g., sea-level rise monitoring, coastal management under a sustainable
ecosystem approach, aquaculture, dredging, transport and fate of pollutants, maritime
safety, hazards under natural variability or climate change). We strongly recommend
an internationally coordinated approach in support of the proper integration of global
and coastal continuum scales, as well as for critical tasks such as community-agreed
bathymetry and coastline products.
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INTRODUCTION

The main interface between humans and the ocean occurs
in the coastal seas. Major marine industries thrive in this
area while citizens make daily use of the coastal ocean for
recreation. OceanPredict (formerly GODAE OceanView;
Davidson et al., 2019) promotes the proper integration of
all ocean scales under an international, operational, data-
assimilative, multi-nested modeling framework. A Coastal
Ocean Forecasting System (COFS), often targeted toward
operational use, involves a combination of appropriate
coastal observing and modeling systems (e.g., Kourafalou
et al, 2015a; De Mey et al, 2017). The resulting value
chain comprises observations made at sea, satellite data,
ocean forecasts and analyses providing specific products and
services for end users.

Observing systems tend to be spatiotemporally sparse in
coastal regions, in comparison to the small scales of ecosystem
variability found there. A crucial observational challenge is
addressing the variety of important spatial and temporal scales
of the coastal continuum, i.e., the seamless transition from
the deep ocean to estuaries, through the shelf: observations
should sample the multiscale, two-way interactions of estuarine,
nearshore, and shelf processes with open ocean processes,
while accounting for the different pace of circulation drivers,
such as the fast atmospheric and tidal processes and the
slower general ocean circulation and climate scales, and for
gradients of biological production, from mesotrophic estuaries to
oligotrophic oceans.

To fully realize the benefits of coastal observing
systems, observations and models must be better integrated
within COFS. Observations can be used to guide coastal
model development and assessment (see section “Using
Observations to Guide Coastal Model Development and
Assessment”). In turn, models can be used to connect
and interpret sparse coastal observations (see section
“Using Models to Connect and Interpret Sparse Coastal
Observations”). Data assimilation (DA) and machine
learning (ML) can provide quantitative, validated estimates
of Essential Ocean Variables and parameters in the coastal
continuum (see section “Using Coastal Models to Synthesize
Observations”). Models and DA can also be used to design
and optimize existing and future observational arrays, with
implications on sampling technology and networks (see
section “Using Models to Design and Optimize Coastal
Observing Systems”).

Integration of observations with models can add value to
coastal observations and enable a wealth of applications, e.g.,
monitoring coastal sea-level rise (Ponte et al., 2019), decision-
making support, marine search and rescue, coastal management
under a sustainable ecosystem approach, aquaculture, dredging,
transport and fate of pollutants, port operations, maritime
and coastal populations safety, hazard analysis under natural
variability and climate change. This paper focusses on how
science can support coastal operational monitoring and
forecasting to that end.

USING OBSERVATIONS TO GUIDE
COASTAL MODEL DEVELOPMENT AND
ASSESSMENT

Coupling models are a commonly used path when addressing
the complex interactions between different components of the
Earth System, but its assessment is challenging. One such example
is illustrated by Staneva et al. (2016a,b, 2017) with a focus on
the nonlinear feedback between strong tidal currents and wind-
waves, which can no longer be ignored, in particular in the coastal
zone where its role seems to be dominant. The inclusion of
wave coupling appears to decrease strong winds through wave-
dependent surface roughness (Wahle et al., 2017), and changes
sea surface temperature, mixing and ocean circulation (Alari
etal,, 2016), leading to better agreement with in situ and satellite
measurements. Comparisons with available atmospheric and
oceanic observations also show that the use of the coupled system
reduces the prediction errors in the coastal ocean especially under
severe storm conditions.

Significant progress has occurred in operational model skill
assessment in recent years (e.g., Hernandez et al., 2015). Sotillo
et al. (2016) and Pascual et al. (2017) demonstrate the utility
of using Lagrangian and multiplatform observations from a
single extensive campaign to assess regional and coastal high-
resolution models in the Alboran Sea. However, many coastal
areas remain under-validated due to the shortage of observations.
This affects variables such as surface currents, highly demanded
by end-users for a widespread number of applications, while
observational sources for currents are generally scarce and
limited to High-Frequency (HF) radar-covered areas and some
mooring stations. Wherever available, HF radars have been
shown to be very beneficial for validating high-resolution
regional ocean models (Oke et al., 2002; Liu et al., 2009; Wilkin
and Hunter, 2013; Lorente et al.,, 2016a,b; Soto-Navarro et al,,
2016; Mourre et al.,, 2018; Rodrigues, unpublished, 2015). In
addition, reliable wave parameters can be inferred from the
weaker second-order Doppler spectrum measured by the HF
radar (Lorente et al., 2018).

To improve predictions in coastal regions, it is desirable to
reduce biases in the models. However, the lack of both sub-
surface observations and flux data in coastal regions severely
hinders progress. An example of this problem is given by the
shelf-seas model around the United Kingdom. Graham et al.
(2018) demonstrated that increasing the horizontal resolution
from 7 to 1.5 km led to improvements in off-shelf regions,
but biases remained largely unchanged over the shelf region. In
the North Sea, biases in both surface and bottom temperatures
(Figures 1A,B) suggest that stratification errors are linked either
to errors in surface forcing or to vertical processes. Experiments
with vertical mixing schemes (Luneva et al., 2019) and light
attenuation schemes (Figures 1C,D) suggest that changing these
would reduce biases in bottom temperatures. However, there
are no flux moorings in the North Sea to evaluate the surface
forcing and very few (and infrequent) subsurface observations
(Figure 1E) to evaluate the full depth seasonal cycle.
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FIGURE 1 | Observed vs. modeled sea surface (A) and sea bottom temperature (B) from profile observations for the current configuration of the Met Office AMM15
shelf seas forecasting system and with proposed changes to the vertical mixing and light attenuation schemes (C,D). Also shown (E) is a map of the location of all
temperature profiles for spring 2014 available from EN4.

How valid are direct model-data comparisons? Small spatial
scales and HF motions are a major challenge when comparing
high-resolution model outputs to observations. Even when a
model is deemed realistic, small phase errors can happen, with
large consequences if strong gradients (e.g., fronts) are present.
High-sampling rate time series are very valuable observations
for model assessment or DA, but their representativeness
when compared to model outputs remains questionable.
This issue has been raised for coastal model assessment
(e.g., Sandviketal,2016) and methods to overcome such a
problem have been developed (e.g., “fuzzy” verification; Ebert,
2008). This may also call for specific strategies for the design of
coastal observing networks.

USING MODELS TO CONNECT AND
INTERPRET SPARSE COASTAL
OBSERVATIONS

COFS must address the full spectrum of spatial and temporal
scales in the coastal continuum. COFS must thus resolve
interactions between nearshore, estuarine and shelf processes
(target resolution: 10-100 m) and open ocean processes (target
resolution: 1 km), preferably in a two-way mode. Approaches
include downscaling and multi-nesting (e.g., Debreu et al., 2012;
Kourafalou et al., 2015b; Trotta et al., 2017), upscaling (Schulz-
Stellenfleth and Stanev, 2016), and unstructured-grid models
(e.g., Zhang et al.,, 2016a,b; Federico et al., 2017; Stanev et al,,
2017; Ferrarin et al., 2018; Maicu et al., 2018), and coupling with
watersheds (Campuzano et al., 2016, 2018). These features make

those COFS more relevant to the interpolation and interpretation
of sparse observations.

An example is given in Figure 2, off the northern coast of
Cuba, an area of scarce availability in ocean data and the site
of an eddy field which was found to play an important role on
the broader regional mesoscale processes in the Gulf of Mexico.
Kourafalou et al. (2017) describe the related processes using
a high-resolution nested model (Kourafalou and Kang, 2012),
satellite and in situ data. A series of cyclonic and anticyclonic
eddies were identified along the Cuban coast in the Straits of
Florida and were traced in model and observational data fields.
The anticyclonic eddies were released from the Loop Current
and progressed eastward, affecting the overall variability of the
Loop Current/Florida Current system, a component of the Gulf
Stream. The synthesis of model and observational data has
led to a new understanding of the Gulf of Mexico’s mesoscale
processes, with implications on the predictability of a major
western boundary current.

The SAMOA Initiative (Alvarez Fanjul et al, 2018) uses
such a synthesis of observation and model products to provide
operational products and customized services for port operations
in Spain. A suite of increasing-resolution models (down to
~100 m), involving wave modeling and improved metocean
products, as well as dedicated observational field campaigns
and near-real-time networks, is used to downscale CMEMS!
products to coastal and port waters, providing enhanced
products to end users.

!CMEMS: Copernicus Marine Environment Monitoring Service, http://marine.
copernicus.eu/.
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upwelling area along the northern Cuban coast are also marked. “Upwelling” marked over the Cuba land mass indicates upwelling area near the coast (marked by
cooler/blue color waters in GHRSST data and more productive/green color waters in ocean color data). We use GHRSST Level 4 SST fields produced by GHRSST
daily Level 2 data Donlon et al. (2009), https://podaac.jpl.nasa.gov/dataset/JPL-L4UHnd-GLOB-MUR, with horizontal resolution of 1-2 km (adapted from
Kourafalou et al., 2017).

USING COASTAL MODELS TO
SYNTHESIZE OBSERVATIONS

Let us now turn to DA and ML approaches where models
and observations are combined. DA (e.g., Moore and Martin,
2019) is traditionally complex and frustrating in coastal regions
because of the multiple scales involved, and also because the
data forcing is competing with open-boundary, riverine, and
atmospheric forcings (the latter a DA product), which are often
imperfectly known.

The value of assimilating HF radar observations to improve
the coastal ocean state estimation (Oke et al., 2002; Wilkin et al.,
2005; Barth et al., 2008; Shulman and Paduan, 2009; Stanev
et al., 2015, 2016) or optimize boundary or surface forcings
(Barth et al., 2011) has been demonstrated. Access to original
radial radar measurements is important for assimilation (above
references; Kurapov et al., 2003; Sperrevik et al., 2015). Reliable
error variances and information on the spatially and temporally
correlated error structure are very valuable (Vandenbulcke et al.,
2016), but are unfortunately often unavailable.
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Altimetry observations have recently been assimilated
in shelf-sea systems, including operational systems (e.g.,
Sotillo et al., 2015; Kingetal., 2018). Although at an early
stage compared with altimetry assimilation in global non-tidal
models, use of these observations has the potential to better
constrain the coastal mesoscale and the subsurface density
structure. However, to derive the maximum benefit from these
measurements, sub-surface temperature and salinity fields must
already be reasonably well-constrained. The sparseness of profile
observations in the shelf seas therefore adds to the challenge.
With the upcoming launch of the SWOT wide-swath altimeter
mission there will be a step-change in our ability to resolve
the ocean mesoscale, but again challenges remain in making
use of these low-temporal resolution observations, especially
in dynamic shelf regions (cf. Gaultier et al., 2016; Bonaduce
et al., 2018). For both nadir altimetry (e.g., Dibarboure et al,
2014) and future wide-swath missions, the complex budget of
correlated errors at small scales (<~30 km) is certainly the main
difficulty to overcome.

High-frequency = measurements are found to be
complementary to altimetry (Pascual et al., 2015); together
they provide a strong dynamical control for ocean models (Yu
et al.,, 2012). Other studies also assimilate SST in addition to
altimetry (e.g., Vervatis et al., 2016).

Ocean-color is affected by terrestrial organic matter
and sediments in case II coastal waters, besides by
phytoplankton pigments (IOCCG, 2000). The increased
uncertainty of chlorophyll products needs to be accounted

in assimilative shelf-sea ecosystem models (Ciavatta
et al, 2016) or assimilation of alternative remotely
sensed optical data could be considered to constrain

biogeochemical simulations, e.g., light attenuation coeflicients
(Ciavatta et al, 2014) and remote sensing reflectance
(Jones et al., 2016).

An important research area where observations and forecasts
can be better integrated is related to the development of
ML techniques. For instance, Chapman and Charantonis
(2017) wusing iterative self-organizing maps managed to
reconstruct the deep ocean currents of the Southern Ocean
based on surface information provided by satellites. The
algorithm was trained using satellite observations of surface
velocity, sea-surface height and sea-surface temperature,
as well as observations of the deep current velocity from
autonomous Argo floats. ML techniques can also be used
in conjunction with numerical models to improve the
forecasts. For instance, Kalinic et al. (2017) presented an
ocean forecasting system for ocean surface currents for the
northern Adriatic coastal area based on self-organizing maps
trained by a high-resolution numerical weather prediction
model and HF radar data. O’Donncha et al. (2018) in a
case-study site in Monterey Bay (California) integrated
physics-based models to resolve wave conditions together
with a ML algorithm that combines forecasts from multiple,
independent models into a single “best-estimate” prediction
of the true state. In another example, Wahle et al. (2015)
applied a novel approach of DA based on Neural Networks to
wave modeling in the German Bight; French et al. (2017)

combined artificial neural network with computational
hydrodynamics for tidal surge inundation at estuarine
ports in the United Kingdom to show that a short-term
forecast of extreme water levels can achieve an accuracy that
is comparable or better than the United Kingdom national
tidal surge model.

USING MODELS TO DESIGN AND
OPTIMIZE COASTAL OBSERVING
SYSTEMS

Validated models can contribute to the efficient design and
optimization of observing systems for science and operational
uses (e.g., Fujii et al., 2019). Approaches include Observing
System Simulation Experiments (OSSE), Observing System
Experiments (OSE), and Objective Array Design (OAD)
are able to handle heterogeneous, multi-platform observing
systems: satellite-based, HF radars, buoys with low-cost
sensors, autonomous vehicles, etc., OSSE and OSE need an
assimilative system, while OAD does not (e.g., Le Hénaff
et al, 2009; Charria et al., 2016; Lamouroux et al., 2016).
Such approaches can be adopted in coastal regions to
identify gaps in an existing observing network, to study
operational failure scenarios, and to assess the potential of future
observation types.

OSSE have been conducted in the last decade in the regional
ocean (e.g., Halliwell et al., 2014, Halliwell et al., 2015; Aydogdu
et al., 2018). One particular challenge is to develop a rigorous
OSSE approach for the interaction of open-sea and coastal scales
(with particular focus on coastal scales where observations are
sparser and scales shorter) adopting multi-scale models as Nature
Runs to back up synthetic observations (e.g., Oke et al., 2015;
Fujii et al., 2019).

Using an OSE-type approach, Pein et al. (2016) investigated
how salinity measurements in the Ems Estuary affect the
reconstruction of the salinity field. Indeed, estuarine and strait
dynamics (Stanev et al.,, 2018), largely dominated by tides and
their interaction with buoyancy forcing, provide a new challenge
to amalgamating observations and modeling. The approach
helped to identify observation locations which are more suitable
for model-data synthesis.

Based on existing observing technologies, the use of
autonomous platforms (e.g., gliders) or systems deployed
on ships of opportunity [e.g., FerryBox, Fishery Observing
Systems (FOS)] is worth investigating. The impact of those
solutions, identified in previous strategy plans (Morin et al.,
2015), has been illustrated in several OSSE, OSE or OAD
experiments. It has been shown that assimilating glider
observations (hydrology but also velocity) in ocean models
does improve modeling systems (e.g., Dobricic et al, 2010;
Pan et al., 2011; Jones et al., 2012; Melet et al., 2012;
Hernandez-Lasheras and Mourre, 2018). Deploying gliders
in coordinated network configurations will further enhance
the capacity of the modeling system to reproduce targeted
dynamical features (Alvarez and Mourre, 2014). Moreover,
long-term repeated glider missions along endurance lines were
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shown to provide a new view of the ocean variability in
narrow channels (Heslop et al,, 2012) and in the transition
zone between coastal and the open ocean (Rudnick et al,
2017). The HF sampling of surface coastal waters by FerryBox
systems also delivers observations that improve assimilated
model simulations (Korres et al., 2014; Stanev et al., 2016;
Aydogdu et al, 2018). Particularly, in waters where the
ocean dynamics are tidally driven, the assimilating FerryBox
will be more efficient than slower glider platforms (Charria
et al,, 2016). To fill gaps between glider tracks and FerryBox
commercial lines, FOS appear as a valuable add-on to sample the
water column and potentially improve operational predictions
(Lamouroux et al,, 2016). Aydogdu et al. (2016) showed that
those systems remain efficient even with a limited number
of equipped ships if the spatial coverage is adapted to the
region dynamics.

Due to the high spatial and temporal variability of the
coastal patterns, the observations at the coastal scale may
be deployed following an adaptive and relocatable strategy
(e.g., autonomous vehicles: Ramp et al, 2009; Mourre
and Alvarez, 2012). The effort spent in the recent years
to build relocatable model platforms (e.g., De Dominicis
et al, 2014; Rowley and Mask, 2014; Trotta et al., 2016)
can guide the optimization of this adaptive observing
strategy. A recently successful autonomous vessel is the
Offshore Sensing SailBuoy?, which was used for directional
wave measurements in the North Sea (Hole et al., 2016).
Being 100% wind propelled, the SailBuoy has two-way
communication via the Iridium network. It has been
used for validation of ocean models and remote sensing
observations, deployed both in the Arctic and the Gulf of Mexico
(Ghani et al., 2014).

CONCLUDING REMARKS

Models can play a critical role in relation with
coastal observations, at connecting sparse observations,
synthesizing them, and assisting the design of observational
networks. In turn, whenever available, observations
can guide coastal model development for research and
operational use.

To adequately represent the bidirectional interactions between
the open ocean and small-scale processes, a better integration
and coordination of coastal and large-scale observation
systems would be beneficial. A promising combination would
involve HF radars and reprocessed coastal altimetry data
(Gommenginger et al., 2011).

Progress must be made in the next decade on coastal
observations, in particular regarding surface currents,
subsurface observations and flux data, and strategies must
be developed to assess the smallest scales (plumes, fronts,
plankton blooms, etc.). Likely upcoming breakthroughs will
be Sentinel-3A wind, wave and optical measurements (Heslop
et al, 2017; Pahlevan et al., 2017; Schulz-Stellenfleth and

Zwww.sailbuoy.no

Staneva, 2018; Wiese et al, 2018), synthetic aperture radar
(SAR)-based wide-swath altimetry (SWOT), the WaCM
mission (Rodriguez et al., 2019), and the SKIM® mission, if
approved. The availability of accurate, community-agreed
bathymetry, reference levels and coastline products are also
critical, since without them one cannot get HF processes right
nor ensure consistency of coastal models with basin-scale
models (e.g., Toublanc et al,, 2018). The situation regarding
freshwater fluxes and the monitoring of rivers is contrasted
(Mishra and Coulibaly, 2009); neither river climatologies
nor watershed models are fully satisfactory (Campuzano
et al, 2016). Validated observational error estimates must
also be a priority.

One of the challenges of coastal ocean observing systems in
the next decades is the integration of new and conventional
technologies to monitor the variability at small scales
and through integration into multiplatform observing and
forecasting systems (Tintoré et al., 2013). The establishment
of coastal ocean observing systems is being implemented as
an important component of marine strategy. These coastal
observatories, such as the Integrated Marine Observing
System (IMOS) in Australia, the Ocean Observing Initiative
(O0I), and the Integrated Ocean Observing System (IOOS)
in the United States, Neptune and Venus in Canada, the
Coastal Observing System for Northern and Arctic Seas
(COSYNA) Project in Germany, Poseidon in Greece,
and SOCIB in Spain are today providing new quality
controlled observational datasets following standard and
international protocols.

New insights on coastal processes can be gained
from the measurements of trace elements and isotopes.
For instance, radium isotopes (Moore, 2000; Charette
et al., 2016) have proven capable of tracing continental
waters into the ocean from rivers, estuaries or submarine
groundwater discharge.

Finally, coastal areas are ideal in engaging the public in
current scientific challenges and raise their awareness on global
environmental concerns of immense importance, including
global warming and plastic pollution (Cigliano et al.,, 2015).
Citizen science data collected in coastal areas have reached
the quality appropriate for exploitation in marine policy
(Hyder et al,, 2015), coastal area monitoring (Brewin et al,
2015, 2017b) and scientific studies (e.g., for the evaluation of
satellite data in coastal regions, Brewin et al, 2017a; Yang
et al, 2018). Citizen science data can cover areas that are
typically under-sampled by traditional monitoring networks
(e.g., intertidal zone) and may offer new opportunities for
a quantitative evaluation or assimilation into coastal models.
Citizen feedback can even be useful in guiding future observation
strategies and model development. Engaging citizens can
improve ocean literacy, providing support for future coastal
monitoring and modeling (Garcia-Soto et al,, 2017). The
delivery of sector-focused operational products and services
(e.g., Heslop et al, 2019) will progressively allow exploiting
and help in developing the full potential of our present
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coastal ocean observing and forecasting capabilities. This
will allow in turn receiving the necessary feedback from
the user communities to guide future observation and
evolution strategies.
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