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INTRODUCTION
We are in the midst of the fourth industrial revolution, and artificial intelligence (AI) is one of its driving technologies. AI refers to a system that can emulate human-level intelligence. During the past century, ever since the advent of aviation, humans have played a central role in military and commercial applications. It is anticipated that advances in AI will bring about an augmentation of human performance by advancing automation coupled with enhanced functionality, efficiency, safety, and decision making. In August 2020, the DARPA (Defense Advanced Research Projects Agency) ACE program’s AlphaDogfight Trials demonstrated an AI defeating an experienced F-16 flight pilot in a simulator. In the civilian aviation application arena, Morgan Stanley estimates that advanced air mobility (AAM), which is very dependent on assured autonomy, will have an addressable market of $4.4 tn by 2040 and $18.9 tn by 2050.
The application areas for intelligent aerospace systems are ever growing and include the following. 1) Autonomous Aircraft for Advanced Air Mobility, which operate without human intervention for duties such as task planning, obstacle avoidance, data collection, and decision making. 2) Flight control and navigation systems driven by AI which enable precise navigation while analyzing real-time data for optimal path planning, energy efficient flight paths, and augmented safety. 3) Maintenance and diagnostics systems that use health monitoring algorithms to predict potential issues, thereby circumventing operational problems by scheduling maintenance when needed and reducing downtime. 4) Mission planning and execution assisted by AI, which can offer optimized trajectories and make real-time changes to adapt to changing conditions—also referred to as “unknown unknowns”. 5) Air traffic management enabled by AI which can manage an increasing number of flights and assure safe and efficient aircraft routing.
Although these AI-driven developing capabilities have drawn much attention, a new can of worms has also been opened. There is a flow of important questions oozing out such as: Is AI reliable, safe, trustworthy, ethical, responsible, verifiable, robust, dependable, etc.?. With increased interest and the potential impact of AI on the aeronautical industry in terms of new capabilities and economic benefits, there is a clear and immediate need for research. The grand challenges that advance autonomy, described in part here, offer a unique set of opportunities for researchers across academia, federal agencies, and industry. The Intelligent Aerospace Systems section of Frontiers in Aerospace Engineering looks forward to supporting and disseminating research that addresses the current and future challenges on the path to realizing this immense potential.
TRUSTWORTHY AI
The aerospace industry has made extensive use of automation in systems and sub-systems. Automation uses technology to perform tasks without human intervention and may be based on linguistic rules or more complex control actions. Automation works well for repetitive tasks or sequencing complex tasks by breaking them down into simpler sub-tasks. One shortcoming of automated processes is limited adaptability—their inability to learn, adapt, and make decisions beyond the scope of the programmed instructions. On the other hand, AI emulates human reasoning by enabling machines to perform tasks that require human intelligence. The following features are often associated with AI: 1) learning and adaptation; 2) complex decision making; 3) cognitive ability; 4) autonomy. AI can enhance automation by incorporating optimal decision-making capabilities. One of the challenges of integrating AI into aerospace systems is its lack of trustworthiness. We have developed a complex system of establishing trust in human actions within the aerospace industry. If AI were to replace some of that human action, we need to trust it to perform its tasks effectively and reliably while assuring safety. The field of trustworthy AI is in its infancy, with many gaps between where we desire to be versus where we currently are. As a result of these gaps, there is well-founded fear that AI systems may cause harm to their users and to society (Kaur et al., 2022). Trustworthiness may comprise several requirements, such as fairness, explicability, certifiability, accountability, responsibility, verifiability, reliability, and acceptance. Kaur et al. (2022) analyze the aforementioned requirements through a literature survey and provide insights into approaches that mitigate AI risks and increase trust, as well as strategies for validating and verifying (V&V) these systems. Chatila R. et al. (2021) emphasize the need for the following attributes for trustworthy AI as vital to building operational governance frameworks and aligning their application with core human values and rights: security, robustness, transparency, verifiability, explicability, and safety. Moreover, Gartner provides an estimate that 30% of products based on AI will require the use of a trustworthy AI framework by 2025 (Burke et al., 2019), and, importantly, that as many as 86% of users will remain loyal to (and trust) companies that use ethical AI principles (Edelman, 2019). The report produced by the European Commission titled ‘Ethics guidelines for trustworthy AI presents an interesting and useful approach to evaluate the responsible development of AI systems while encouraging international collaboration on AI solutions that are beneficial for humanity (Floridi, 2019).
Li et al. (2023) provide a set of principles and a useful set of practices for implementing trustworthy AI. Baron et al. (2018) discuss a framework for trustworthiness requirements and models for aviation and aerospace systems.
The need for trustworthiness in AI has led to the requirement for eXplainable AI (referred to as XAI), which provides transparent and understandable explanations for decisions and predictions (Adadi and Berrada, 2018). A majority of AI models such as deep learning are anticipated as a black box (Chennam et al., 2023). Furthermore, it is believed that XAI will assist in bridging the trust gap and enable acceptance by human subject matter experts. DARPA (Gunning, 2017) launched the XAI program, which aims to make AI systems explainable and trustworthy. This initiative has been well internalized by researchers, thus creating a major shift in AI research, especially for safety-critical applications such as aerospace, defense, and medical. Sutthithatip et al. (2022) explore the application of XAI for safety-critical aerospace by surveying various techniques, such as model agnostic, fuzzy logic, white-box AI, black-box AI, and knowledge graphs. In addition, the XAI requirements are presented for safety-critical systems from the point of view of developers, guarantors, and interpreters. Degas et al. (2022) surveyed the application of XAI within the aviation/ATM domain and provided a conceptual framework named the DPP (descriptive, predictive, and prescriptive) model, along with a potential scenario in 2030. Youness and Aalah (2023) demonstrated the interpretability of deep learning prognosis using XAI for remaining useful life (RUL) prediction in a simulated turbofan engine.
ASSURED AUTONOMY
As we transition from automation to AI driven, safety-critical, autonomous aerospace systems, assured autonomy (AA) is a quintessential concept that concerns the need for high levels of confidence and reliability. In addition to aerospace, AA is also relevant in industries such as defense, transportation, healthcare, and industrial automation, where the cost of failure can be catastrophic. AA incorporates AI/ML, sensor fusion, control systems, and a robust framework of V&V, as well as testing methodologies, coupled with autonomy to guarantee that the system will perform safely and effectively and at an acceptable risk level. Typically, AA includes the following components in addition to autonomy and assurance: safety; reliability, risk management, ethics, and accountability. Collins (2015) reports on NASA’s vision for safe, autonomous systems operations and the central role that AA plays in realizing that vision. Moreover, it is projected that increasing autonomy, while assuring safety and reliability, will revolutionize the business models that drive aviation. Topcu et al. (2020) report on the importance of AA to the future of autonomous systems and the corresponding revolution; they list the negative outcomes that may result from a lack of assurance. Clarke et al. (2020) discuss the critical steps needed to achieve AA for AAM that include learning-enabled perception, human–machine teaming, and verification of nondeterministic systems. Bartlett et al. (2023) provide specific autonomy functions for AA and corresponding design assurance strategies. Fidi (2023) advocates the use of a digital representative—a “digital twin” of the vehicle to further advance state-of-the-art AA research—and that using digital twins will enable new applications and better planning.
HUMAN–AI TEAMING
Human–AI teaming (HAT) or human–AI collaboration represents the integration of humans and AI systems to cooperatively perform tasks and achieve goals. HAT provides synergy between humans and AI, creating a relationship that utilizes the unique strengths of each entity. Collaboration may occur between one or more humans on one side and one or more different AI systems on the other. The main idea is that the human partner overcomes the typical shortcomings of AI such as brittleness, perceptual limitations, hidden biases, and lack of ability to predict future events (Endsley et al., 2022a). Furthermore, in the short- and mid-terms, due to these inadequacies, AI requires careful human supervision and management. The National Academy of Sciences, Engineering and Medicine report (Endsley et al., 2022a) presents the current capability and the research gaps concerning the design and implementation of coupled human-AI operations, with the aim of augmenting overall performance beyond that of either entity. Endsley (2023) suggests methods for supporting team situational awareness (SA) within HAT and provides a framework for understanding the types of information that need to be shared within HAT. Moreover, AI transparency and explicability play an important role in supporting SA, and mental models in HAT and the SA-Oriented Design (SAOD) process are detailed.
Textor et al. (2022) explore the aspect of AI’s conformity with ethical norms and the impact that may have on human trust, and that typical human responses to ethical violations could not repair the loss of trust. Ezenyilimba et al. (2023) utilize the case of search-and-rescue to investigate the relationship between robot explicability and transparency on SA and trust, showing that trust improved when detailed explanations were provided, as opposed to transparency alone. Dorton and Harper (2022) provide a naturalistic exploration of trust and AI from the perspective of intelligence analysts. They identify that the performance of the system coupled with its explicability and perceived utility were important elements in enabling them to achieve their mission (Endsley et al., 2022b).
CONCLUDING REMARKS
The field of intelligent aerospace systems is growing in impact, bringing about impressive capabilities and new use cases. As highlighted here, there are several important scientific and technological challenges that will require focused research efforts for decades to come. The Intelligent Aerospace Systems section within Frontiers in Aerospace Engineering seeks to advance research and development in AI-enabled areas such as advanced air mobility, flight control and navigation, maintenance and diagnostics, mission planning and execution, and air traffic management by publishing high-quality contributions in these areas that address challenges at the forefront of aerospace engineering.
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