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Post-stroke anxiety (PSA) has caused wide public concern in recent years, and the study on risk factors analysis and prediction is still an open issue. With the deepening of the research, machine learning has been widely applied to various scenarios and make great achievements increasingly, which brings new approaches to this field. In this paper, 395 patients with acute ischemic stroke are collected and evaluated by anxiety scales (i.e., HADS-A, HAMA, and SAS), hence the patients are divided into anxiety group and non-anxiety group. Afterward, the results of demographic data and general laboratory examination between the two groups are compared to identify the risk factors with statistical differences accordingly. Then the factors with statistical differences are incorporated into a multivariate logistic regression to obtain risk factors and protective factors of PSA. Statistical analysis shows great differences in gender, age, serious stroke, hypertension, diabetes mellitus, drinking, and HDL-C level between PSA group and non-anxiety group with HADS-A and HAMA evaluation. Meanwhile, as evaluated by SAS scale, gender, serious stroke, hypertension, diabetes mellitus, drinking, and HDL-C level differ in the PSA group and the non-anxiety group. Multivariate logistic regression analysis of HADS-A, HAMA, and SAS scales suggest that hypertension, diabetes mellitus, drinking, high NIHSS score, and low serum HDL-C level are related to PSA. In other words, gender, age, disability, hypertension, diabetes mellitus, HDL-C, and drinking are closely related to anxiety during the acute stage of ischemic stroke. Hypertension, diabetes mellitus, drinking, and disability increased the risk of PSA, and higher serum HDL-C level decreased the risk of PSA. Several machine learning methods are employed to predict PSA according to HADS-A, HAMA, and SAS scores, respectively. The experimental results indicate that random forest outperforms the competitive methods in PSA prediction, which contributes to early intervention for clinical treatment.
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1. INTRODUCTION

Stroke is a medical condition in which poor blood flow to the brain results in cell death, associated with high morbidity, high disability, and high mortality across the world (Wolfe, 2000). Notably, approximately 2.5 million new stroke cases annually occur in China and the mortality rate has reached 11.48% (Sun et al., 2013; Chen et al., 2017). Mood problems such as depression, apathy, and distress are commonly reported with post-stroke (Hackett et al., 2014), but anxiety in stroke patients has been relatively neglected both in clinical and research settings, in spite of its ubiquity in the general population (Remes et al., 2016). Post-stroke anxiety (PSA) refers that stroke patients extremely concern about the prognosis status, e.g., recurrence, re-working abilities, the occurrence of fall accidents, and so on (Gilworth et al., 2009). Once stroke onset, anxiety becomes common throughout the acute phase, after months, and even after years (Lincoln et al., 2013). A systematic review and meta-analysis shows that the prevalence of anxiety disorders is 29.3% post-stroke during the first year, with 36.7% in 2 weeks, 24.1% in 2 weeks to 3 months, and 23.8% in 3–12 months (Rafsten et al., 2018). Specifically, Knapp et al. (2020) collect and analyze 53 studies and report 25.5% of stroke patients developed PSA within 1 month of stroke, 23.6% in 1 and 5 months, and 21.5% in 6 months to 1 year. A plethora of studies indicate that PSA significantly influences the living quality (Lincoln et al., 2013), which is associated with the delaying recovery of neurological function (Chun et al., 2018), and the interventions on anxiety disorders have a positive impact on the incidence of both coronary artery disease and stroke (Pérez-Piñar et al., 2017).

Given the significant impact of PSA on patient outcomes, great emphasis has been placed on risk reduction and early detection. However, the pathophysiology of PSA is still unknown and the relevant risk factors are controversial. A systematic review on 18 observational studies with 8,130 patients suggests that pre-stroke depression, stroke severity, early anxiety, and dementia (or cognitive) impairment following stroke are the main predictors of PSA, while the lack of methodological and statistical rigorously affects the validity of predictive models, which indicates future research should focus on testing predictive models on both internal and external samples to ultimately inform future clinical practice (Menlove et al., 2015). Accurate individual patient risk prediction would allow for evaluation and intervention even earlier in the pathologic process. Notably, it is critical to identify risk factors associated with PSA and build models to predict PSA.

With the rapid development of advanced technology, artificial intelligence has been applied extensively in a variety of professions. As an important tool in artificial intelligence field, machine learning (Alpaydin, 2020) has received increasing attention in the last decades, which is widely utilized in medical image processing, autonomous driving, computer vision, and so on. Classic machine learning models such as linear models, decision trees (Kamiński et al., 2018), Bayesian classifiers (Kohavi, 1996), Support Vector Machines (SVM) (Cortes and Vapnik, 1995), neural networks (Müller et al., 2012), Stochastic Gradient Descent (denoted by SGD Classifier) (Zhang, 2004), Multilayer Perceptron (denoted by MLP) (Rumelhart et al., 1986), and random forests (Breiman, 2001) have exhibited certain specific usage, i.e., there are no methods suitable for solving problems at any real-life scenarios. Stochastic gradient descent is an iterative method for optimizing an objective function with suitable smoothness properties, which can be regarded as a stochastic approximation of gradient descent optimization (Saad, 1998). A multilayer perceptron is a class of feedforward artificial neural networks, which consists of at least three layers of nodes: an input layer, a hidden layer, and an output layer. MLP utilizes a supervised learning technique called backpropagation for training, which can distinguish data that is not linearly separable (Hastie et al., 2009). An SVM maps training examples to points in space so as to maximize the width of the gap between the two categories. New examples are then mapped into that same space and predicted to belong to a category based on which side of the gap they fall (Joachims, 1998). Random forest (RF), proposed by Breiman (2001), consists of a set of decision trees, each of which is a decision support tool that uses a tree-like model of decisions and their possible consequences, including chance event outcomes, resource costs, and utility (Kamiński et al., 2018). Random Forest can be used in the prediction of incident delirium (Corradi et al., 2018), malignancy of pulmonary nodules (Mei et al., 2018), survival from large echocardiography, electronic health record datasets (Samad et al., 2019), and so on. The basic thought is to determine the input sample by random sampling, and the sample data obtained will be handed over to each decision tree for judgment, thereby all the results will be voted, and the result with the most votes will be used as the output. Hence, the random forest also has ensemble learning, which can improve the accuracy of the predictive model.

Inspired by such new methods, this study plans to develop proper PSA prediction models using machine learning methods. To the best of our knowledge, this is the first study to apply machine learning to predicting anxiety for post-stroke patients. This work can identify anxiety patients after stroke at an early stage, thus benefits guiding appropriate prevention and treatments to avoid leading to severe outcomes.

The main contributions of this paper are listed as follows:

(1) The main factors of PSA are analyzed in detail by traditional statistical methods between patients with/without PSA, and then all the factors with statistical difference are put into a multivariable logistic regression analysis to study in-depth.

(2) Different anxiety test scales (i.e., HADS-A, HAMA, and SAS) are taken into consideration to evaluate the degree of PSA.

(3) Classic machine learning methods such as decision tree and random forest are employed as predictive models to estimate PSA, and random forest outperforms the competitive approaches.

The rest of this paper is organized as follows. Section 2 introduces the material and methods for clinical data collection. Section 3 gives data analysis and experimental environment for machine learning methods. Section 4 exhibits experimental results of statistical analysis and PSA prediction comparison via different machine learning methods. Section 5 exhibits the discussion on the obtained results. Section 6 summarizes the whole paper and provides concluding remarks.



2. MATERIALS AND METHODS


2.1. Patient Eligibility

The research protocol was accepted by the Regional Medical Scientific Research Ethics Committee of the First Affiliated Hospital of China Medical University (IRB no. 2020368). Written informed consent was obtained from all patients after a complete description of all procedures of the study provided.

From August 2017 to September 2020, 516 patients with ischemic stroke who were consecutively admitted to the stroke unit of the Department of Neurology at The First Hospital of China Medical University in China were recruited. The inclusion criteria are as follows: (1) First-ever stroke with computed tomography or magnetic resonance imaging (MRI) scan upon admission and confirmed acute cerebral infarction within 7 days after stroke onset, which meets the diagnostic criteria of 2018 Chinese Guidelines for the Diagnosis and Treatment of acute ischemic stroke (Chinese Medical Association et al., 2018); (2) age 18 years or older; (3) stable temperature, pulse, respiration, and blood pressure; and (4) signed informed consent.

Exclusion criteria are as follows: (1) Stroke-like manifestation due to definite intracranial non-vascular factors (such as primary or metastatic tumors); (2) Concurrent diagnosis of terminal illness, dementia, depression, Parkinson's disease, or motor neuron disease, all of which have been shown to cause anxiety; (3) inability to complete the scale evaluation due to communication (e.g., aphasia) or cognitive disorders; (4) administered thrombolysis therapy; (5) anxiety diagnosis before stroke; (6) inability to give informed consent. The most common reasons for exclusion were cognitive impairment (n = 21), depression (n = 19), and inability to complete the scale (n = 18). Thirty-two patients met other exclusion criteria and 31 patients refused to participate, leaving a total of 395 subjects (response 76.6%; 119 female, 276 male) for further analysis.



2.2. Collection of Clinical Data

All subjects' demographic data (gender, age, marital status, occupation, weight, and height), vascular risk factors (hypertension, coronary artery disease, diabetes mellitus, and tobacco smoking) and drinking history are collected and recorded by a trained research assistant at the time of admission. Based on the ESH/ESC hypertension guidelines recommendations (Kjeldsen et al., 2016; Cuspidi et al., 2018), hypertension is defined as systolic blood pressure (BP) ≥140 mm Hg or diastolic blood pressure higher than or equal to 90 mm Hg. Diabetes mellitus (DM) accords with the World Health Organization (WHO) diagnostic criteria for type 2 diabetes mellitus (Group et al., 1985). Smoking refers to more than 1 cigarette a day and continuous smoking for more than 3 months (Patkar et al., 2003). Drinking is distinguished by a history of more than 5 years, more than 3 times a week, and each time drinking more than 36 g of alcohol (Mazzaglia et al., 2001). Stroke severity and the level of disability were assessed using the National Institutes of Health Stroke Scale (NIHSS) (Lyden, 2017). The scores ranged from 0 (no impairment) to a maximum of 42 points. The higher the score, the more severe the neurological impairment. Scores with 4 or less are usually described as minor stroke while 21 or greater are usually described as severe stroke (Harrison et al., 2013). These measures are examined within 24 h of admission. Blood samples are obtained the morning after admission, and the serum levels of low-density lipoprotein (LDL), high-density lipoprotein (HDL), total cholesterol (TC), triglyceride (TG), glucose (GLU), uric acid (UA), C-reactive protein(CRP), creatinine (Cr), red blood cell (RBC), hemoglobin (HB), platelet (PLT), D-dimer (D-D), fibrinogen (FIB), and homocysteine (HCY) are determined.



2.3. Assessment of Anxiety

The degree of PSA is estimated by the Hospital Anxiety and Depression Scale (HADS-A) scores (Zigmond and Snaith, 1983), Hamilton Anxiety Scale (HAMA) scores (Hamilton, 1959), and Self-Rating Anxiety Scale (SAS) scores (Zung, 1971). The Chinese versions are validated.

As for the above-mentioned scales, the HADS-A is the most commonly used rating scale for anxiety evaluation (Burton et al., 2013). Studies have shown HADS-A correlates significantly with the Stroke Specific Quality of Life (SSQOL), with scores for energy, mood, personality, social roles, family role, thinking, and work/productivity (Rafsten et al., 2018). The HADS is a classical self-assessment mood scale specifically designed for non-psychiatric hospital departments and is presented as a reliable and valid instrument for screening for anxiety and depression after stroke (Bjelland et al., 2002). The scale is frequently used for the assessment of depression and anxiety in stroke patients (Fure et al., 2006). It includes a total of 14 items each with a score of between 0 and 3. One-half of the items are related to anxiety (HADS-A) while the other half is specific for depression. Studies have found that HADS is performed well in the assessment of both symptom severity and diagnosis of anxiety at the recommended diagnostic cut-off of ≥8 (Zigmond and Snaith, 1983; Bjelland et al., 2002). The HADS has been previously validated in Nigeria (Abiodun, 1994) where the HADS-A was found to have a sensitivity in the range of 85.0–92.9% and a specificity of 86.5–90.0%.

In order to improve the predictive accuracy of machine learning models, HAMA and SAS are also employed to screen for PSA. HAMA is a 14-items rating scale that is developed to quantify the severity of anxiety symptoms. Each item is rated on a five-point scale, ranging from 0 (not present) to 4 (severe). Total scores on the HAMA range from 0 to 56 (Maier et al., 1988). Subjects with a HAMA score equal to or larger than 7 were considered to have anxiety symptoms. SAS is a norm-referenced scale that enjoys widespread usage as a screener for anxiety disorders since developed in 1971 (Dunstan and Scott, 2018). It contains 20 items, with the score of each item ranging from 1 to 4. The greater score indicates the higher degree of anxiety that involved the conversion of a total scale raw score (with a potential range of 20–80) to an index score with a potential range of 25–100. The index score is derived by dividing the sum of the values (raw scores) obtained on the 20 items by the maximum possible score of 80, converted to a decimal and multiplied by 100 (Zung, 1971). A raw score of 40 or an index score of 50 is the cut-off of the scale (Dunstan and Scott, 2020).




3. DATA ANALYSIS


3.1. Statistical Analysis

The SPSS 26.0 statistical package (SPSS Inc., Chicago, IL) is utilized for all statistical analysis. The comparison between patients with and without PSA of continuous variables is analyzed by independent t-test or analyses of covariance. Univariate analyses of the association between categorical variables in both groups are performed via chi-square tests. Descriptive data are presented as mean and standard deviations (SD) or as 95% confidence intervals (95% CIs). When a correlation P-value is less than 0.15 for a variable, this variable is analyzed by multivariate logistic regression, and odds ratios (ORs) (with 95% CIs) are calculated for the relative risk of anxiety for each group. For all analyses, probability levels reported are two-tailed, and P < 0.05 is considered as the statistically significant level.



3.2. Prediction With Machine Learning Methods

The experiments with machine learning methods are implemented in Python 3.8.3, with relevant library Scikit-learn 0.23.2. The operating system is 64 bit Windows 10, with configuration of Intel (R) Core (TM) i7-7700 CPU @ 3.60 GHz (8 CPUs), ~3.6 GHz and 16 GB ram installed.

Machine learning methods are efficient tools for prediction and classification problems in many real-life scenarios. The general process is performed with a previous treatment and then it can be utilized to predict new cases. As the patients have completed the anxiety tests, we record the scores of each patient [denoted by Y = (y1, y2, ..., yn)] as a benchmark, the prediction result of machine methods r of the patients in the testing set can be represented as Pr = (pr1, pr2, ..., prn). The Euclidean Distance (Van Der Heijden et al., 2005) can be employed to measure the similarity between the prediction results and real test scores of the n patients in the testing set by
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The Euclidean Distance is employed as a measure to compare the performance of each machine learning method in predicting PSA, where the smaller the Euclidean Distance, the better performance of a predicting method obtains.




4. RESULTS


4.1. Demographic and Clinical Characteristics Between Patients With and Without PSA

Note that 395 ischemic stroke patients (119 female and 276 male between 29 and 98 years of age) are taken into consideration in the analysis. Demographic and clinical characteristics between the two groups are summarized in Tables 1–3.


Table 1. Significant characteristics between patients with and without post-stroke anxiety (PSA) by Hospital Anxiety and Depression Scale (HADS-A) (n = 395).
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Table 2. Significant characteristics between patients with and without post-stroke anxiety (PSA) by Hamilton Anxiety Scale (HAMA) scale (n = 395).
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Table 3. Significant characteristics between patients with and without post-stroke anxiety (PSA) by SAS scale (n = 395).
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On the whole, in the PSA group, the mean age of patients is relatively younger and serum HDL-C level is lower. The proportion of male patients, serious stroke, hypertension, diabetes mellitus, and drinking were significantly higher in the PSA group than the non-anxiety group.



4.2. Multivariate Logistic Regression Analyses of the Risk Factors Associated With PSA

As exhibited in Table 4, gender, age, NIHSS score, hypertension, CHD, DM, drinking, and HDL-C are fed into the multivariate logistic regression model by HADS-A. As exhibited in Tables 5, 6, gender, age, NIHSS score, hypertension, DM, drinking, and HDL-C are fed into the multivariate logistic regression model by HAMA and SAS scale, respectively. Multivariate logistic regression (stepwise forward) analysis indicates that hypertension, diabetes mellitus, drinking, high NIHSS score, and low serum HDL-C level are associated with PSA, as shown in Tables 4–6.


Table 4. Multivariate logistic regression analyses of the risk factors associated with post-stroke anxiety (PSA) evaluated by Hospital Anxiety and Depression Scale (HADS-A) scale.
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Table 5. Multivariate logistic regression analyses of the risk factors associated with post-stroke anxiety (PSA) evaluated by Hamilton Anxiety Scale (HAMA) scale.
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Table 6. Multivariate logistic regression analyses of the risk factors associated with post-stroke anxiety (PSA) evaluated by SAS scale.
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4.3. Post-stroke Anxiety via Machine Learning Methods

To compare the performance of classic machine learning methods in PSA prediction, we carry out k-fold cross-validation by splitting the dataset into k parts. One part is assigned as the testing set and the remaining parts are regarded as training set each time until each part has already been calculated. Therefore, the validation process needs k-times comparison. Suppose k = 10, each machine learning method is employed to predict anxiety test in the k-cross validation test, and the results are shown in Table 7.


Table 7. Averaging Euclidean distance of 10-fold cross-validation on the five machine learning methods by comparing with Hospital Anxiety and Depression Scale (HADS-A), Hamilton Anxiety Scale (HAMA), and SAS test, respectively.

[image: Table 7]

As shown in Table 7, the averaging Euclidean Distance obtained by RandomForest method is 18.6254, which outperforms than methods (22.6079, 103.3264, 104.2886, and 130.7300, respectively) on HADS-A test. Likewise, the competitive methods are evaluated by HAMA and SAS tests, which also suggests the superiority of random forest. We plotted the averaging Euclidean distance of each machine learning methods as shown in Figure 1.


[image: Figure 1]
FIGURE 1. Averaging Euclidean Distance comparison of the five machine learning methods by Hospital Anxiety and Depression Scale (HADS-A), Hamilton Anxiety Scale (HAMA), and SAS tests, respectively.


As shown in Figure 1, the random forest method has a lower averaging Euclidean distance than the competitors, which indicates its superiority in predicting PSA. To compare the predicting accuracy of the above-mentioned methods, we compared the results and the boxplot is shown in Figure 2.


[image: Figure 2]
FIGURE 2. Accuracy comparison of the five machine learning methods by Hospital Anxiety and Depression Scale (HADS-A), Hamilton Anxiety Scale (HAMA), and SAS tests, respectively.


As shown in Figure 2, the decision tree and random forest methods are holding higher accuracy in predicting PSA. Specifically, the abnormal values of random forest method are higher than that of decision tree, which shows the superiority of ensemble learning. To analyze the relationship between accuracy and the varying k in the k-cross-validation process, we conduct the experiments with different k, i.e., k = {5, 10, 15, 20, 25}, and plot the result as shown in Figure 3.


[image: Figure 3]
FIGURE 3. Accuracy comparison of the five machine learning methods with varying k, evaluated by Hospital Anxiety and Depression Scale (HADS-A), Hamilton Anxiety Scale (HAMA), and SAS tests, respectively.


As shown in Figure 3, the random forest method (marked with green triangles) outperforms the competitive methods with k increasing in all the three anxiety scales. The DecisionTree method is second to RandomForest, and MLP (marked with red rhombus) and SVM (marked with purple triangles) are at the same level and show robustness with k increasing. The SGDClassifier (marked with blue square) is inferior to the other methods in general, which suggests more treatment or optimization of SGDClassifier is needed for further analysis.




5. DISCUSSION

With the development of stroke relevant research, post-stroke emotional disorder has attracted more and more attention. The identification of risk factors benefits detecting PSA at an early stage and achieving timely intervention. The statistics in this study show that the frequency of PSA is 33.16% evaluated by HADS-A, 33.67% by HAMA, and 30.38% by SAS, respectively. Our results are consistent with the findings in previous studies (Burton et al., 2013; Broomfield et al., 2014; Knapp et al., 2017, 2020; Rafsten et al., 2018), i.e., 18–36.7% of patients with acute ischemic stroke experienced anxiety 0–2 weeks after stroke onset.

The averaging age of PSA patients is younger than that of patients without PSA by HADS-A and HAMA scale, but there is no statistical difference in SAS evaluation, as shown in Tables 1–3. A systematic review of observational studies revealed that older age was the most consistent factor not predictive of PSA (Menlove et al., 2015). This may result from a combination of anxiety disorders being much less common in older adults while an increasing proportion risk of stroke in older adults (McEvoy et al., 2011). Researchers also propose that younger people especially those with a history of anxiety or depression are more probably to have PSA (Chun et al., 2018). Thus, the above-mentioned different viewpoints seem to explain the results of the multivariate analysis in section 4, which shows that age is not a risk factor of PSA. This study exhibits that men are more probably to be anxious after stroke than women, as shown in single factor analysis in Tables 1, 2. Burton et al. (2013) declare that 51–64% of PSA are male patients. As shown in multivariate logistic analysis, drinking is an independent risk factor of PSA. Notably, male patients are more likely to drink, which may support Burton's viewpoint. On the contrary, Beauchamp et al. (2020) insist that PSA is more common in female stroke patients while gender is analyzed in univariable analysis, but gender is not a statistically significant factor in their or our multivariable analysis. Thus, just as other precious researchers suggested (Astrom, 1996; Schultz et al., 1997; Leppävuori et al., 2003; Shuibin, 2006; Barker-Collo, 2007; Carod-Artal et al., 2009; Sagen et al., 2010), the relation between age and PSA is not sure and caution should be observed when making conclusions on the association of gender and PSA. Besides, the NIHSS scores of PSA patients are more prone to be higher than that of patients without anxiety in our study, suggesting that the severity of stroke is a risk factor for PSA, which is consistent with previous results (Menlove et al., 2015). It is clear that social isolation, loneliness, and single status are linked to higher rates of cardiovascular disease and stroke mortality and morbidity (Tillmann et al., 2017; Hakulinen et al., 2018), and the association between PSA and non-married status has also been revealed (Beauchamp et al., 2020). As for marital status in our study, different from our subjective clinical experience or above studies, there are no significant differences between different marital statuses. Since a large number of patients are reluctant to reveal their concrete marital status and we grouped these patients into “others,” this result may generate false-negative data. The relationship between PSA and affected brain regions is controversial. We find no association between lesion location or lesion side and PSA, which is the same with Chun et al. (2018), and a meta-analysis about PSA (Burton et al., 2013) summarized that no association was observed between PSA and lesion location in five of six studies (Astrom, 1996; Ghika-Schmid et al., 1999; Leppävuori et al., 2003; Fure et al., 2006; Barker-Collo, 2007). On the contrary, Tang et al. (2012) reported that PSA patients were more likely to have right frontal acute infarcts compared with non-PSA group. Differences in the above results may due to the small sample size, lack of detailed assessment of lesion locations and the diversity between CT and MRI scans to estimate lesion locations.

This study also revealed that patients with hypertension or diabetes mellitus are more prone to have PSA. A cross-sectional study also found that chronic physical diseases is an identified factor significantly associated with post-stroke mental health (Almhdawi et al., 2020). Interestingly, our study found that the level of HDL-C is independent protective factors for PSA. Although relevant research is rare and the mechanism is unclear, it has been commonly acknowledged that a higher level of HDL-C is a protective factor for stroke, and the protective mechanism of HDL-C for PSA may be the same as that for stroke.

Machine learning methods are commonly applied in modern medical research, such as image processing, computer-aided diagnosis, and so on. It is really a challenging task to predict PSA with limited clinical data and it is an open issue. To the best of our knowledge, there are bare research about predicting PSA via machine learning methods. In our study, machine learning methods are employed to predict PSA, and anxiety scales are utilized as evaluation benchmarks. As shown in Figure 1, random forest methods have the averaging Euclidean Distance of 18.6254 in HADS-A, HAMA, and SAS scales, being superior to that of DecisionTree, SVM, SGDClassifier, and MLP (i.e., 22.6079, 103.3264, 104.2886, and 130.7300, respectively), which is consistent with the findings in Tripathi et al. (2019). As plotted in Figure 2, decision tree and random forest methods show higher accuracy than the other three methods. In the k-fold cross-validation process, we set k = 10 and collect all the accuracy results, the abnormal values of decision tree (i.e., 0.6410 and 0.7250 in HADS-A, 0.5500 and 0.6410 in HAMA, 0.5897 and 0.7250 in SAS) and random forest (i.e., 0.6750 and 0.6923 in HADS-A, 0.6250 and 0.7949 in HAMA, 0.7500 and 0.8205 in SAS) are obvious, which indicate the optimization of training process is expected in future works. In a word, with the aid of ensemble learning, random forest can be applied in PSA prediction. Figure 3 shows the relationship between k and accuracy from different anxiety scales. With the increasing of k, the predictive accuracy of machine learning methods improves gradually. The RandomForest and DecisionTree methods are at the same level, outperform the other three methods. RandomForest methods show superiority to DecisionTree, with a slender advantage in general, which further indicates the capability of RandomForest methods in predicting PSA.

The limitations of this study are listed as follows. In section 4, the risk factors of PSA are analyzed merely by tables, other variables potentially associated with PSA are not under consideration. For example, a review (Popa-Wagner et al., 2020) summarized plenty of articles pointed that lifestyle (such as high sugar diets, high fat diets or calorie restriction) can influence the onset, severity, and duration of the stroke, so it will be interesting and meaningful to study the relationship between lifestyle and PSA. Slevin et al. (2015) demonstrated that mCRP may be responsible for promoting dementia after ischemia stroke by sufficient in vitro experiments, murine models, and detailed histological studies, emphasizing the influence of inflammation on stroke and suggesting that the relationship between systemic inflammation and PSA should be further studied. Besides, since previous studies (Burton et al., 2013; Menlove et al., 2015) have reported significant associations between PSA and Pre-stroke depression, aphasia, dementia, or cognitive impairment, we excluded these patients in our study and this selection bias may limit the generalizability of the findings. Thus, all the above would be further studied in the forthcoming research.



6. CONCLUSION

Anxiety after stroke is common and disabling (Chun et al., 2018), which may lead to severe effects and bring great troubles to patients. In this paper, we carry out a series of experiments to analyze the risk factors and employ machine learning methods to predict PSA. The experimental results suggest that hypertension, diabetes mellitus, drinking, disability, and low serum HDL-C levels are closely related to anxiety in acute ischemic stroke, and random forest can be applied in PSA prediction. These results not only provide insight into the possible factors related to PSA but also benefit predicting anxiety of acute ischemic stroke patients, providing a theoretical basis for the treatment of PSA. It is of great significance in lowering costs of care by shortening the course of treatment or reducing the possibility of anxiety with the aid of the findings in this work, and we hope it will shed light on more forthcoming researchers to further explore the uncharted part of this promising field.
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