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A prominent challenge in our information age is the classification over high frequency

data streams. In this research, we propose an innovative and high-accurate text stream

classificationmodel that is designed in an elastic distributed way and is capable to service

text load with fluctuated frequency. In this classification model, text is represented as

N-Gram Graphs and the classification process takes place using text pre-processing,

graph similarity and feature classification techniques following the supervised machine

learning approach. The work involves the analysis of many variations of the proposed

model and its parameters, such as various representations of text as N-Gram Graphs,

graph comparisons metrics and classification methods in order to conclude to the most

accurate setup. To deal with the scalability, the availability and the timely response in

case of high frequency text we employ the Beam programming model. Using the Beam

programmingmodel the classification process occurs as a sequence of distinct tasks and

facilitates the distributed implementation of the most computational demanding tasks of

the inference stage. The proposed model and the various parameters that constitute it

are evaluated experimentally and the high frequency stream emulated using two public

datasets (20NewsGroup and Reuters-21578) that are commonly used in the literature

for text classification.

Keywords: text classification, text streaming, N-gram graph, beam, cloud computing

INTRODUCTION

Text classification is a supervised machine learning technique that is being frequently used in the
context of many applications such as event detection [1] and sentiment analysis [2]. Knowledge
models are built from training data to make decisions regarding the label of newly arrived text.
Text streams typically generate continuously small size texts, which can be sent simultaneously
or frequently to a subscriber who then performs a continuous, low-latency processing on them.
In this context, a single node classification approach can become a bottleneck under real time
requirements, and therefore, distributed solutions or novel data models and algorithms are
preferred at the expense of traditional approaches that assume fixed-size, historical datasets.

The majority of the applications processing text streams are subjected to the following four main
constraints: Single-pass of observations, real-time response, bounded memory and concept drift as
defined by Nguyen et al. [3]. The concept drift is an issue that has drawn the attention of researchers
and many models have been proposed to tackle it [4, 5]. In this research we propose a streaming
text classification method that uses the n-gram graph representation model and designed with
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the scalable, asynchronous, and highly reliable Beam
programming model [6] (the programming model/SDK
portion of Google Cloud Dataflow) in order to provide high
accuracy predictions, in real time, in a single pass and using
bounded memory.

Most text classification algorithms use the bag of words
model in combination with Bayes probabilistic models [7], neural
networks [8], and multidimensional hyperplane techniques [9]
to estimate the probability of a text belonging in a class. An
alternative representation model for text classification needs is
the N-gram graphs (NGG), which uses graphs to represent text.
In these graphs, a vertex represents a text’s N-Gram and an edge
joins adjacent N-grams. The frequency of adjacencies can be
denoted as weights on the graph edges. Mapping text to this
representation model allows for the capturing of significant text
characteristics that go beyond mere vocabulary and grammar.
Then, by comparing graphs, one can identify similar texts or the
most relative topic class in which it belongs.

The proposed model is examined under multiple variations in
order to conclude to the most accurate model. Such variations
include weighted and unweighted graphs, N-grams ranks that
span from 2 to 10, text pre-processing methods, different graph
similarity techniques and eventually classification techniques. All
those are examined exhaustively in order to conclude to the
most accurate setup with the lowest computation and memory
demands. Furthermore, in order to ensure that the dependencies
between the various stages of the pipeline are minimized, the
model is designed so as to operate in a distributed, asynchronous
and scalable way.

The N-gram graph classification model combines the benefits
of N-gram flexibility with the well-structured representation of
directed graphs. Every extracted letter sequence from a text can
be formed as N-gram and the relation of these N-grams can be
reflected using a Graph. The text classification problem can be
reduced in a graph theory and patternmatching problem. The use
of NGG model overcomes some limitations of the Bag of Words
model such as the word order omission [10] and misspelling
[11]. The mapping of texts to N-gram graphs and the comparison
between them reduces the dimensionality of the feature space and
as consequence, it also reduces the complexity of the classification
method.

This research has two main goals: on one hand to propose
an innovative and highly accurate text classification technique
and on the other to propose a distributed model that can
process streaming predictions under real time constraints.
We carried out the experimental evaluation on 20NewsGroup
and Reuters-21578 datasets which are two of the most-
widely used text classification datasets. These datasets were
transformed to a text stream using the pub/sub model [12].
The stream is then fed to the NGG classification pipeline. The
experimental results confirmed in a robust and generic manner
the effectiveness of the theoretical proposed model. We used 10-
fold cross-validation with Micro and Macro evaluation metrics
to demonstrate the accuracy of categories’ prediction. The results
show that the proposed model is practical, effective and in
many cases, outperforms other state of the art classification
methods.

The rest of this document is structured as such: Section
Related Work briefly reviews batch and streaming text
classification methods and introduces the corresponding
programming model with the computing infrastructure used
in this research. The extensive presentation of the proposed
model and its variants is following in section Contribution
of our Work. Section Model and Approach explains the
experimental setup and discusses the results when compared
against other baseline text classification methods. Finally, in
section Evaluation, we state the derived conclusions and the
future work.

RELATED WORK

The streaming text classification techniques are mainly variations
or adaptations of batch text classification approaches with the
objective to satisfy the streaming nature of data. Bayesian text
classification in combination with a lifelong learner [7] has been
applied as a continuous method to extract knowledge from
newly arriving observations. Another lifelong text streaming
classification that uses an SVM classifier has been proposed
by Xing et al. [9]. Both models that adopt lifelong learners
can estimate the distribution of novel classes much better than
incremental learners.

Ensemble text streaming classification methods are widely
used for their capability to combine merits from different
classification techniques [13]. Iterative Boosting Streaming [14]
is an ensemble method that automatically adjusts its model to
new concepts by adding base learners according to its current
accuracy. Learning and classifying multi-label data streams has
been proposed based on a multi-label k-nn and an adjust weight
function [15] which combined the predictions in an efficient and
high-speed way. An ensemble of models for each class and each
classifier model has been proposed [16] as amethod to resolve the
misclassifying trend of recurring classes, which are classes that
disappear from the stream for a long time and reappear, from
novel classes.

Decision trees have adapted the Hoeffding bound [17] to
choose an optimal splitting attribute across the throughput
of streaming data. Hoeffding bound quantifies the number of
observations needed to gage the goodness of a text feature and
has better performance than non-incremental learners who use
unbounded observations. In the same way, Random forests
have incorporated an adaptive algorithm [18] to effectively
resample the streaming text in order to cope with the rapidly
evolving content using a bootstrap aggregating process and
limiting the leaf splits decisions to a subset of features. Text
streaming processing software platforms are also available
such as RapidMiner [19] and Massive Online Analysis (MOA)
[20] providing a set of classification, clustering and regression
techniques over streaming data. MOA also provides two
classifiers that address specifically the concept drift phenomenon:
Probabilistic Adaptive Windowing and Self-Adjusting
Memory.

Deep learning has attracted substantial attention [21] as
a prominent active learning technique concerning batch and
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streaming data [22]. Deep convolutional networks [23] show
significant outcomes as the depth of the neural networks
increases using small convolutions and pooling operations
directly at a character level. Convolution neural networks with
a Bidirectional Recurrent layer that use pre-trained word vectors
reduce the loss of local information and capture the dependencies
across the textual sequences [24]. Deep belief networks have also
been combined with the softmax regression technique [8] in
order to solve the high-dimensional computation problem of text
data. Those deep learning techniques have quickly found their
way in programming frameworks such as Apache Spark based on
Sima et al. [25]. Furthermore, Read et al. [26] have proposed an
adjustment of streaming classification using Boltzman Machines
and Deep Belief networks.

A distributed, scalar and low latency model can support the
text classification algorithms over high frequency data streams
in terms of efficiency and efficacy. Cloud environments is a
widely accepted solution satisfying computation, memory and
throughput demands in cost-effective solutions. An overview
of software tools and technologies for developing scalable data
analysis on clouds is provided by Belcastro et al. [27]. A review
on stream processing engine and tools provided as a service
include Amazon Kinesis, Google dataflow and Azure stream
analytics [28]. In this work challenges such as those posed by
the data deluge, the placement of streams, the identification of
bottlenecks, the application scheduling and adaption, and the
resource allocation are investigated to match the demands of
stream processing services in elastic data.

The N-gram graph classification method that was used in our
work was based on the Beam programming model [6]. Beam
holds distinct advantages compared to Spark and Hadoop as it
unifies batch and streaming data and provides a comprehensive
way for out-of-order processing with features such as event-
time windows, watermarks and triggers. Beam also has great
autoscaling capabilities [29] and very flexible, expandable and
modular capabilities [30] to design data processing pipelines.

Finally, the N-gram graphs model that we employed, is a
prominent representation model that differs from the widely
used Bag of Words (BoW) model. In the BoW model, text is
represented as a multiset of items such as words or n-grams
disregarding the items’ sequence. N-gram graphs can keep the
item sequence and represent text in a more flexible and coherent
way. The N-gram graphs representation model has been initially
proposed for the evaluation of text summarization tasks [31].
It has also been applied to document clustering tasks [32], for
sentiment analysis on twitter content [33] and it is still an open
field for further research and applications.

CONTRIBUTION OF OUR WORK

The contribution of our research compared to the related work
and the existed literature is 2-fold. Firstly, we apply the N-
GramGraph representationmodel to tackle the text classification
problem and secondly we expanded the text classification process
in a distributed way in order to address high-frequency text
streams. The N-Gram Graph representation model involves a

set of parameters such as the rank of N, the use of weighted or
unweighted graphs, graph similarity metrics, and classification
techniques. In this research, we made an extended analysis and
experimental evaluation of all these parameters and show their
impact in the classification accuracy. We concluded to a setup of
parameters that overpass other text classification techniques.

In terms of high-frequency text streams, we present an
efficient classification technique that is capable to provide
timely response independently of the incoming text frequency
using a distributed programmatic model and cloud computing
infrastructures in an elastic way. This is an advantage of our work
in comparison with other streaming classification techniques that
are mainly capable to manipulate static frequency of text streams
and cannot scale up or scale down in relation with the incoming
text workload.

Most text classification algorithms use the BOWmodel, which
denotes the words that are included in a text discarding the
information about their sequence. This limitation of the BOW
model can be resolved through the use of graph representations.
Graphs are able to capture the vicinity of words or N-grams in a
text, enabling them to outperform the BOWmodel. Word graphs
have been used in the fields of topic modeling using words or N-
grams as nodes [34]. Character N-grams is a better option than
words because of their intrinsic capability to capture notions that
surpass mere vocabulary and relate to the daily, even informal
use of language, making them ideal for user generated content
data models. A character N-gram can encompass the end of
the first word and the beginning of the second reinforcing the
representation of word sequence. Furthermore, they are tolerant
in misspelling and the use of alternative styles to a word [35].
Word similarities can be detected even if prefixes or endings have
been used or even if a word is written with an unusual way since
N-grams decompose a complex word in its parts.

Partial word matching is not supported in most classification
methods. If a word is misspelled even for one letter it is
considered as a different word. A misspelled word happens
by mistake or by intention (e.g., slang and neologisms). NGG
can detect the word deviations and gage them as partial equal
with a percentage of the generated N-grams be affected but
some others be not. Another common issue in text classification
methods is the polysemy of words, i.e., one word bearing
various meanings. This problem can be resolved taking into
consideration the context of the words. The neighboring words
offer the information to detect the real meaning and shed light in
the disambiguation of a word. The proposed model can mitigate
the polysemy because NGG are based on the proximity of
subsequent N-grams and never treat a word as a single extracted
instance.

MODEL AND APPROACH

Our approach employs a generic multiclass, graph based
framework for text stream classification. The proposed
methodology consists of five stages namely text pre-processing,
graph construction, graph similarity, vector representation and
classification. These stages have been designed as a sequence of
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distinct tasks and subtasks with the more resource demanding
tasks to be able to scaled up or scaled down in relation with the
workload of incoming text streams. All these stages are described
in the following paragraphs in correlation with the intrinsic
benefits of the N-Gram graphs representation model for the
needs of text classification and their capability to be deployed in
a distributed system.

Text and topic categories can be represented in a
comprehensive and summarized way as N-gram Graphs.
The comparison of these graphs can be quantified to provide a
measure of similarity between a text with the corresponding topic
categories as depicted in Figure 1. The proposed classification
model can leverage on distributed solutions for transformations
and comparisons, thus enhancing the predictions’ accuracy and
decreasing the processing latency in a scalar way.

The NGG classification is a language agnostic model. The
NGG can be constructed from text written in any language.
In addition, the model can be used if a text combines words
from two or more languages. For instance, it is quite common
to use English words in documents that are written in different
languages.

In terms of computational complexity, the NGG achieves a
rather good performance for the construction and comparison
tasks. The complexity for constructing a NGG is O(l) where l is

the total number of text letters and the complexity of the graph
similarity method is O(e1 · e2) where e1 and e2 is the number of
the edges in two comparing graphs.

The comparison result between a text graph with the graphs
that represent the topic categories provides similarity values
that can form a vector of k features where k denotes the
number of categories. These k-dimension vectors are passed
to a vector classifier to gage the most appropriate category
in which the original text will be classified. The Beam
pipeline to support the NGG classification model is split in
embarrassingly parallel tasks, i.e., extraction, transformation
and load operations. The classification process is decomposed
into smaller tasks executed as transform operations which
pass processed data in a form of PCollections, from stage
to stage. In the most computational intensive stage, which is
the graph comparison task, the data and the corresponding
process are assigned to the workers in a parallel fashion. All the
tasks include the autoscaling feature as provided by Dataflow
in the infrastructure of Google Cloud, which guarantees the
timely response, the availability, and the fault tolerance in the
infinite length and randomly growing throughput of streaming
text.

Our aim is to propose a method that it is generalizable and
can be used in different text classification setups. It is evaluated

FIGURE 1 | Graph representation and comparison between testing text and categories.
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against both an “unskewed” and a skewed dataset. The former is
a dataset that the texts are distributed equally to all categories.
The latter is a dataset that some categories have much more texts
than others. As a consequence, many classification algorithms
tend to assign texts that belong in small categories to larger ones.
Even if some methods have tried to encounter this issue [36]
it still remains one of the main challenges in text classification.
The micro averages evaluation metrics cannot express this mis-
prediction unlike macro averages evaluation metrics, which are
capable to do so. The skewedness of a dataset is an issue
that is taken in consideration in this research and we try to
encounter it.

In what follows we provide the details regarding the main
operations in the NGG classification pipeline, namely Graph
construction, Graph similarity calculation, pre-processing, vector
representation and classification. It also provides information
about how those operations are placed within a distributed
environment.

Graph Construction
The graph construction procedure can be divided into two
main steps. First, all N-grams are extracted by sliding a window
of N characters through the original text and are used as
nodes in the NGG. The nodes are connected through an edge
only if the respective N-grams meet some sort of proximity
criterion (e.g., one follows or contains the other). This criterion
is defined through the size of a sliding N-Gram frame, the
details of which are provided in a following subsection that
explains the process for the Edge Construction. The Graph
edges are unidirectional (thus, we are referring to a directed
Graph) in order to capture the sequence of N-grams as they
exist in the original text. A weighted and an unweighted
approach have been tested. Weights denote how often the
abovementioned adjacency criterion is met for a pair of N-
Grams. The NGG of a category is generated by the aggregation
of the N-gram graphs that are known to belong to this
category.

A text can be turned into an NGG but the reverse is not
possible. The graph can represent if two N-grams are close the
one another as well as their sequence. We cannot follow a path of
edges to reconstruct the original text because an N-gram node
may have many outgoing edges. In addition two or more text
segments can have the same NGG making even more uncertain
the recognition of source text.

An NGG has repetitive information since the N-1 characters
of an N-gram node may be repeated based on the adjacency
criterion in linked nodes. This seemingly redundancy is still
very useful because all the similar textual tracks of the original
text can be detected. In many occasions, a compound word
encompasses themeanings of simple words. The relation between
a simple word and a compound word can be captured by
partial similarity techniques as graph similarities. Multiple
graph similarities techniques are tested in the proposed model;
for each of them we define the similarity metrics in a
different way but all of them are based on the number and
relation of the ordered characters that exist in the compared
graphs.

FIGURE 2 | 4-Gram node construction of the sentence “seize the day”.

Node Construction
All possible N-grams are extracted from a text and are
represented as nodes. The characters of an N-grammay originate
from one word or consequent words even including the space
character that separates them, as seen in the example in Figure 2.

Depending on the application, the N-Grams can be case-
sensitive or not. For example, in sentiment analysis applications
the N-grams are case sensitive because capital or smaller letters
may be used to express the emotions of the writer. In addition
punctuation marks are important for the same reason [37]. The
proposed NGG text classification method is a case in-sensitive
method because in most applications, words do not differ in the
use if they are written with uppercase or lowercase letters. In the
worst case, the number of nodes is (#Chars)N where #Chars is
the number of distinct characters and punctuationmarks that can
be used. In order to keep the Graph within a small, manageable
size, the proposed model uses N-Grams only as a combination of
lowered letters and the empty character. Even if an N-gram exists
many times in the original text, only one node will be generated
to represent it. Since there is no indication about the appropriate
value of N, we investigated the options between 2 and 10.

In case of a long text, a large N can depict in a more accurate
way the sequence of words but the graph and the complexity
becomes higher. On the other hand, if N is small then the graph
is smaller but the accuracy of the method is negatively affected. In
short text, a small N can be more efficient than the use of large N.
These conclusions were made through experimentation and are
demonstrated in the evaluation section.

Edge Construction
The adjacency together with the order of appearance of two N-
Grams in the original text is represented in the graph by an edge
which joins the two corresponding nodes. So, each N-Gram node
is connected to the following N-Gram node through a directed
edge. The number of subsequent nodes which will be joined is
determined by a frame. To define the notion of the frame we need
to answer the question: Assuming a source N-Gram, how many
subsequent N-Grams should we consider as adequately proximal
so that we can denote this proximity with an edge in the graph?
The answer to this question defines the value of the frame.

In this work, we experimented with frame sizes between 2
and 10 (ref. evaluation section). Larger frame sizes have not been
tested because of the high computational overhead that they
add whereas smaller sizes (i.e., size = 1) make no sense. The
major conclusion is that when options toward the lower end are
used, then the graph will represent in a strict way the relation
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FIGURE 3 | Edge construction sliding a window of rank 4.

between the words. On the other hand if a large frame is used
then the graph will represent in a more flexible way the relation
between words. Eventually, the dominant solution was to go with
a frame size equal to N, i.e., the same number N as the number of
characters in the N-grams at hand. The use of alternative frame
sizes that differ from the rank N of N-Grams remains a future
work.

The source N-Gram node and the frame which contains the
target N-Gram nodes shifts an N-Gram each time. For each
N-Gram node, N edges are made joining the N following N-
Gram nodes. as it is illustrated in Figures 3, 4 in which each
line represents a source node and the frame which includes
the target nodes. The edges can be weighted or unweighted.
Unweighted edges simply represent that some N-Grams are close
in a text. Weighted edges can represent the frequency of the
order of appearance between subsequent N-Grams. Despite the
intuitive belief that weighted NGG can have better accuracy,
the experiments as described in the Evaluation section proved
in most of the cases the opposite. This is explained by the fact
that many common N-Grams coexist very often in various texts
from irrelevant categories. These common neighbor N-Grams
lead on the failure to classify the texts based on the real important
and informative word sequences but based on common and
unimportant N-Gram sequences.

To improve the use of weighted graphs, edge weights should
be normalized in order to be independent of the text size and
the text corpus. If a category consists of many texts, it will have
a big graph and the important pairs of neighbor N-Grams will
exist many times. On the other hand if a category includes only
a few texts the important pairs of neighbor N-Grams may exist
only two or three times. As a result the edge weights should be
calculated taking into account both the number of times each
edge exists and the total number of edges. The normalization of

FIGURE 4 | 4-Gram graph representation of the sentence “seize the day”.

the weighted graphs can contribute to encounter the skewness of
the dataset.

Graph Similarity
A key point of N-grams Graph classification method is
the quantitative measurement of graph similarity. The graph
similarity can indicate the degree that a text belongs in a
category. Many methods to estimate the graph similarity exist
in literature. One main aspect is to recognize the maximum
common subgraph, like Rascal [38] which is based on the
maximum clique between two graphs. Another aspect is based
on the similarity between the nodes of graphs [39].

The total number of common edges between two N-gram
graphs is a better criterion for similarity than just considering
the common nodes. The reason is that there are discrete N-
grams which appear frequently among different words, although
without denoting any correlation between those words. But the
adjacency and the sequence of N-grams denote the relations
between the words. The criterion that should be used is a criterion
based on the number of common edges.

Containment Similarity Aisopos et al. [40] is a measure that
can be used in unweighted graphs and counts the number of
edges which coexist in both graphs in comparison with the total
number of edges of the minimum graph. An edge coexists in both
graphs if the joined pair nodes have the same N-gram labels in
both graphs. The equation of Containment Similarity is given
below.

CS (GT ,GC)=

∑

e∈GT
µ(e,GC)

min(|GT |, |GC|)
(1)

Where GT is the graph of a text and GC is the graph of a category,
|GT | , |GC| is the number of edges of the graph GT and GC,
respectively and e is an edge that belongs to the graph GT . The
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function µ(e,GC) is equal to 1 if the Graph GC contains the edge
e and 0 otherwise.

In almost all cases, the graph of the text is smaller than the
graph of the category. For this reason, it is more efficient to iterate
the edges of the text graph and check if they exist in the Category
graph. Note that since the graphs are directed, the edges e.g.,
“appl”–“pple” and “pple”–“appl” are considered different.

In the case of weighted graphs, the measure of Value Similarity
(VS) and its normalized version (NVS) [40] can be used. The
value similarity represents the sum of total common edges
between two graphs taking account of their weights (Equation 2).
The VS is high if the common N-grams are neighbors in the same
frequency in both graphs and VS is low if the common N-grams
have dissimilar frequencies.

VS (GT ,GC)=

∑

e∈GT

min(wT (e),wc(e))
max(wT (e),wc(e))

max(|GT |, |GC|)
(2)

Where wT is the weight of the edge e in the Text Graph and
wC is the weight of the edge e in the Category Graph. The value
similarity between a big graph and a small graphmay not produce
reasonable results. So a normalized factor should be used to
divide the value similarity (Equation 3).

SS (GT ,GC)=
min (GT ,GC)

max (GT ,GC)
(3)

The normalized factor is the division between the minimum
edges to maximum edges of two graphs.

The Normalized Value Similarity (NVS) Equation (4) denotes
the similarity between two graphs decomposed by the graph sizes.

NVS (GT ,GC)=
VS (GT ,GC)

SS (GT ,GC)
(4)

CS, VS, and NVS give as result a number between zero and one.
Zero similarity declares that the graphs have nothing in common
and similarity equal to one declares that GD,GC are identical
graphs or subgraphs.

Both Containment Similarity andNormalized Value similarity
have been used to compare NGG for sentiment analysis [40]
and evaluation of automated summaries [31]. These metrics are
appropriate to capture the textual similarity which is represented
by the graphs.

Three variations of maximum common subgraphs have
been implemented. The gage of unlabeled maximum common
subgraph is NP-complete. Fortunately, N-gram graphs use
labeled nodes and the complexity is polynomial. After the gage
of the maximum common subgraph the quantification of the
similarity can be estimated based on the number of common
nodes or edges. The Equation (5) uses the number of nodes that
contains the MCS while the Equations (6,7) are based on the
number of edges.

MCSNS =
MCSN( |GT | , |GC| )

min( |GT | , |GC| )
(5)

MCSN (|Gt| , |GC|) stands for the number of nodes that are
contained in the MCS of and graphs.

MCSUES =
MCSUE( |GT | , |GC| )

min( |GT | , |GC| )
(6)

MCSUE (|GT | , |GC|) stands for the number of edges that are
contained in the MCS of and graphs regardless of their direction.

MCSDES =
MCSDE( |GT | , |GC| )

min( |GT | , |GC| )
(7)

MCSDES (|GT | , |GC|) stands for the number of nodes that are
contained in the MCS and have the same direction in GT and GC.

MCSNS is based on the number of nodes that contains the
MCS. This means that it considers the amount of different
letter sequences that exist both in the original text and
the corresponding topic category. The metrics MCSUES and
MCSDES are based on the number of edges that contain theMCS.
MCSUES does not take into consideration the direction of the
edges while MCSDES requires the edges to be adjacent in source
and terminal nodes with the same label. These metrics capture
the notion of how strong is the relation of the letter sequences
between a text and a topic category.

Pre-processing
Both category and text NGG contain many N-gram nodes and
edges. A further question is if we can discern the informative
nodes and edges from the “noisy” nodes and edges. Nodes and
edges are regarded as noise if they exist in all categories or
even worse if, they systematically have a negative contribution
misclassifying the texts. There are two benefits from filtering
out these parts of the graphs. Firstly, the graphs become smaller
reducing the computation and memory demands. Secondly, the
accuracy of the classification method can be increased.

Feature selection is the machine learning approach that is
applied to quantify the importance of each feature. For the
needs of Natural language processing, it is a common practice
to remove the stop words and conduct lemmatization of the
original text [41]. Even if some words are omitted or reformed
in a pre-processing stage the sequence of the important words
is kept. Stop words are the very common words which can be
found in the whole corpus and are not related with specific topics.
Lemmatization concerns the stemming and suffix stripping that
reproduce the text in a more refined version representing every
word to its stem.

Vector Representation and Classification
k-dimensional vectors whose dimensions comprise the graph
similarity values between the N-gram graphs that represent
testing texts with the N-gram graph that represent each of the
k topic category are composed to train a vector classifier and in
a similar way to classify the unlabeled texts. After the grouping
of graph similarity values for each text into vectors, the text
classification process is reduced to a vector space model task. The
asset of this produced vector space model representation is that
a low rank of features has inherited the properties of the N-gram
graphs.
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A vector classification model that uses the derivatives of the
graph similarities as features is more efficient than a vector
representation that uses any variation of the terms’ frequencies
as features. This is because of two reasons. Firstly, in most of the
cases, the number of the topic categories are much less than the
number of terms in a corpus. Consequently, the feature space
has a much lower rank keeping the variance and the bias of
the prediction model also low. Secondly, each of the k features
already represents a very coherent estimation of the relation
between a text with each topic.

Figure 5 depicts the process of vector construction and
classification for the training and the prediction stage. In
the training stage, the knowledge structures are built from
labeled texts. While in the prediction stage, these knowledge
structures are used for the classification of unlabeled texts. The
knowledge structures derived by the training stage are the N-
gram graph representations of the topic categories and the
prediction function that assigns unlabeled text vectors into the
appropriate topic categories.

In the training stage, the text are split in two parts. In the one
part, the text used for the construction of the k topic N-gram
graph categories, while in the other part, each text is represented
as a separate N-gram graph. The separate graphs of the individual
texts are compared with the k topic categories graphs in order to
be produced the vectors that represent them. Using these vectors,
it is trained the vector classifier. From the whole process of the
training stage, we keep only the categories N-gram graphs and
the trained vector classification model, as knowledge structure,
and use them in the prediction stage.

In the prediction stage, each text is represented as an N-
gram graph and compared with the categories N-gram graphs

that constructed in the training stage. This comparison produces
vectors that represent the texts and they are passed to the trained
vector classification model in order to be assigned to the most
appropriate category. The pre-processing takes place in a similar
way in the beginning of training and prediction, before the texts
are used for the graph construction.

To select the vector classification method, we took into
consideration the streaming and asynchronous nature of the
N-gram graph classification model and proceed to experiments
to evaluate them in a comparative study. The vector features
are homogenous as all of them correspond to graph similarities
numerical expressed to range [0, 1] interval. In addition,
each of the features contribute to the output independently
making a distance or a probabilistic classifier such as Support
Vector Machine (SVM) and Bayes Classification a good
option.

In the SVMmodel, decision planes are gaged in order to define
decision boundaries that separate a set of observations in an N-
dimensional space. These decision planes should be formed in
the training stage and they should satisfy the constraint that the
gap between the observations which belong to different categories
should be as wide as possible. The classification process involves
many classes so the SVM for multi-class classification was used.
Specifically, it applied the linear SVC in an approach of one vs.
one classification. In one vs. one classification a distinct binary
classifier is trained for every pair of classes. In the inference stage,
the model feeds an unobserved text to all binary classifiers and
the class that has the highest number of predictions is the class in
which the text is assigned.

Gaussian Bayes classifier is based on a conditional probability
model in which texts are represented as a vectors as described

FIGURE 5 | Stages for graph and vector construction and classification.
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in the previous paragraphs. The k dimensions of the vectors are
independent variables and in our case of study are related with
the outputs of the graph similarity metrics. In the Equation (8)
the prediction class is the dependent variable y, ti the unobserved
text and the σy, µy are estimated using the maximum likelihood,
Equation (8).

P
(

ti|y
)

=
1

√

2πσ 2
y

exp

(

−

(

ti − µy

)2

2σ 2
y

)

(8)

Deep learning concerns multiple layers of a neural network. The
vector of graph similarities between an unobserved text and the
categories can be feed in the input layer of the deep neural
network and using a propagation technique each layer transform
the data into a more abstract and composite form until the

activation of the last layer which denotes the category in which
belong the text. Deep learning shows very good performance
on problems trained with large amount of labeled data but
If the trained dataset is not sufficient, likely other techniques
outperform it.

Distributed Design of NGG for Text
Streams
In the Batch text classification, the dataset is static and can
be processed repeatedly many times with no time restrictions.
The N-gram graph text stream classification is designed in
order to satisfy more specific constraints such as the continuous
generation of texts, the timely response, the scalability of the
processing model, the high frequent and possible simultaneously
arrival of observations. In order to cover all these challenges,

FIGURE 6 | NGG classification over HFDS pipeline.
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we combined the N-gram graph classification with the assets
of Apache Beam pipeline and the capabilities provided by the
Google Cloud.

The N-gram graph classification model falls into the class of
embarrassingly parallel problems concerning an easy separation
of tasks with no need for interim data communication, and
an independent and parallel processing. A task-pipeline is
implemented using the Apache Beam programing model. This
pipeline contains separate and modular tasks implemented as
transform methods, they are illustrated in the Figure 6. This
pipeline extends in nine stages with the most CPU consuming
stage which is the graph comparison to be extended in k
parallel nodes where k is the number of predefined categories
(k is 5 in the Figure 6). In the last two stages take place the
process of writing the labeled texts to the most relative stream
outputs.

The Beam programming model utilizes pipelines in order
to direct and process data. These pipelines are organized as
directed acyclic graphs and facilitate a large-scale distributed
data processing, in a fashion that unifies the batch and stream
processing. The distributed data, to be consistent with the
terminology of Beam, are called PCollections and can be
created from an external data source or from in-memory
data. The PCollections are constituted from elements of any
type with the restriction that all elements that belong in a
PCollection should be of the same type and random access is not
supported. The elements are also associated with a timestamp
that corresponds in most cases when the element was read or
added.

These PCollections are processed and passed through the
various stages of the pipeline. The processing that take place in
a step of the pipeline is called PTransform and may concern
change, filter, group, partition, parts extraction and analysis of
the PCollection elements. PTransforms consider every element
in a PCollection individually and should satisfy the criteria
of serializability, thread-compatibility and idempotence. Three

more characteristics of the Beam programming model is the
windows that subdivides the elements of a PCollection base
on their timestamps, the watermark, that is used to manage
the late arrived elements, and the triggers to determine when
some aggregation transforms should take place. Lastly, the use
of the Beam pipeline provided from the Dataflow takes all the
advantages of the Google cloud concerning the data persistence,
the automate scale, low latency, and a serverless computing
solution without having to think about availability, reliability,
performance and network configurations in a cost effective
way.

The N-gram Graph classification pipeline begins with a
Stream Sub node. This node declares the subscription to an
unclassified stream and a transformation of this stream to
an unbounded PCollection where the elements stand for the
individual unlabeled texts. The second node defines the pre-
processing stage that refines each message with a lemmatization,
stop words removal. The third node corresponds to the
transformation of the textual elements to N-gram graphs. The
fourth layer of the nodes is the most crucial stage of the pipeline
making the graph comparison of the testing text with each
N-gram graph that represents the corresponding category and
produce the value of their similarity. Because these comparisons
are data independent from each other and involve the heaviest
processing workload are designed to be assigned into different
nodes. The sixth layer is a windowing transform that is necessary
in order the seventh layer to aggregate the value similarities
and shape a k-dimensional vector that represents each text. The
sixth layer takes all the graph similarity values and composes the
text vectors based on their ID. The seventh layer declares the
vector classification that assign a label to each text. The eight
layer takes the labeled PCollection of seventh layer and directs
each labeled element to the appropriate Publication stream.
Lastly, the eighth layer consists of k publication that take a
topic labeled PCollection and publish its messages as a text
stream.

FIGURE 7 | Evaluating graph similarity metrics with 20NewsGroup.
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EVALUATION

The NGG classification model has been tested and evaluated in
two different data sets in order to demonstrate its applicability
and effectiveness in a sequence of texts via a streaming format.
Real time classification is critical application that involves two
aspects, the accuracy of the classification predictions and the
validity of the designed Beam pipeline to provide outcomes
in scalar and high speed streaming texts. The N-gram graph
classification model developed with the Java programming
language and the Weka machine learning library concerning
the SVM and Bayes classifiers. The Beam pipeline deployed and
run on the Dataflow runner on the Google Cloud Platform.
The classification evaluation has been done using the 10-fold
cross-validation and micro–macro averaged evaluation metrics
[42].

The NGG Classification model was applied in the 20
Newsgroup dataset (matlab/octave version) with texts equally
partitioned across 20 different categories. Each of these 20
categories correspond to a newsgroup and all include texts about
a specific topic, i.e., computer graphics, computer operating
system Windows, autos, motorcycles, space, atheism etc. All of
these categories are distinct, different and all texts belong just in
one category although some categories are very closely related
to each other e.g., pc hardware to mac hardware and religion to
atheism. All the text in the dataset are used in the experiments
and the evaluation except 12 instances that include less than two
words.

Reuters-21578 is a collection of newswire articles which were
gathered and indexed in categories by personnel from Reuters
Ltd. The texts are not equally distributed in the topic categories.
In our experiments we used the top 10 categories (earn, acq,
money-fx, grain, crude, trade, interest, ship, wheat and corn)
as described in Joachims [43] experiments. These 10 categories
are highly-skewed with the biggest category to include 32 times
more texts than the smallest. The skewness characteristic makes
the classification a more challenging task because most of the
classification methods tend to classify all the texts in the large
categories leaving the small categories empty.

The purpose of the experiments is 2-fold. Firstly, to make a
research to all parameters that affect the accuracy and the time
responsiveness of the proposed model in order to conclude to the
most well-tuned setup and secondly, for a comparison with other
available state of the art text classificationmethods. The examined
parameters are the rank of N-grams, the lemmatization, the
stop words removal, the use of weighted or unweighted graphs,
graph similarity metrics and vector classification techniques as
described in the proposed model section.

Evaluation Method
In 10-fold cross-validation the dataset is partitioned into 10
equally subsets, the nine of them are used as training data and
the one for testing. The method is repeated 10 times. Each time
one different subset of texts is used for testing and the rest
nine subsets are put together to construct the graph category
representations.

Precision, Recall and their harmonic mean F-Measure express
the quality of a classification. The precision for one class denotes
the fraction of retrieved instances that are relevant and the recall
denotes the fraction of relevant instances that are retrieved. The
term Category is used for a category of texts as formed in the
baseline dataset. The term Class A is used for the corresponding
prediction of category A as estimated by a classification method.
True Positives (TP) is the total number of the texts that correctly
predicted in the Class A and they really belong in Category A.
False Positives (FP) is the total number of texts that do not belong
in Category A but they predicted wrongly to belong in the Class
A. False Negatives (FN) is the total number of texts that do belong
in the Category A but were not predicted to belong in the Class A.
We now continue with defining the precision Equation (9), recall
Equation (10) and F-Measure Equation (11) metrics.

Precision=
TP

TP+FP
(9)

Precision is a metric that describes the purity of a class.

Recall=
TP

TP+FN
(10)

The Recall shows the text completeness of a class.

FMeasure= 2·
Precision·Recall

Precision+Recall
(11)

F-Measure is a metric that equally combines Precision and Recall.
Macro-averaged Precision, Recall and F-Measures are

estimated by the following three steps.

1. The metrics are estimated for each class in 1-fold based on the
Equations (9–11).

2. The average metrics for all the classes in 1-fold are estimated
from the step1.

3. The metrics of step 2 are averaged for all Folds.

Micro-averaged Precision, Recall and F-Measures are estimated
by the following three steps.

1. The metrics are estimated for all texts based on the Equations
(9–11) in 1-fold.

2. The average precision, recall and F-measure is estimated for all
texts based on the step 1 independently of the class each text
belong in 1-fold.

3. The metrics of step 2 are averaged for all Folds.

Macro-averaged metrics demonstrate the degree the classes are
well-predicted while Micro-averaged metrics demonstrate the
degree that the texts are well-assigned in classes. Macro averaged
metrics evaluate the classification from the perspective of the
classes while Micro averaged metrics from text perspective. The
averagedmacro precision, macro recall andmacro F-Measure are
three distinct numbers, while it can be proved that the averaged
micro precision, micro recall and micro F-Measure are reduced
to the same result [42].
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Experimental Results
It is performed the classification experiments on the Reuters-
21578 and 20 Newsgroup datasets as an Eclipse java project
installed in a commodity computer with a Pentium 5 2.9 GHz
CPU, 16GB ram and it deployed in the Google cloud via the
Cloud Dataflow pipeline runner. From the text classification
perspective of our research, we divided the dataset texts to
the training and testing parts and carried out the experiments
according to the 10-fold cross validations. From the perspective
of a distributed model that process real-time streaming data, we
deployed the N-gram graph classification model as a Dataflow
service to the Google Cloud and validated its applicability, real
time responsiveness and reliability of the model.

The dataset files are stored in a bucket on the Google Cloud
Storage platform and transformed to a stream format with
the Pub/Sub real-time messaging service. Each separate text
of the dataset published to an incoming topic that the NGG
text classification model is subscribed. Using the terminology
of Google Cloud, topics are the Stream resources in which
one or more publishers can publish messages into them and
respectively one ormore subscribers can consume them. Pub/Sub
works as a message-oriented middleware that can provide text
messages asynchronously and decouples the senders and the
receivers services. In a similar way when the incoming stream
texts labeled from the classification process, they will be directed
to the corresponding publisher and published to the appropriate
topic category. The Pub/Sub is scalable, reliable and delivers
low-latency and durable messages.

The following paragraphs summarize the experimental results
of the proposed NGG Classification model from the perspective
of prediction accuracy. The subsection Vector Representation
and Classification, contains a discussion about the prediction
results, the time response, the applicability and the deployment
of the Beam pipeline in the Google Cloud. The terms that are
used in the following tables are listed below:

CS: Containment Similarity for Unweighted Graphs
VS: Value Similarity for Weighted graphs
NVS: Normalized Value Similarity for Weighted Graphs
MCSNS: Maximum Common Subgraph similarity that relies on
the common nodes
MCSUES: Maximum Common Subgraph similarity that relies
on the common undirected edges
MCSDES: Maximum Common Subgraph similarity that relies
on the common directed edges
Stm: Stemming pre-process of the corpus using the Porter
algorithm [44]
SWR: Stop Words Removal from the corpus based on the
MySQL stop words list.
SWR and Stm: A combination of stop words removal and
stemming.
SVM: Support Vector Machine Classifier
BayPr: Bayes Probabilistic Classifier

20Newsgroup
Both versions of graphs, weighted and unweighted are composed
and tested for multiple ranks of N-Grams using the Bayes

TABLE 1 | Evaluating graph similarity metrics with 20NewsGroup.

Macro

precision

Macro recall Macro

F-measure

Micro F-measure

CONTAINMENT SIMILARITY

2 Grams 0.8303 0.7711 0.7818 0.7728

3 Grams 0.8792 0.8695 0.8688 0.8725

4 Grams 0.8879 0.8768 0.8767 0.8801

5 Grams 0.8894 0.8781 0.8786 0.8816

VALUE SIMILARITY

2 Grams 0.2652 0.149 0.1130 0.1413

3 Grams 0.4425 0.2497 0.1844 0.2414

4 Grams 0.5490 0.2614 0.2263 0.257

5 Grams 0.6597 0.3205 0.2935 0.3186

NORMALIZED VALUE SIMILARITY

2 Grams 0.6492 0.5432 0.5331 0.5465

3 Grams 0.6806 0.5381 0.5274 0.54

4 Grams 0.6938 0.5971 0.5862 0.5964

5 Grams 0.7316 0.6609 0.6516 0.6611

MAXIMUM COMMON SUBGRAPH WITH NODES SIMILARITY

2 Grams 0.7817 0.7598 0.7705 0.7692

3 Grams 0.8046 0.7842 0.7942 0.8081

4 Grams 0.8218 0.7939 0.8076 0.8125

5 Grams 0.8227 0.8073 0.8149 0.8193

MAXIMUM COMMON SUBGRAPH WITH UNDIRECTED EDGES SIMILARITY

2 Grams 0.8197 0.8076 0.8136 0.8064

3 Grams 0.8356 0.8196 0.8275 0.8289

4 Grams 0.8384 0.824 0.8311 0.834

5 Grams 0.8419 0.8268 0.8342 0.8378

MAXIMUM COMMON SUBGRAPH WITH DIRECTED EDGES SIMILARITY

2 Grams 0.8110 0.7926 0.8016 0.7991

3 Grams 0.8129 0.8034 0.8081 0.8103

4 Grams 0.8258 0.8127 0.8191 0.8197

5 Grams 0.8172 0.8114 0.8142 0.8214

Gaussian Classifier. For unweighted graphs, Containment
Similarity (CS), Maximum Common Subgraph with Common
Nodes Similarity (MCSNS), Maximum Common Subgraph
with common Undirected Edges Similarity (MCSUES),
Maximum Common Subgraph with common Directed
Edges Similarity (MCSDES). were used whereas for weighted
graphs, two similarity measures were employed, namely, Value
Similarity (VS) and Normalized Value Similarity (NVS), Table 1
summarizes the experimental results.

From the first set of experiments we see that the NGG
Classification method can have better results than other state
of the art classification methods. Specifically, the accuracy of
the NGG with unweighted graphs and N = 5 is 88.16%. The
corresponding figure in a study using Error-Correcting Output
Coding and Sub-class Partitions [45] reported a lower accuracy
equal to 81.84%. Moreover, we can see that unweighted graphs
with Containment Similarity outperform the weighted graphs
and the use of 5 grams yields the best results.

Comparing Bayes Classifier with SVM and Deep learning,
as we can see in the Figure 8, the Bayes Classifier had better
prediction results. The reason that SVM shows a lower accuracy
than Bayes Classifier is that it uses a low-dimensional feature
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FIGURE 8 | Evaluating classifiers performance with 20Newsgroup.

FIGURE 9 | Evaluating preprocessing techniques with 20Newsgroup.

space. Deep Learning requires a large amount of data to show
good prediction results. In case of just thousands observations, it
is unlikely to outperform Bayes Classifier.

Further experimental results with the weighted NGG will
not be presented because their accuracy is much lower than
the unweighted NGG. In the following experiments we kept
Containment Similarity with Bayes Classifier and examined
the pre-processing techniques using the lemmatization Porter’s
algorithm and the stop words removal as we can see in the
Table 2.

The lemmatization pre-processing has an insignificant
improvement <0.10% in both micro and macro F-Measures so
we did not make further experiments with higher rank of N.
After the removal of the stop words, there is an improvement
of F-Measures that exceeds 1.20% for N = 6. The gradual

improvement of the evaluation results with higher ranks of N
make us to carry on our experiments with a higher rank of N.
Our aim is to find the maximum evaluation metrics as function
of N.

The last experimental setup that we investigated is the
combination of stop-words removal with lemmatization. In this
case we can see even better evaluation results for all metrics. In
the pre-processing stage we made the stop words removal and
next the lemmatization. The experiments in case of making first
the lemmatization and next the stop words removal have slightly
worst evaluations results.

The experimental results show that the unweighted 6-gram
graph configuration where the stop words have been removed
and it has been stemmed performs the best result so far with
Micro F-Measure = 89.87% outperforming even more the figure
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FIGURE 10 | Evaluating graph similarity metrics with Reuters-21578.

FIGURE 11 | Evaluating classifiers performance with Reuters-21578.

of 81.84% in the research Error-Correcting Output Coding and
Sub-class Partitions [45]. The pre-processing of stop words
removal and lemmatization has one more important benefit
as we mentioned. It decreases the data input i.e., the total
characters of the corpus by a percentage of 44.5% making the
classification method to demand less computation and memory
resources.

Reuters-21578
Reuters-21578 dataset has a skew nature making texts that belong
to small categories to be misclassified to the large ones. We made
experiment again with both versions of graphs, weighted and
unweighted, multiple ranks of N-Grams and graph similarity
metrics using the Bayes Gaussian Classifier. As we can see in
the Table 3 the normalized factor for low rank N has a positive
effect in the classification macro Recall and F-Measure metrics.

The best Micro F-Measure results are for the unweighted graphs
using Containment Similarity with N = 5. The same setup was
the best and in 20Newsgroup dataset.

The Micro F-Measures denotes the amount of texts that are
classified well. The texts that belong in large categories are more
than the texts that belong in small categories so the normalized
factor does not affect this result. On the other side, the Macro

F-Measures results are better using weighted graphs and the

normalized value similarity. The normalized factor improved

considerably the degree of relevant items that are classified in
a class (Macro Recall) while it had a decrease in the degree of
the selected items that are relevant in a class (Macro Precision).
The Macro F-Measure is also better using weighted graphs with
normalized values similarity.

We compared Bayes Classifier with the SVM and the Deep
Learning, as we did Figure 11, as we did in 20Newsgroup dataset.
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FIGURE 12 | Evaluating preprocessing techniques with Reuters-21578 and containment similarity.

FIGURE 13 | Evaluating preprocessing techniques with Reuters-21578 and normalized value similarity.

FIGURE 14 | Comparison of text classification methods.
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TABLE 2 | Evaluating preprocessing techniques with 20Newsgroup.

Macro

precision

Macro recall Macro

F-measure

Micro

F-measure

STEMMED CS

2 Grams 0.8285 0.7686 0.7791 0.7698

3 Grams 0.8783 0.8672 0.8665 0.8701

4 Grams 0.8870 0.8753 0.8753 0.8788

5 Grams 0.8900 0.8790 0.8795 0.8826

STOP WORDS REMOVAL CS

2 Grams 0.8296 0.7733 0.7828 0.7749

3 Grams 0.8774 0.8684 0.8677 0.8715

4 Grams 0.8892 0.8808 0.8807 0.8840

5 Grams 0.8947 0.8879 0.8879 0.8910

6 Grams 0.8965 0.8911 0.8913 0.8938

7 Grams 0.8959 0.8911 0.8914 0.8935

8 Grams 0.8928 0.8886 0.8888 0.8905

9 Grams 0.8877 0.8836 0.8839 0.8852

10 Grams 0.8808 0.8765 0.8770 0.8777

STOP WORDS REMOVAL STEMMED CS

2 Grams 0.8290 0.7693 0.7792 0.7713

3 Grams 0.8791 0.8697 0.8692 0.8727

4 Grams 0.8922 0.8843 0.8844 0.8874

5 Grams 0.8977 0.8913 0.8916 0.8943

6 Grams 0.9010 0.8961 0.8964 0.8987

7 Grams 0.8980 0.8936 0.8940 0.8957

8 Grams 0.8940 0.8901 0.8905 0.8920

9 Grams 0.8877 0.8838 0.8842 0.8852

10 Grams 0.8815 0.8772 0.8779 0.8784

The Bayes Classifier had again the better prediction results and
we kept it for the next experiments with the text pre-processing
techniques.

The two pre-processing methods applied in unweighted and
weighted NGG model and the outcomes are presented in the
Tables 4, 5.

The lemmatization pre-processing decreases the evaluation
metrics in both weighted and unweighted models but the
removing of stop words has a noteworthy positive impact on
Micro and Macro F-Measures. Furthermore, the removing of
stop words has a more important contribution in unweighted
NGG model than the weighted.

The stop word removal increased the evaluation metrics
more in the unweighted graphs than to weighted graphs. The
maximum Micro and Macro F-Measure is for N = 9 in
unweightedNGG. Even if the evaluation results are very good this
is a large N that makes the method more resource-demanded. To
further decrease the amount of data we filtered out the input data
using the combination of stop words removal and lemmatization
as in the 20 Newsgroup dataset. The experiments showed an
improvement in the experimental results that reach 0.89% for
Macro F-Measure and 1.04% for Micro F-Measure.

Discussion
The experimental results confirm that the NGG classification
model can produce accurate classification predictions in a robust

TABLE 3 | Evaluating graph similarity metrics with Reuters-21578.

Macro precision Macro recall Macro

F-measure

Micro

F-measure

CONTAINMENT SIMILARITY

2 Grams 0.822 0.4537 0.5169 0.7361

3 Grams 0.8705 0.5650 0.6159 0.8317

4 Grams 0.9148 0.6364 0.6866 0.8747

5 Grams 0.9185 0.6964 0.7495 0.8966

VALUE SIMILARITY

2 Grams 0.1628 0.2674 0.1221 0.1572

3 Grams 0.2625 0.3337 0.1850 0.3341

4 Grams 0.2432 0.3879 0.2153 0.3741

5 Grams 0.4048 0.4242 0.2272 0.4028

NORMALIZED VALUE SIMILARITY

2 Grams 0.7511 0.8435 0.7784 0.8631

3 Grams 0.7804 0.8498 0.7880 0.8807

4 Grams 0.7673 0.8384 0.7681 0.8796

5 Grams 0.7785 0.8388 0.7774 0.8905

MAXIMUM COMMON SUBGRAPH WITH NODES SIMILARITY

2 Grams 0.8127 0.5916 0.6847 0.7142

3 Grams 0.8261 0.6177 0.7068 0.7357

4 Grams 0.8284 0.6314 0.7166 0.7421

5 Grams 0.8347 0.6421 0.7258 0.7467

MAXIMUM COMMON SUBGRAPH WITH UNDIRECTED EDGES SIMILARITY

2 Grams 0.8103 0.6291 0.7082 0.7216

3 Grams 0.8224 0.6473 0.7244 0.7281

4 Grams 0.8298 0.6519 0.7301 0.7367

5 Grams 0.8341 0.6722 0.7444 0.7438

MAXIMUM COMMON SUBGRAPH WITH DIRECTED EDGES SIMILARITY

2 Grams 0.8116 0.6197 0.7027 0.7198

3 Grams 0.8165 0.6247 0.7078 0.7219

4 Grams 0.8232 0.6315 0.7147 0.7341

5 Grams 0.8276 0.6381 0.7205 0.7376

way and with low computational requirements. Unweighted
graphs with Containment Similarity and rank N = 6 for N-
Grams has the best Macro Precision results in both datasets
as we can see in the Figures 7, 10. The rank N = 6 has also
the best evaluation results in the other metrics for the no-skew
dataset 20Newsgroup. In case of the skew dataset Reuters with
Containment Similarity in unweighted graphs, the rank N equal
to 9 mitigates the skewedness phenomenon.

The use of unweighted N-gram graphs performs better than
the use of weighted N-gram graphs in all the cases to the no-
skew datasets. Extensive research has been done to justify the
reasons of this inference. A text Graph consists of meaningful
edges that reflect the meaning of the text and noise edges that
exist in any random text as referred in the graph filtering section.
The meaningful edges have smaller weights than the noise edges
because the noise edges are repeatedmore often. Hence, the noise
edges blur the accuracy.

Furthermore, the Value Similarity completely fails to compare
in a sufficient way two graphs because it does not take into
consideration the size of the graphs. The normalization of graph
similarity obviously improves the prediction rate but does not
outperform the Containment similarity of unweighted graphs in
no-skewed datasets.
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TABLE 4 | Evaluating preprocessing techniques with Reuters-21578 and

containment similarity.

Macro

precision

Macro recall Macro

F-measure

Micro

F-measure

STEMMED CONTAINMENT SIMILARITY

2 Grams 0.7989 0.4423 0.4927 0.7388

3 Grams 0.8523 0.5290 0.5691 0.8332

4 Grams 0.8826 0.5791 0.6228 0.8666

5 Grams 0.8910 0.6284 0.6756 0.8886

STOP WORDS REMOVAL CONTAINMENT SIMILARITY

2 Grams 0.8250 0.4496 0.5167 0.7234

3 Grams 0.8827 0.5904 0.6450 0.8355

4 Grams 0.9040 0.6783 0.7317 0.8824

5 Grams 0.9174 0.7410 0.7909 0.9067

6 Grams 0.9210 0.7817 0.8252 0.9214

7 Grams 0.9184 0.8032 0.8413 0.9261

8 Grams 0.9157 0.8156 0.8500 0.9267

9 Grams 0.9135 0.8253 0.8563 0.9280

10 Grams 0.9120 0.8011 0.8384 0.9271

STOP WORDS REMOVAL AND STEMMED CONTAINMENT SIMILARITY

2 Grams 0.8114 0.4482 0.5157 0.7361

3 Grams 0.8756 0.5813 0.6394 0.8391

4 Grams 0.9033 0.6753 0.7296 0.8871

5 Grams 0.9181 0.7506 0.7992 0.9134

6 Grams 0.9208 0.7967 0.8382 0.9287

7 Grams 0.9226 0.8167 0.8531 0.9353

8 Grams 0.9197 0.8287 0.8607 0.9380

9 Grams 0.9168 0.8365 0.8652 0.9384

10 Grams 0.9110 0.8362 0.8625 0.9363

The use of weighted graphs does not show so good results as
one would intuitively expect. However, the factors that contribute
in the mis-prediction can be detected. This implies that with
the use of feature selection criteria, the edges that systematically
decrease the accuracy of themethod can be omitted. This remains
to be shown in future work.

In the case of skewed data we can see that the weighted graphs
with the normalized value similarity can express better evaluation
results especially in the Macro Recall metric. The normalized
factor can contribute to the correct assignment of instances that
belong in small categories.

Text preprocessing, as we can see in the Figures 9, 12, 13
turns out to contribute significantly to better results in all
cases. The experiments in shorter texts (medieval dataset) reveal
different results than the text that consist of some paragraphs. In
short texts the word stemming improves the evaluation metrics
while the stop words removal affects them negatively. In the
experiments with texts consisting of quite a few paragraphs we
have seen that the stemming either does not affect or decreases
slightly the evaluation metrics whereas the stop words removal
increased them significantly.

Using a combination of stop words removal with
lemmatization as preprocessing can yield even better evaluation
results. Moreover, the data input is reduced significantly
decreasing the demand in computational resources.

TABLE 5 | Evaluating preprocessing techniques with Reuters-21578 and

normalized value similarity.

Macro

precision

Macro recall Macro

F-measure

Micro

F-measure

STEMMED NORMALIZED VALUE SIMILARITY

2 Grams 0.7297 0.8230 0.7526 0.8494

3 Grams 0.7506 0.8390 0.7568 0.8635

4 Grams 0.7321 0.8244 0.7261 0.8520

5 Grams 0.7409 0.8300 0.7391 0.8667

STOP WORDS REMOVAL NORMALIZED VALUE SIMILARITY

2 Grams 0.7695 0.8475 0.7919 0.8758

3 Grams 0.7945 0.8493 0.8009 0.8910

4 Grams 0.7938 0.8530 0.7994 0.8911

5 Grams 0.7894 0.8494 0.7965 0.8888

6 Grams 0.8030 0.8481 0.8059 0.8973

7 Grams 0.8037 0.8505 0.8094 0.8987

8 Grams 0.7994 0.8506 0.8087 0.8987

9 Grams 0.7882 0.8489 0.8024 0.8966

10 Grams 0.7874 0.8478 0.8024 0.8972

STOP WORDS REMOVAL AND STEMMED NORMALIZED VALUE SIMILARITY

2 Grams 0.7597 0.8411 0.7813 0.8693

3 Grams 0.7929 0.8514 0.8002 0.8920

4 Grams 0.7929 0.8561 0.8032 0.8975

5 Grams 0.7950 0.8578 0.8079 0.9015

6 Grams 0.8001 0.8560 0.8128 0.9050

7 Grams 0.8162 0.8162 0.8162 0.9066

8 Grams 0.7987 0.8638 0.8189 0.9069

9 Grams 0.7968 0.8654 0.8191 0.9060

10 Grams 0.7927 0.8615 0.8142 0.9028

The classification using unweighted 6-grams graph with
stop words removal and lemmatization can produce Macro F-
Measure equal to 0.8964 and Micro F-Measure equal to 0.8987
in the 20NewsGroup dataset. These results are better than the
state of the art classification approaches for the same dataset as
presented as we can see in the Figure 14. Using the SVM [46] the
Micro F-Measure is 0.808. The hybrid discriminative RBM [47]
has Micro F-Measure 0.762, the ECOC Naive Bayes [45] 0.818
and the regularized least squares classifier [48] 0.8486.

Reuter’s dataset is a dataset that has been used with various
ways in the literature. One of the best experimental setup which
uses the same top 10 categories is the Text categorization with
SVM [43] where the Micro F-Measure is 0.864. Using the NGG
model the Micro F-Measure has reached to 0.9384 which is a
great improvement.

Google Cloud can release us from the overhead of managing
infrastructures, the persistence, and the scalability of a deployed
service. Specifically for processes that can be divided in a
sequence of tasks, it provides the Dataflow as a runner for the
Beam programming model. The classification of high frequency
text streams take place in real time without having to think about
the hardware resources that should be allocated. We measured
the time response of the model feeding it from 1 text per second
up to 10,000 messages per second and in every case the Log files
had recorded a stable processing time close to 24ms for each text
in the stream.
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CONCLUSIONS AND FUTURE WORK

In this paper, we have—to the best of our knowledge—followed
a different path for text classification. N-gram graphs is a
representation model that has been used in other machine
learning techniques and it was a challenge to be extended for
text streaming generated at high speed and classified in real
time. The N-gram graph classification model has the intrinsic
property to be performed in a sequence of separate tasks. It
designed with the Beam programming model and deployed in
the Google Cloud distributed among multiple workers in order
to provide high scalability, durability, fault tolerance and low
latency responsiveness.

Many variants of the N-gram graph classification method
are proposed, implemented and evaluated in order to conclude
to an optimal setup for a skew and a no-skew dataset.
Weighted graphs, unweighted graphs, classification methods,
and plenty graph similarity metrics are used in combination
with text preprocessing techniques. The proposed model has
characteristics that exploit the assets of graph representations
and can give solution in tough text classification issues such as
the sequence of words, and the misspelling. The experiments
carried out with the 10-fold-cross validation method using the
20-NEwgroup and Reuters datasets and carefully compared with
other state of the art methods that follow similar evaluation
metrics and use of the datasets.

The frame size that was used during the evaluation tests was
equal to the window size N but this is not a restriction. Various
frame sizes for each N-gram should be investigated. Feature
selection techniques can be used to estimate the importance of
the edges in accordance with the fact that some edges contribute
more in the right classification than others. In addition, the
similarity criterion should be selected taking into consideration

the classification importance of the edges and the noise edges
should be filtered out from the graphs. The NGG representation
model with its similarity metrics can be adapted and combined
with various classification algorithms in order to achieve better
evaluation results and solve more complex problems such as
hierarchical multi-label classification.

Applications that use high frequency text streams constitute
open ended learning environments. The incoming texts, topics
and their statistical properties may change over time in
unforeseen ways with consequence the inference become less
accurate. The N-gram graph classification model can be adapted
to tackle this phenomenon known as concept drift. The future
research direction that should be explored is a dynamic change
of the topic graph representations related with the fluctuations of
incoming texts. In the case that a new bundle of texts is appeared
with high inter-similarity and low similarity with the already
existed topic graphs, the model should be capable to recognize
a new emerged topic.
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