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This paper proposes a method for estimating the cluster matrix in the Gaussian mixture

framework via Semi-Definite Programming. Theoretical error bounds are provided and a

(non linear) low dimensional embedding of the data is deduced from the cluster matrix

estimate. The method and its analysis is inspired by the work by Guédon and Vershynin

on community detection in the stochastic block model. The adaptation is non trivial

since the model is different and new Gaussian concentration arguments are needed. Our

second contribution is a newBregman-ADMM type algorithm for solving the semi-definite

program and computing the embedding. This results in an efficient and scalable algorithm

taking only the pairwise distances as input. The performance of the method is illustrated

via Monte Carlo experiments and comparisons with other embeddings from the literature.

Keywords: semi-definite program (SDP), clustering (un-supervised) algorithms, Gaussian mixture (GM) model,

embedding, convex relation

1. INTRODUCTION

Low dimensional embedding is a key to many modern data analytics. Data are better understood
after choosing the best coordinates, i.e., embedding, and extracting the main features. Based on a
compressed description, the data can then be projected, visualized, or clustered more reliably and
efficiently. The goal of the present paper is to present an efficient technique for joint embedding
and clustering, based on pairwise affinity analysis and reliable convex optimization.

Combining the goals of reducing dimensionality and clustering in a principled manner is
challenging and novel, but also draws on ideas from spectral clustering [1, 2], and Semi-Definite
embedding, as in Linial et al. [3]. The main idea behind such methods, is to approximately preserve
the pairwise distances in the dataset, with the goal of discovering, via an appropriate coordinate
change, the correct parameterization of the potentially low dimensional non-linear manifold that
essentially contains the data. An example of non-linear low dimensional embedding, such as
Diffusion Maps, is shown in Figure 1.

Apart from this previous works, standard clustering techniques usually start from already
embedded data as obtained after e.g., PCA processing. Said otherwise embedding and clustering
are often considered as completely separate tasks. Based on embedded data, mainstream clustering
techniques are non-parametric (as K-means, K-means++, etc. [4, 5]) and model based clustering
(as Mixture Models [6]). These approaches often rely on non-convex optimization such as Lloyd’s
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FIGURE 1 | The mapping of a 3D cluster using Diffusion Maps from the Matlab package drtoolbox https://lvdmaaten.github.io/drtoolbox/. (A) Original 3D Cluster,

(B) Mapped data using Diffusion Maps.

algorithm and Expectation-Maximization [7, 8]. However, even
careful implementation of these algorithms leads to some
uncertainty as to whether one has finally obtained a relevant
optimizer. In Mixture Model-based clustering, one also faces the
issue of degeneracy [9]. As a result, a growing body of researched
has emerged lately concerning the study of convex relaxation
for the clustering problem [10, 11], etc. Other approaches such
as ClusterPath [12] have also been proposed (see [13–15]) for
interesting extensions. One drawback of theses approaches is the
presence of many hyperparameters without robust rules to select
them. The present work pursues this recent trend of promoting
convex optimization-based clustering based on low rank cluster
matrix estimation, as a way of ensuring that no spurious local
optimizer is used in the process of clustering-based decision
making in data analytic studies.

Our starting point in this attempt at finding appropriate
embeddings for clustering is the method by Guedon and
Vershynin [16], initially developed for community detection
in the stochastic block model (SBM). In mathematical terms,
the SBM considers a random graph based on a set of vertices
partitioned into clusters and with random edges between vertices,
all edges are independent and the probabilities of edges depend
only on the cluster structure. The usual assumption made in
the SBM is that the probabilities are larger within clusters
than across clusters. The problem of recovering clusters from a
random empirical adjacency matrix has been a topic of extensive
research, triggered by the work of McSherry [17] and which
quickly developed into a beautiful body of impressive results
and achievements (see [18–22]). Guedon and Vershynin recently
showed that the cluster matrix can be estimated via Semi-Definite
Programming (SDP) with an explicit control of the error rate.

From a technical perspective, our contribution is three-fold.

• First, we generalize the Guedon/Vershynin approach in order
to deal with the Gaussian Cluster Model (GCM) and show that
the cluster matrix in the GCM can also be estimated by solving
an SDP. For doing so, we use an affinity matrix as input that

depends only on the pairwise distances between observations.
Contrarily to the adjacency matrix arising in the SBM, our
affinity matrix from the GCM has non independent entries,
thus making the analysis non trivial.

• Our second contribution is to demonstrate in practice that
the estimated cluster matrix yields a natural associated
embedding. Indeed, quite similarly to spectral clustering,
the eigenvectors of the estimated cluster matrix provide a
meaningful embedding. Contrarily to standard embedding
methods such as PCA, Laplacian eigenmaps, Maximum
Variance Unfolding, t-SNE, etc., the embedding does not try
to preserve pairwise distances but rather to estimate the cluster
matrix. The intuition for using the cluster matrix is supported
by Remark 1.6 in Guédon and Vershynin [16] which we
now quote: It may be convenient to view the cluster matrix
as the adjacency matrix of the cluster graph, in which all
vertices within each community are connected and there are
no connections across the communities. This way, the Semi-
Definite program takes a sparse graph as an input, and it returns
an estimate of the cluster graph as an output. The effect of the
program is thus to “densify” the network inside the communities
and “sparsify” it across the communities.

• Our third contribution is to propose a new scalable algorithm
for solving the main Semi-Definite Programming problem
at the heart of Guédon and Vershynin [16] and our
approach to embedding and clustering. Our new method is
based on a linearized version of the Alternating Direction
Method of Multipliers (ADMM) together with a pragmatic
implementation of the constraints, that allows us the avoid
solving the original Semi-Definite Program via interior
point methods.

The paper is organized as follows. The SDP approach for
estimating the cluster matrix, the associated embedding and the
main theoretical results are presented in section 2. The proofs
are postponed to section 2 in the Appendix. The algorithmic
considerations for the resolution of the SDP are discussed in
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the Supplementary Material, where an efficient algorithm is
described as well as a practical method for selecting the unknown
tuning parameter. Section 3 is devoted to the presentation of
simulation results, demonstrating the potential of the proposed
method. Some technical background on Gaussian concentration
and Grothendieck inequality is provided in Appendices.

2. MAIN RESULTS

2.1. Framework: The Gaussian Cluster
Model
The mathematical framework is the following. We assume that
we observe a data set x1, . . . , xn ∈ R

d over a population of size
n. The population is partitioned into K clusters C1, . . . , CK of size
n1, . . . , nK , respectively, i.e., n = n1 + · · · + nK . We assume the
standard Gaussian Cluster Model for the data: the observations
xi are independent with

xi ∼ N (µk,6k) if i ∈ Ck (1)

with µk ∈ R
d the cluster mean and 6k ∈ R

d×d the cluster
covariance matrix. The Gaussian Mixture model specifies the
additional information about the probabilities of belonging to
each cluster and the Gaussian Cluster Model corresponds to
conditioning the Gaussian Mixture Model on the values of the
latent cluster indicator variables [6]1.

The clustering problem aims at recovering the clusters Ck,
1 ≤ k ≤ K, based on the data xi, 1 ≤ i ≤ n, only. For each
i = 1, . . . , n, we will denote by ki the index of the cluster to which
i belongs. The notation i ∼ j will mean that i and j belong to the
same cluster. The cluster matrix Z̄ is the n× nmatrix defined by

Z̄i,j =





1 if i ∼ j

0 otherwise
, 1 ≤ i, j ≤ n. (2)

It determines entirely the clusters and, up to a reordering of the
points, it is a block-diagonal matrix with a block of ones for
each cluster.

Note that the Gaussian Cluster Model slightly differs
from the usual Gaussian mixture model where the data set
consists in independent observations from the Gaussian mixture∑K

k=1 πk N (µk,6k), with (πk)1≤k≤K the mixture distribution.
In the Gaussian mixture model, the cluster sizes (n1, . . . , nk) are
random with multinomial distribution of size n and probability
parameters (π1, . . . ,πK).

2.2. Dimensionality Reduction
As proved in Bandeira et al. [23] the data can be projected onto a
space of dimension log(K) while still preserving separation when
the data are assumed to belong to separated ellipsoids. Therefore,
we can consider in the rest of the paper that d is of the order
of log(K). The results of our main theorem below will give the
appropriate scaling of the parameters that will ensure the well
separatedness of the data.

1Extending our study to the setting of Gaussian Mixture Models using the

relationship with the Gaussian Cluster Model based on this conditioning is a

somewhat tedious but not difficult task.

2.3. Embedding Associated With the
Estimated Cluster Matrix
We will define in the next section an estimate Ẑ of the cluster
matrix Z̄. We discuss now how a low dimensional embedding of
the data set can be associated with the estimate Ẑ. The main idea
is to use the fact that the cluster matrix Z̄ defined by (2) has a
very specific eigenstructure: denoting by C1, . . . , CK the index set
of each cluster and by 1Ck ∈ {0, 1}n the indicator vector of cluster
Ck, we have

Z̄ =
K∑

k=1

1Ck1
t
Ck

and we deduce that

• the rank of Z̄ is K,
• the nonzero eigenvalues of Z̄ are |C1|, . . . , |CK | with associated

eigenvectors 1C1/
√
|C1|, . . . , 1CK /

√
|C1|.

We assume in the sequel that the cluster sizes are all different so
that all non-zero eigenvalues have multiplicity one. The clusters
can hence be recovered from the eigenstructure of the matrix Z̄:
the label of the sample point xi is the index of the only eigenvector
whose i-th component is non zero. Indeed, all other eigenvectors
associated with a non-zero eigenvalue have i-th component equal
to zero.

The estimate Ẑ of the matrix Z̄ can be used in practice to
embed the data into the space R

K by associating each data
point xi to the vector consisting of the i-th coordinate of the K
first eigenvectors of Ẑ. Given this embedding, if we can prove
that Ẑ accurately estimates the cluster matrix Z̄, one can then
apply any clustering method of choice to recover the clustering
pattern of the original data. The next section gives a method
for computing an estimator Ẑ of Z̄ using the SDP approach by
Guedon and Vershynin.

2.4. Guedon and Vershynin’s Semi-definite
Program
We now turn to the estimation Ẑ of the cluster matrix using
Guedon and Vershynin’s Semi-Definite Programming based
approach. Whereas, Guédon and Vershynin [16] were interested
in analyzing the Stochastic Block Model for community
detection, we propose a study of the Gaussian Cluster Model
and therefore prove that their approach has a great potential
applicability in embedding of general data sets beyond the
Stochastic Block Model setting.

Based on the data set x1, . . . , xn, we construct the affinity
matrix A by

A =
(
f (‖xi − xj‖2)

)
1≤i,j≤n

(3)

where ‖·‖2 denotes the Euclidean norm onRd and f :[0,+∞) →
[0, 1] a non-increasing affinity function. A popular choice is the
Gaussian affinity

f (h) = e−(h/h0)
2
, h ≥ 0, (4)
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with h0 > 0, and other possibilities are

f (h) = e−(h/h0)
a
, f (h) = (1+ (h/h0))

−a,

f (h) = (1+ eh/h0 )−a · · ·

Before stating the Semi-Definite Program, we introduce some
matrix notations. The usual scalar product between matrices
A,B ∈ R

n×n is denoted by 〈A,B〉 =
∑

1≤i,j≤n AijBij. The

notations 1n ∈ R
n and 1n×n ∈ R

n×n stand for the vector
and matrices with all entries equal to 1. For a symmetric matrix
Z ∈ R

n×n, the notation Z � 0 means that Z the quadratic form
associated to Z is non-negative while the notation Z ≥ 0 means
that all the entries of Z are non-negative.

With these notations, we define Ẑ as a solution of the Semi-
Definite Program

maximize 〈A,Z〉 subject to Z ∈ Mopt (5)

withMopt the set of symmetric matrices Z ∈ R
n×n such that





Z � 0
Z ≥ 0
diag(Z) = 1n
〈Z, 1n×n〉 = λ0

. (6)

Here λ0 ∈ N is the number of non-zero edges in the true
cluster matrix and Guedon and Vershynin state in Guedon and
Vershynin [16] that it can be estimated empirically. For further
reference, note that a semi-definite positive matrix Z with non-
negative entries and unit diagonal must have all entries in [0, 1],
so thatMopt ⊂ [0, 1]n×n.

The heuristic justifying that Ẑ can be seen as an estimate of the
cluster matrix Z̄ is the following Lemma.

Lemma 2.1. Consider the expected affinity matrix

Ā =
(
Ef (‖xi − xj‖2)

)
1≤i,j≤n

. (7)

and assume

p = inf
i∼j

Āi,j > q = sup
i≁j

Āi,j. (8)

Then, the cluster matrix Z̄ defined by Equation (2) is the unique
solution of

maximize 〈Ā,Z〉 subject to Z ∈ Mopt (9)

with λ0 =
∑K

k=1 n
2
k
.

The intuition behind condition (8) is that the average distance (or
more precisely the average affinity) between two points within
a same cluster is smaller than the average distance between two
points from different clusters. This corresponds to the intuitive
notion of clusters. Note that a similar condition appears in
Guédon and Vershynin [16]. In the case of the Gaussian affinity

function (4), we provide in section 2.6 explicit formulas for the
expected affinity matrix that can be used to check condition (8).

The SDP (5) appears as an approximation of the SDP (9) since
the affinity matrix A can be seen as a noisy observation of the
unobserved matrix Ā. Concentration arguments together with
Grothendieck theorem allow to prove that A ≈ Ā in the sense of
the ℓ∞/ℓ1-norm (see Proposition 2.4 below). In turn, this implies

Ẑ ≈ Z̄ in the sense of ℓ1-norm in R
n2 (see Theorem 2.2 below)

so that the SDP program (5) provides a good approximation Ẑ
of the cluster matrix Z̄. Note that in practice, λ0 is unknown and
must be estimated (see comment in section 5.1.5).

Proof of Lemma 2.1: This corresponds to Lemma 7.1 in Guédon
and Vershynin [16].

2.5. Theoretical Error Bounds
Our main result is a non asymptotic upper bound for the
probability that Ẑ differs from Z̄ in ℓ1-distance, that is an upper
bound for

∥∥Ẑ − Z̄
∥∥
1
=

∑

1≤i,j≤n

|̂Zi,j − Z̄i,j|.

Theorem 2.2. Consider the Gaussian Cluster Model (1) and
assume that the affinity function f is ℓ-Lipschitz and that condition
(8) is satisfied. Let

t0 = 8
√
2 log 2KGσℓ/(p− q)

where KG ≤ 1.8 denotes the Grothendieck constant and
σ 2 = 1

n

∑K
k=1 nkρ(6k) with ρ(6k) the largest eigenvalue of the

covariance matrix 6k.
Then, for all t > t0,

P
(∥∥Ẑ − Z̄

∥∥
1

> n2t
)
≤ 2 exp

(
−
(
t − t0

c

)2

n

)
, (10)

c = 16
√
2KGℓσ

p− q
. (11)

Moreover, there exists a subset τ ⊂ {1, . . . , n} with |τ | ≥ n
2 such

that all t > t0,

P
(∥∥∥
(̂
Z − Z̄

)
τ×τ

∥∥∥
1

> nt
)
≤ 2 exp

(
−
(
t − t0

c

)2

n

)
. (12)

Proof: See section A.1 in the Appendix.

Theorem 2.2 has a simple consequence in terms of estimation
error rate. After computing Ẑ, it is natural to estimate the cluster
graph Z̄ by a random graph obtained by putting an edge between
vertices i and j if Ẑi,j > 1/2 and no edge otherwise. Then the
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proportion πn of errors in the prediction of the n(n− 1)/2 edges
is given by

πn : = 2

n(n− 1)

∑

1≤i<j≤n

|1{̂Zij>1/2} − Z̄ij|

≤ 2

n(n− 1)

∑

1≤i<j≤n

2 |̂Zij − Z̄ij|

= 2

n(n− 1)

∥∥Ẑ − Z̄
∥∥
1
.

The following corollary provides a simple bound for the
asymptotic error.

Corollary 2.3. We have almost surely

lim sup
n→∞

n−2
∥∥Ẑ − Z̄

∥∥
1
≤ t0 =

8
√
2 log 2KGσℓ

p− q
.

In the case when the cluster means are pairwise different and
fixed while the cluster variances converge to 0, i.e., σ → 0, it is
easily seen that the right hand side of the above inequality behaves
as O(σ ) so that the error rate converges to 0. This reflects the fact
that when all clusters concentrates around their means, clustering
becomes trivial.

While our proof of Theorem 2.2 follows the ideas from
Guédon and Vershynin [16], we need to introduce new tools to
justify the approximation A ≈ Ā in ℓ∞/ℓ1-norm. Indeed, unlike
in the stochastic block model, the entries of the affinity matrix
(3) are not independent.We use Gaussian concentrationmeasure
arguments to obtain the following concentration inequality. The
ℓ∞/ℓ1 norm of a matrixM ∈ R

n×n is defined by

‖M‖∞→1 = sup
‖u‖∞≤1

‖Mu‖1 = max
u, v∈{−1,1}n

n∑

i,j=1

uivjMi,j. (13)

Proposition 2.4. Consider the Gaussian cluster model (1) and
assume the affinity function f is ℓ-Lipschitz. Then, for any t >

2
√
2 log 2 ℓ σ ,

P
( ∥∥A− Ā

∥∥
∞→1

> t n2
)

≤ 2 exp


−

(
t − 2

√
2 log 2ℓσ

)2

32ℓ2σ 2
n


 . (14)

Proof: See section A.2 in the Appendix.

Theorem 2.2 assumes that λ0 is known. It is worth noting that
λ0 corresponds to the number of edges in the cluster graph
and that we can derive from the proof of Theorem 2.2 how the
algorithm behaves when the cluster sizes are unknown, i.e., when
the unknown parameter λ0 is replaced with a different value λ.
The intuition is given in Remark 1.6 in Guédon and Vershynin
[16]: if λ < λ0, the solution Ẑ will estimate a certain subgraph of
the cluster graph with at most λ0−λmissing edges; if λ > λ0, the
solution Ẑ will estimate a certain supergraph of the cluster graph
with at most λ − λ0 extra-edges.

2.6. Explicit Formula for Ā
In order to check condition (8), explicit formulas for the mean
affinity matrix are useful. The next proposition solves the case of
the Gaussian affinity function.

Proposition 2.5. Assume that A is built using the Gaussian affinity
function (4).

• Let i and j be in the same cluster Ck. Then,

Āi,j =
d∏

l=1

(
1+ 4(σk,l/h0)

2
)−1/2

with (σ 2
k,l
)1≤l≤d the eigenvalues of 6k.

• Let i and j be in different clusters Ck and Ck′ . Then,

Āi,j =
d∏

l=1

exp

(
−〈µk − µk′ , vk,k′ ,l〉2

h20 + 2σ 2
k,k′,l

)

(
1+ 2(σk,k′,l/h0)

2
)−1/2

with (σ 2
k,k′,l)1≤l≤d and (vk,k′,l)1≤l≤d respectively the eigenvalues

and eigenvectors of 6k + 6k′ .

Proof: See section A.3 in the Appendix.

As an interesting consequence of Proposition 2.5, when the
variance matrices from the Gaussian Cluster Model (1) are all
equal and isotropic, that is 6k = σ 2Id for all k = 1, . . . ,K with
σ 2 > 0, then the constants p and q from Equation (8) are given by

p =
(
1+ 4σ 2/h20

)−d/2

and

q =
(
1+ 4σ 2/h20

)−d/2

FIGURE 2 | Original affinity matrix vs. Guedon Vershynin Cluster matrix.
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FIGURE 3 | The affinity matrix obtained after embedding using different methods from the Matlab package drtoolbox https://lvdmaaten.github.io/drtoolbox/.

(A) Original affinity matrix vs. affinity matrix after PCA embedding. (B) Original affinity matrix vs. affinity matrix after MDS embedding. (C) Original affinity matrix vs.

affinity matrix after Factor Analysis embedding. (D) Original affinity matrix vs. affinity matrix after t-SNE embedding. (E) Original affinity matrix vs. affinity matrix after

Sammon embedding. (F) Original affinity matrix vs. affinity matrix after LLE embedding.

× min
1≤k 6=k′≤K

exp
{
−‖µk′ − µk‖2/(h20 + 4σ 2)

}
.

Condition (8) is therefore satisfied (whatever the choice of h0 >

0) as soon as the cluster means (µk)1≤k≤K are pairwise distinct
which is a minimal identifiability condition. But of course the
difference p − q is an increasing function of the noise σ 2 and
the bounds in Theorem 2.2 become looser for larger noise.

3. SIMULATION RESULTS

In all the experiments, the parameter h0 in (4) was chosen as

h0 = .5 ∗max(diag(Xt ∗ X))1/2.

The hyper-parameter λ was chosen so as to minimize the mean
squared error between the estimated cluster matrix and the
empirical affinity matrix.

3.1. Computing the Actual Clustering From
the Eigenvector Coordinates
As for spectral clustering, the components of the most significant
eigenvectors, i.e., the eigenvectors associated with the largest
eigenvalues, are the coordinates of the embedded data. Given
these embedded data, as advised in Vu [24], the actual clustering
can be computed using a minimum spanning tree method and
removing the largest edges.

3.2. Comparison With Standard
Embeddings on a 3D Cluster Example
Simulations have been conducted to assess the quality of the
proposed embedding. In this subsection, we used the Matlab
package drtoolbox2 proposed by Laurens Van Maatten on a

2https://lvdmaaten.github.io/drtoolbox/

sample drawn from a 10 dimensional Gaussian Mixture Model
with four components and equal proportions. In Figure 2, we
show the original affinity matrix together with the estimated
cluster matrix. In Figure 3, we compare the affinity matrix
of data with the affinity matrix of the mapped data using
various embeddings proposed in the drtoolbox package. This toy
experiment shows that the embedding described in this paper can
cluster as the same time as it embeds into a small dimensional
subspace. This is not very surprising since our embedding
is tailored for the joint clustering-dimensionality reduction
purpose whereasmost of the known existing embeddingmethods
aren’t. Given the fact that clustered data are ubiquitous in
real world data analysis due to the omnipresence of stratified
populations, taking the clustering purpose into account might be
a considerable advantage.

3.3. Monte Carlo Experiments
In this section, we present some simulation experiments assessing
the performance of the Guedon-Vershynin embedding for
Gaussian Cluster Models.

3.3.1. Setup

Our experiments were performed on problems of successive
sample size 100, 200, . . . , 1,000 and number of clusters equal
to 2, 5, and 10. The dimension of the Gaussian Mixture Model
was set to 100. For each experiment, we performed 100 Monte
Carlo repeats. All the results in this section show the average
over the Monte Carlo experiments. Our Gaussian Cluster Model
was built as follows: for a model with K clusters, we set the
kth component of each center to 10/3, 20/3, . . . , 50/3 for each
cluster k = 1, . . . ,K. Then, the data are obtained by adding a
unit variance i.i.d. Gaussian vector to the center of the cluster it
belongs to. All clusters were taken to have equal size.
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FIGURE 4 | Estimation error ‖Z̄ − Ẑ‖1.

FIGURE 5 | Estimation error ‖Z̄ − Ẑ‖1.

3.3.2. Selection of λ

The value of λ was selected so as to minimize the Frobenius
distance between Ẑ and A. Model based selection rules will be
discussed in a follow up paper.

3.3.3. Results

Figures 4, 5 show the estimation error ‖Z̄− Ẑ‖1 between the true
and the estimated cluster matrix. These results illustrate Theorem
2.2 as they show that the error grows as a function of sample size.

Moreover, the growth is quadratic as predicted by the theory of
section 2, and more precisely Equation (10).

4. CONCLUSIONS

The goal of the present paper was to propose an analysis of
Guedon and Vershynin’s Semi-Definite Programming approach
to the estimation of the cluster matrix and show how this
matrix can be used to produce an embedding for preconditioning
standard clustering procedures. The procedure is suitable
for very high dimensional data because it is based on
pairwise distances only. Moreover, increasing the dimension
will improve the robustness of the procedure when the
Law of Large Numbers will apply along dimensions, hence
forcing the affinity matrix to converge to a deterministic
limit and thus making the estimator less sensitive to its low
dimensional fluctuations.

Another feature of the method is that it may apply to a large
number of mixtures type, even when the component’s densities
are not log-concave, as do a lot of embeddings as applied to data
concentrated on complicated manifolds. Further studies will be
performed in this exciting direction.

Future work is also needed for proving that the proposed
embedding is provably efficient when combined with various
clustering techniques. One of the main reason why this should
be a difficult problem is that the approximation bound proved
in the present paper is not so easy to leverage for controlling
the perturbation of the eigenspaces of Z. More precise use of
the inherent randomness of the perturbation, in the spirit of
Vu [24], might be necessary in order to go a little further in
this direction.
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