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While the recent technological advancements have enabled instructors to deliver
mathematical concepts and theories beyond the physical boundaries innovatively and
interactively, poor performance and low success rate in mathematic courses have always
been a major concern of educators. More specifically, in an online learning environment,
where students are not physically present in the classroom and access course materials
over the network, it is toilsome for course coordinators to track and monitor every
student’s academic learning and experiences. Thus, automated student performance
monitoring is indispensable since it is easy for online students, especially those
underperforming, to be “out of sight,” hence getting derailed and off-track. Since
student learning and performance are evolving over time, it is reasonable to consider
student performance monitoring as a time-series problem and implement a time-series
predictive model to forecast students’ educational progress and achievement. This
research paper presents a case study from a higher education institute where
interaction data and course achievement of a previously offered online course are used
to develop a time-series predictive model using a Long Short-Term Memory network, a
special kind of Recurrent Neural Network architecture. The proposed model makes
predictions of student status at any given time of the semester by examining the trend
or pattern learned in the previous events. The model reported an average classification
accuracy of 86 and 84% with the training dataset and testing dataset, respectively. The
proposed model is trialed on selected online math courses with exciting yet dissimilar
trends recorded.
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INTRODUCTION

Students are the main stakeholders in any educational institute [1, 2] and their academic excellence
determines the extent to which they have achieved their academic goals [3–5]. While educational
institutes are responsible for providing a conducive learning environment and effective support
services for their students, they are invariably accountable for their students’ performance. As a
result, the educators are made responsible for ensuring every student’s achievement and success and
providing additional support to students at risk of academic failure [6, 7]. Thus, educators and, more
recently, the administrators of educational institutes continuously monitor and track students’
performance to evaluate the effectiveness of their teaching and learning practices and add timely
support interventions for students to succeed. In other words, effective student progress and
performance monitoring assist institutions and educators in determining students’ proficiency
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and growth throughout their academic journey, derive reasonable
conclusions for decision making [2, 7–10] and identify and
support those who require extra assistance to succeed [7, 11].
Nonetheless, the students’ performance concerns the educators
and administrators and the industry seeking quality graduates
who contribute to the country’s social and economic growth [1,
2]. Hence, academic progress and achievement monitoring is a
critical component of modern education and student support
services.

Traditionally, instructors rely on curriculum-based
measurements which are the most validated form of student
progress monitoring [12–15]. It consists of standard assessments
for evaluating the learning of individual students, for measuring
the extent to which learners have demonstrated the intended
learning, and for identifying low performing students who may
require additional support to improve their performance. This
type of progress monitoring is widely adopted across educational
institutes because student learning is an ongoing process and
evidence of achievement is visible over time through assessments.
However, earlier studies indicate that diversified academic and
non-academic factors influence the students’ academic
performance, such as demographic characteristics, family
backgrounds, socio-economic status, psychological factors,
previous academic and social experiences, educational
environment and engagements [8, 10, 16–19]. Therefore, the
contemporary educators are challenged to efficiently monitor
student progress while considering their personal attributes and
engagements and other factors affecting their success, irrespective
of the modality of the courses and programs.

Student performance monitoring is more critical in an online
environment than face-to-face settings when addressing issues
such as tracking underperforming students and planning timely
interventions for controlling the risk of student dropouts.
However, identifying and tracking at-risk learners in online
learning space is a tedious and challenging task. While online
learning extends educational opportunities beyond the physical
locations offering more flexibility at a lower cost, the
asynchronous instructor-to-student setup imposes difficult and
possibly unpleasant challenges for virtual educators to monitor
and assess online students’ progress and performance. Thus, in
such a learning context, educators consider a variety of other
parameters, including participation and engagements, to make an
appropriate judgment about the learner’s performance.

Moreover, during the recent COVID-19 pandemic, local and
international health authorities in most countriesannounced a
temporary closure of schools and universities to control the
virus’s spread to the wider community, affecting more than
300 million students worldwide [20, 21]. Schools and
universities have witnessed similar educational disruptions
previously at the time of natural disasters and epidemics;
however, not to such an extent where 90 percent of the
world’s student population is affected [22]. Unlike in the past,
technological advancements and availability of distance and
online learning options have supported schools and
universities to mitigate the impact of closures and lockdowns
by continuing education remotely. Nonetheless, the sudden
change in the learning environment may have been difficult

and challenging for students who have not previously
experienced online learning. Therefore, demanding effective
progress and performance monitoring to track these students
and assisting them with additional support services.

In the past, technological advancements and computational
intelligence applications in higher education have helped
educators identify underperforming students at an early stage
of the course [1, 2, 7, 8, 23, 24]. Artificial Intelligence (AI) has
enabled the HEI to gain a competitive advantage of monitoring
and assessing students efficiently and conveniently [23–25].
Previously, data mining and machine learning techniques have
also been used to provide predictive analytics regarding the
’students’ performance and facilitate more meaningful
pedagogical analysis for stakeholders. Nonetheless, recently,
there has been an increasing interest in studying the student
performance as a time-series problem [26–28]. This is because
student learning and engagement are ongoing, and student
performance is evolving. Hence, student performance
monitoring can be considered a time-series problem. Students’
performance at any given time in a series depends on all the
previous events in the series, and computational intelligence
could be utilized to forecast students’ performance in real-time.

The recent work in the literature presented a motivation to
consider the interaction data and course achievement of online
courses offered at an HEI in the South Pacific region and develop
a time-series predictive model to make predictions regarding the
students’ status at any given time interval. Themodel implemented in
this research is based on Long Short-Term Memory (LSTM)
network, a special kind of Recurrent Neural Network (RNN)
architecture. This research verifies and validates LSTM network’s
potential to identify and support students who are at-risk of either
failing a course or dropping out of online courses.

This paper’s structure is as follows: Related Work documents
and discusses the related work from the literature. Methodology
describes the research data and methods applied to this research.
Experimental results are discussed in Results and Discussion,
followed by a conclusion in References.

Related Work
Researchers have previously explored the combinations of data
mining and AI techniques to discover useful knowledge from
educational repositories and derive predictive patterns for
informed decision-making. Luan [29] reported the potential of
data mining in higher education and explained how data mining
enables educational institutions to uncover hidden trends and
patterns to gain intrinsic knowledge about students and predict
the likelihood of various outcomes, including persistence,
retention, course success, and similar characteristics. It was
concluded that data-driven understanding could provide
greater transparency and accountability of resources, while
proactively monitoring student outcomes. Likewise, a white
paper by Noel-levitz [30] documented the history of predictive
modeling in student recruitment, marketing, student retention,
and strategic enrollment management. The paper concluded that
data mining techniques used to study prospective students’
behavior allow colleges and universities to shape their
enrolments more precisely.
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The student data are also explored to study various aspects of
student persistence and retention in higher education. Yu et al.
[16] studied the factors affecting student retention using
classification trees, multivariate adaptive regression splines
(MARS), and neural networks. The enrolments and
withdrawal of 6690 students at Arizona State University were
compiled and mined to extract patterns and relationships in the
given data. Similarly, Kovačić [31] in his study examined the
socio-demographic variables (age, gender, ethnicity, education,
work status, and disability) and study environment (course
program and course block) that may influence persistence or
dropout of students at the Open Polytechnic of New Zealand.
Data mining techniques (such as feature selection and
classification trees) were applied on a sample of 450 students
enrolled in a specific course from 2006 to 2009.

Ma et al. [32] developed a data mining application for the
Ministry of Education in Singapore to identify weak students who
require further academic assistance. The researchers argued that
student selection for remedial classes based on a cut-off mark is
inefficient and undesirable for both students and educators. They
presented SBA (Scoring Based on Associations) technique to
precisely identify underperforming learners. Similarly,
Ramaswami and Bhaskaran [33] designed a data mining
model to identify the slow learners and the factors influencing
their academic performance. The data of 772 students from five
different Tamil Nadu schools were collected and used to
construct a prediction model. The model reported satisfactory
accuracy and concluded that medium of instruction, marks
obtained in secondary education, school location, living area,
and type of secondary education as the strongest performance
indicators.

Cortez and Silva [17] applied four data mining algorithms -
Decision Trees, Random Forest, Neural Networks and Support
Vector Machines to predict student failure in the Mathematics
and the Portuguese language courses offered to secondary school
students in Alentejo region of Portugal. The 788 students’ data
were collected and processed to derive 33 input variables
concerning student grades, demographic, social and school-
related characteristics. The explanatory analysis confirmed that
student achievement was highly affected by past evaluations.
Similarly, Kotsiantis et al. [34] examined the usage of machine
learning techniques in distance learning for dropout prediction.
The research compared the prediction accuracy of six commonly
used machine learning techniques: Naive Bayes (NB) algorithm,
Instance-Based Learning algorithm, Decision Trees, Neural
Networks, Logistic Regression and Support Vector Machines.
The comparison showed that NB algorithms had the highest
prediction accuracy in recognizing at-risk students based on
demographic characteristics. Also, the case study presented by
Dekker et al. [35] focused on predicting students’ dropout and
success-factors in an Electrical Engineering program offered at
Eindhoven University of Technology. The study reported
accuracies between 75 and 80%.

Bharadwaj and Pal [36] applied Decision Tree technique to
evaluate and analyze the academic performance of 50 students
enrolled in theMaster of Computer Applications program offered
at Veer Bahadur Singh Purvanchal University. The data variables

used for this study included “Previous Semester Marks,” “Class
Test Grade,” “Seminar Performance,” “Assignments,” “General
Proficiency,” “Attendance,” “Lab Work” and “End Semester
Marks.” A decision tree was constructed by ID3 decision tree
learning algorithm and used to classify students based on the IF-
THEN rules. The rationale for this research work was to correctly
classify students and identify learners who require additional
assistance to succeed.

Kabakchieva [37] published the methodology and results of a
data mining project implemented at the University of National
and World Economy, in Bulgaria. The project was initiated to
discover knowledge from the available student data to support
university management in marketing and development strategies.
The research dataset contained 10,330 students’ records, each
described by 14 attributes, including age, gender, place and profile
of previous education, final secondary education score, university
admission year, and achieved admission score. Six different
classification algorithms–namely a common decision tree
algorithm C4.5 (J48), a Naïve Bayes classifier, a Bayes Network
classifier, a k-Nearest Neighbor algorithm (IBk), a OneR classifier
and a JRip classifier–were applied to categorize the students into
the five distinct classes (categories) – “excellent,” “very good,”
“good,” “average” and “bad. The classification accuracy varied
between 52 and 67%.

Oladokun et al. [25] offered a prediction tool for estimating
the likely performance of a candidate seeking admission into a
university of Ibadan. The tool used Artificial Neural Network
(ANN), which was trained using previously graduated
engineering students’ data. The tool was tested and evaluated
for 112 students and achieved an accuracy of over 74%. Similarly,
Kongsakun and Fung [38] presented an Intelligent
Recommendation System for universities in Thailand to
investigate possible associations between the students’
historical records and final results. The proposed system was
designed to help counsellors provide appropriate academic
advising to students, thereby increasing their chances of
success. This recommendation system was trained and tested
with the dataset of 3,550 student records and reported reasonable
accuracy with the average mean absolute error of 0.142. In
another related study, Livieris et al. [24] designed and
implemented a software tool for predicting the students’
performance in a Mathematics course at Lyceum University in
Greece. The software was based on a neural network classifier and
allowed educators to identify students who were likely to have low
achievements. The neural network trained using the dataset of
279 records reported an average accuracy of 73.5 percent.

In a more recent work, Okubo et al. [28] proposed a method
for predicting learners’ final grades by using a variant of the
neural network, called Recurrent Neural Network (RNN). The
researchers used the learning log of 108 students registered for
“Information Science” course at Kyushu University. The results
from RNN were compared with multiple regression analysis and
showed a prediction accuracy of above 90 percent in the early
weeks of course progression. Later, the researchers published
another paper [27], where the RNN model was used to predict
grades for 937 students from six courses led by two different
teachers and presented ways to identify important learning
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activities to achieve a specific final grade. Similarly, Liu [26]
presented a model based on RNN-LSTMs for predicting learning
status in open online course resources. This research data
includes the back-end records of six courses provided by the
Chinese University MOOCs Platform. The research also
explained how clickstream data can be treated as time-series
data and how it can be explored to study students’ learning
behavior. Researchers reported an average accuracy of 90% for
their RNN-LSTM model.

Furthermore, the University of the South Pacific (USP) has
also implemented an Early Warning System (EWS) plugin on
Moodle to allow students to self-monitor their progress during
the semester [7]. It is an interaction-based monitoring tool that
reports the students’ academic performance by considering
behavioral (interaction and participation) data accumulated in
the Learning Management System (LMS). A variant of EWS
demonstrated by Singh [39] uses a machine learning technique on
accumulated interaction logs and predictions regarding students’
academic performance. The tool successfully identified students
at risk of failing a course in real-time and was marked as an
effective and efficient tool compared to the traditional practice of
generating mid-semester reports for each course.

METHODOLOGY

Research Settings
This research was conducted at the the University of the South
Pacific (USP), which is a multi-modal, multi-cultural and multi-
campus higher education institution comprising of a vibrant and
culturally diverse community of staff and students from its 12
member countries: Cook Islands, Fiji, Kiribati, Marshall Islands,
Nauru, Niue, Samoa, Solomon Islands, Tokelau, Tonga, Tuvalu
and Vanuatu, spreads across 33 million square kilometres of
ocean. Since its establishment in 1968, USP has produced more
than 50,000 graduates and has awarded more than 70,000
qualifications [40], thus empowering Pacific Islanders with
knowledge and skills in various disciplines and enabling them
to contribute to lead cohesive, resilient and sustainable
communities in the region. An ethical clearance was attained
from the University Research Ethics Committee to conduct this
research.

Problem Statement
The problem studied in this research is a classification and
forecasting one. A particular student is predicted to be in an
at-risk or not an at-risk category. Among the several ways to
address this problem, including some statistical methods and
machine learning techniques, studies consider the understudied
classification and prediction problem as a time-series
classification and prediction problem [26–28]. This research
also abstracts the given problem as a time-series problem. It
constructs the prediction model by transforming the student
interaction and course achievement data into time-dependent
sequential data.

A time-series is a series of events indexed in successive order.
Any variable that changes over time can be considered as a

time-series attribute [40]. A time-series classification and
prediction problem is when the past observation of a series
and associated patterns is examined to predict future values
for the series. In a nutshell, it is an act of predicting upcoming
events by understanding the past [41]. Hence, it is reasonable to
consider the student performance data as a time-series data as it is
evolving and performance monitoring as a time-series problem
where the performance status at any stage depends on the
previous observations in the series. For this case study, a week
is regarded as a time-step and activities offered in any week are
the particular week’s features.

Definition of Student’s Status
A student’s status in a course is defined by “whether a student will
perform well and is likely to pass the course in the exam week?”.
Since the primary focus is to predict whether a student is likely to
succeed in the examweek and to assign him/her a respective label,
a student’s status is encoded as a binary value i.e., a student will be
an underperforming student or is likely to succeed. Both of these
statuses are determined based on the trend observed in the given
sequences. The binary labels are referred to as 0 for an at-risk
student and 1 for the successful student.

Environment Setup
The open-source Anaconda Distribution is used to develop, train
and test the LSTM model. The platform includes pre-installed
libraries and packages related to data science. It enables
researchers to quickly manage libraries, dependencies, and
environments to perform machine learning, data processing
and predictive analytics on a single machine. The presented
model is coded using python programming, a high-level,
general-purpose programming language widely used for
implementing machine learning algorithms. The code is
compiled and executed using the TensorFlow framework and
Keras library. TensorFlow is a core open-source library, provided
by Google to assist in building and deploying the ML models
whereas, Keras is the high-level neural network API that runs on
top of TensorFlow, enabling easy and fast prototyping [42].
Results are plotted using a Matplotlib plotting library.

Data Collection
Initially, interaction logs and course achievements of students
enrolled in one of the most recent offerings of the online
computer literacy course (UU100) at USP were utilized for
training, validating and testing the model. Interaction logs
were mined in the Moodle system, recording every click a user
makes while navigating through the course shell. Course
achievements were also available through the Moodle
marksheet. This particular course was accessed by a total of
2,412 users, out of which 2,380 were students and the
remaining 32 users were course designers, teaching staff,
mentors and the course coordinator. The Moodle system
mined approximately 50 million interactions (49,912,313
records) of all users. For every week in a semester, a simple
SQL query was executed to filter and extract the collective
number of interactions made by every student with available
Moodle components. For each user, interaction logs were
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grouped and counted based on the component. Figure 1
illustrates the process of data extraction and the list of all
avaialable Moodle components.

Later, the samemodel is trained and tested with the interaction
logs and achievement data of online and face-to-face deliveries of
a mathematic course (MA111). Since the online offering of the
selected course only included 266 students with a total number of
452,480 interactions, and the face-to-face offerings had 551
enrolments with approximately 1 million interactions
(1,021,148 records), 80 percent of data from both offerings
were combined into one single training dataset and rest into
one test dataset. This is because the face-to-face offering was
shifted into an online mode during the course progression due to
COVID safety measures and both offerings included equal and
same assessments.

Feature Selection
Feature selection reduces the dimensionality of a dataset by
eliminating irrelevant or partially relevant features from the
data, and only including valuable features that contribute to
predicting the target variable [43, 44]. Since each record
obtained from the raw data contains multiple attributes, the
feature selection technique reduces the number of attributes,
speeds up the modeling process by reducing the training time
and the testing time, and results in simple and easy to maintain
models. The model presented in this chapter uses a simple
approach to feature selection, where feature filtering is done
using a correlation matrix. A correlation matrix tabulates each
feature’s importance in the dataset. Features related to the target
variable are selected and used for the modeling. Each feature’s
correlation coefficient is calculated dynamically in the code and a
simplified feature subset is obtained for every week. For instance,
feature subset for week two may include quiz interactions and
forum engagements only, whereas, in week three, assignment and
lab submissions may also correlate with the performance and
hence, the feature set for week three may also include these
features. Based on the correlation coefficients, the top most
features are used for predicting a learner’s status at any given
point of time.

Data Transformation
After applying data pre-processing and feature selection
techniques to the raw data, the cleaned dataset is transformed
into time-series data before proceeding to the modeling stage. The

interaction profile for week 1 is transformed into the first time-
step of the series, interaction profile for week 2 into the second
time-step and so on. Since there are usually limited teaching
activities happening during the first week and students are still
going through the registration process, the prediction was carried
out from week 2. Thus, in order to forecast students’ status in
week 2, both first and second time-step covering interaction
profile for week 1 and week 2 are analyzed. For prediction in
week 3, all three time-steps are considered. In general, predicting
a learner’s status in week n will examine and analyze all n time-
steps. Table 1 tabulates the input sequence made available for
making a prediction in different weeks of the semester.

RNN-LSTM Model
The RNN-LSTM model was implemented as a sequence of layers
comprising a single hidden layer of LSTM units, a dropout layer
and a dense layer. The input layer, which is the LSTM layer, takes
the input sequence and maps to label data in the output layer
(density layer). A dropout layer is placed in between to prevent
overfitting in the neural network. The number of hidden nodes in
the LSTM layer was determined using a trial-and-error approach.
Also, Adam optimiser was utilized to compute adaptive learning
rates for each network parameter.

The python application that implements the presented model
reads the weekly interaction logs extracted from Moodle,
dynamically evaluate the correlation coefficients of features,
prepares a subset of correlating features and divides the final
data into three subsets–training dataset (60%), validation dataset
(20%) and testing dataset (20%). The training dataset is used to fit
the model, i.e., the network adapts the weights on a training
dataset. The validation dataset, which is achieved using a hold-out
technique, is utilized to validate the model and to optimize the
hyperparameters i.e., model is tuned until a minimal validation
loss is achieved. The model accuracy is assessed using the test
dataset. The model is retrained every week to include recent data
sequence in the training and validation process. The model’s
training and testing accuracy at different weeks is documented
and discussed in the next section.

RESULTS AND DISCUSSION

Nowadays, student performance monitoring and prediction is an
integral part of the modern educational system, especially in

FIGURE 1 | Process of extracting raw data from moodle server.
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higher learning institutes. Predicting students’ academic
performance has always been critical to improve graduates’
quality, assist at-risk students, ensure their retention, and
facilitate timely educational intervention during a course.
However, predicting performance in online courses has been a
long-standing challenge for educators and administrators for
many universities such as USP due to the variability in
deliveries, student diversity, and campuses’ remoteness. To
predict students’ success in online courses, especially in
mathematic courses, a RNN-LSTM based prediction and
classification model was implemented. Initially, the model was
verified and validated with a university wide computer literacy
course and later was trained and tested for a mathematic course.
The performance of the implemented model is as follows:

Model Performance With Computer
Literacy Course Data
The presented model reports an average accuracy of 86% with
training data and 84% accuracy with the testing data. As listed in
Table 2 and shown in Figure 2, for this particular dataset, the
accuracy of the proposed model with training dataset increased

progressively over the time from 74 to 92% and the accuracy of
the model with testing dataset gradually increased over the time from
75 to 91%. Since the classification accuracy is not a good metric for
evaluating the performance of the classifiers, F1 score is also
considered to measure how well the proposed model is
performing, and based on the progressive increase in F1 score
from 0.4 to 0.86 over the time it can be inferred that model’s
performance and prediction ability improves as the course progress.

As listed in Table 2, In week 2 and week 3, the F1 score is less
than 0.50, indicating that the classifier’s performance is below
average, i.e., ability to predict at-risk students is poor. The reason
for such poor prediction results could be the less or limited
availability of knowledge about student’s behavior and
achievements. Literature supports this claim as the student
performance prediction suffers from the “cold start” problem,
where new students’ performance is to be predicted with limited
information. Therefore, it leads to poor prediction results
[45–47]. However, from week 4 and onwards, the F1 score
increased above 0.50, which indicates that the model’s
performance improved as more data was available to the
model. This is because the proposed model utilizes the data
from previous time-steps to predict the learners learning status

TABLE 1 | Data required for prediction in various weeks input.

Prediction week Input data sequence

Week 2 [Week 1] + [Week 2]
Week 3 [Week 1] + [Week 2] + [Week 3]
Week 4 [Week 1] + [Week 2] + [Week 3] + [Week 4]
Week 5 [Week 1] + [Week 2] + [Week 3] + [Week 4] + [Week 5]
: :
« «

Week 16 [Week 1] + [Week 2] + [Week 3] + [Week 4] + . . . + [Week 16]

FIGURE 2 | Line graph showing the training accuracy, test accuracy and F1 score recorded for UU100 dataset at the different weeks of semester.
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in the future time-step, i.e., identifies and analyses the trend in
learner’s behavior to forecast their overall performance, and the
availability of more data allows the model to predict and flag the
at-risk students more precisely and accurately.

Similarly, as listed in Table 2 and illustrated in Figure 2, in the
mid-semester week (week 8), the proposed model recorded the F1
score of 0.69. This is the week where course coordinators are
asked to prepare and submit a mid-semester report containing
the list of identified at-risk students. The proposed model assists
in identifying at-risk students before the mid-semester reporting
deadline and provides an opportunity to continuously monitor
and update this list of students weekly instead of reporting at a
single point in the semester.

Based on the improved performance in the final few weeks of the
semester, it can be said that the presented model can successfully flag
the majority of the at-risk students before the end of the course. Also,
it can be concluded that the proposed model presents a trustable
performance for the given test data as it continuously considers
student’s interaction and their learning behavior in an online
environment and not just assessment scores.

Model Performance With a Mathematic
Course Data
The presented model recorded an average train and test accuracy
of 93 and 88% with the given mathematic training and testing
datasets. As illustrated in Figure 3, and listed in Table 3, both
training and test accuracy fluctuated between 78 and 100% over
the weeks. The classification accuracy alone is not enough to
conclude the model’s performance as it does not indicate the
fraction of correct and incorrect predictions, the success of the
prediction model is measured through F1-score, which
progressively increased from 0.0 in week 1 to 0.91 in the final

week of the semester, indicating an improvement in prediction
performance over the time.

As previously mentioned, in initial weeks of the courses no or
limited knowledge about student’s behavior and achievements is
available [45–47], imposing limitations on making a correct
judgment about the future status and thus justifying poor F1-
scores in the initial weeks until week 7 (listed in Table 3;
Figure 3). Moreover, the dataset prepared for training and
testing included combinations of data instances from face-to-
face and online courses and was significantly skewed with data
points from face-to-face delivery. Nevertheless, the face-to-face
delivery was converted into online delivery in week 8 of the
semester [48], and until then, the course was delivered

FIGURE 3 | Line graph showing the training accuracy, test accuracy and F1 score recorded for MA111 dataset at the different weeks of semester.

TABLE 2 | Weekly performance of the RNN-LSTM model trained and validated
using the interaction and achievement data of UU100.

Week Training accuracy Test accuracy F1 score

2 0.739 0.749 0.421
3 0.749 0.753 0.429
4 0.792 0.802 0.601
5 0.804 0.802 0.592
6 0.852 0.805 0.674
7 0.861 0.818 0.665
8 0.860 0.823 0.685
9 0.874 0.858 0.748
10 0.867 0.868 0.747
11 0.888 0.851 0.734
12 0.905 0.893 0.806
13 0.900 0.886 0.792
14 0.941 0.921 0.864
15 0.946 0.907 0.838
16 0.921 0.909 0.864
Average 0.859 0.843 0.697
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traditionally with limited interactivity on course shell. Hence,
data aggregation of different deliveries until week 7 could have led
to poor results. Lastly, unlike the computer literacy course
dataset, the dataset’s overall size obtained after combining
both mathematic course modes was 817 data points. As
published in the literature, the training dataset’s size influences
the model’s accuracy and performance. Large training sets deliver
much better and long-lasting results [49]. It can be inferred that
increasing the data instances during the training process could
yield more accurate and reliable predictions. Despite all
complications, the model could reasonably classify in week 8
(F1-score: 0.62), the time when course coordinators manually
identify and list students who are at risk of academic failure.
Therefore, it can be said that the presented model could assist
educators in decision makings and taking informed actions.

CONCLUSION

Student performance monitoring is the process of measuring a
learner’s progress toward attaining his/her learning goals. A
continuous student academic progress tracking allows flagging
an at-risk student at the early stage of the course progression and
take timely interventions. The technological advancements in the
ICT sector, availability of a variety of machine learning and data
mining techniques have allowed the data scientists to explore the
educational domain and implement systems that offer real-time
progress tracking capabilities. Similarly, this research presents a
case study of classification and forecasting in computer literacy
and mathematic courses where students’ performance is
forecasted using the RNN-LSTM neural network. The RNN-
LSTM model implemented in this study estimated the students’
status by exploiting the timely interactions and participation
knowledge accumulated in the LMS.

Interaction logs and course achievement of a literacy course and
mathematic course were extracted, cleaned, transformed, reshaped
and subsequently fed into RNN-LSTM network consisting of three

layers–a LSTM layer, a dropout layer and a density layer. The
proposed model reports an average classification accuracy of 86
and 84% with training dataset and testing dataset obtained from
literacy course logs. The average training and test accuracy recorded
with the mathematic course data were 93 and 88%. In addition, the
f-score measure reported the test accuracy of 70 and 62% for literacy
andmathematic course data, respectively. Is the course progressed, the
proposed model’s performance and prediction improved for both the
courses and fairly flagged majority of the at-risk student. The model’s
main essence is that it examines past observations of a series and
associated patterns to forecast learner’s status in the upcoming weeks.
The proposed model is designed to work with any online discipline
course at any level of education, given the conditions that course
includes activities that contribute to final achievement, and weekly
interactions counts and achievement data are available to the model.

However, there are some limitations and assumptions
involved with this model. Firstly, the model is based on the
supervised learning approach; hence, sufficient data should be
available to train the model. Secondly, model performance
entirely depends on the quality of data, i.e., type of correlated
activities employed in a course; therefore, the model can only
perform well if there are correlating activities. Otherwise, the
proposed model is implemented in such a way to extract
interaction logs, find a correlated feature, transform and
reshape data into time-series for any course in any discipline.

All in all, this research aimed to explore the LMS interaction
logs and presents a robust solution based on time-series
modeling. The output of this research directly benefits the real
stakeholders of the university. It enables the educator to use the
presented predictive model to identify underperforming learners
in real-time, proceed with timely intervention, and enhance
learning and teaching services for student excellence. Future
research intends to enhance the proposed model and include
other social and non-social factors which could influence the
student learning in an online environment.

DATA AVAILABILITY STATEMENT

The original contributions presented in the study are included in
the article/Supplementary Material, further inquiries can be
directed to the corresponding author.

ETHICS STATEMENT

Written informed consent was obtained from the individual(s)
for the publication of any potentially identifiable images or data
included in this article.

AUTHOR CONTRIBUTIONS

BS and KC encouraged SR to conducted the presented research.
SR developed the model and performed the computations. BS and
KC verified the analytical methods. All authors discussed the
results and contributed to the final manuscript.

TABLE 3 | Weekly performance of the RNN-LSTM model trained and validated
using the interaction and achievement data of MA111.

Week Training accuracy Test accuracy F1 score

2 0.777 0.781 0.025
3 0.800 0.783 0.105
4 0.800 0.815 0.293
5 0.886 0.805 0.363
6 0.864 0.805 0.374
7 0.964 0.841 0.576
8 0.927 0.844 0.621
9 0.995 0.908 0.765
10 0.991 0.922 0.820
11 0.991 0.945 0.864
12 0.982 0.946 0.867
13 0.995 0.962 0.907
14 0.995 0.966 0.914
15 1.000 0.957 0.891
16 1.000 0.962 0.905
Average 0.931 0.883 0.619
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