
Eliciting Model Structures for
Multivariate Probabilistic Risk
Analysis
Mark Burgman1*, Hannah Layman2 and Simon French3

1Centre for Environmental Policy, Imperial College London, London, United Kingdom, 2FTSE Russell, London Stock Exchange
Group, London, United Kingdom, 3Alliance Manchester Business School, Manchester, United Kingdom

Notionally objective probabilistic risk models, built around ideas of cause and effect, are
used to predict impacts and evaluate trade-offs. In this paper, we focus on the use of
expert judgement to fill gaps left by insufficient data and understanding. Psychological
and contextual phenomena such as anchoring, availability bias, confirmation bias and
overconfidence are pervasive and have powerful effects on individual judgements.
Research across a range of fields has found that groups have access to more
diverse information and ways of thinking about problems, and routinely outperform
credentialled individuals on judgement and prediction tasks. In structured group
elicitation, individuals make initial independent judgements, opinions are respected,
participants consider the judgements made by others, and they may have the
opportunity to reconsider and revise their initial estimates. Estimates may be
aggregated using behavioural, mathematical or combined approaches. In contrast,
mathematical modelers have been slower to accept that the host of psychological
frailties and contextual biases that afflict judgements about parameters and events may
also influence model assumptions and structures. Few, if any, quantitative risk analyses
embrace sources of uncertainty comprehensively. However, several recent innovations
aim to anticipate behavioural and social biases in model construction and to mitigate their
effects. In this paper, we outline approaches to eliciting and combining alternative ideas
of cause and effect. We discuss the translation of ideas into equations and assumptions,
assessing the potential for psychological and social factors to affect the construction of
models. We outline the strengths and weaknesses of recent advances in structured,
group-based model construction that may accommodate a variety of understandings
about cause and effect.
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INTRODUCTION

Quantitative models often drive the risk analyses that estimate the probability of adverse events
and assess their impacts on stakeholders. If these models do not capture all important
perspectives on features that affect the probability and scale of the risk, then appropriate
risk mitigation actions may be missed or not given sufficient importance, potentially amplifying
adverse outcomes. For example, in the COV-19 pandemic, modellers omitted an important
feature of the management of care homes, which may have impacted decision making about
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responses and led to the significantly higher death rates among
United Kingdom residents than expected. The BBC News
reported1:

In the United Kingdom, modellers warned government
that the virus could kill tens of thousands, and advised
“cocooning” would reduce deaths. But Dr Ian Hall, of
SPI-M, admits models did not reflect how care homes
actually work, or identify the serious risk posed by
agency staff working in different homes.

“The failure of those models, I guess, was that we didn’t
know how connected the social care settings were with
the community,” he says. “As modellers we didn’t
know—I’m sure there are lots of academics and
policy-makers out there, that could have told us this,
if we’d asked them”.

Coronavirus would go on to kill more than 20,000
people in care homes.

There is a heavy responsibility on risk analysts (also sometimes
called model-builders or knowledge engineers) to use every
available tool to build appropriate models. Yet quantitative
model building is still almost an amateurish art, seldom taught
in university courses, its acquisition left to the vagaries of early
career mentoring and experience. French [1] surveyed the
elicitation processes that analysts use to build appropriate
quantitative models, making the case that much further
research and sharing of experiences is needed. Scientific
judgement itself is value-laden, and bias and context are
unavoidable when data are collected and interpreted. With this
perspective in mind, we focus on building structures of cause and
effect rather than building value models of the consequences,
which involves the task of eliciting stakeholder preferences.
Although we do not discuss these directly, many of our points
apply equally to those.

Risk analysis deals with uncertainty. So, the models designed
to assist in exploring the potential consequences are probabilistic,
built aroundmathematical structures that represent ideas of cause
and effect. Typically, model builders translate ideas about
physical and biological processes into systems of equations,
and then develop ways to represent epistemic and aleatory
uncertainty. In doing so, they use their own judgement to
decide, among other things, which probability density
functions to sample, how to estimate the moments of these
distributions and the dependencies between them. These are of
course long-standing and well-known problems. When data are
abundant and understanding of processes is more or less
complete, a suite of mathematical tools are available to
estimate functions and parameters and explore uncertainties,
including statistical fitting, stochastic modelling and scenario
analysis [2], and various forms of sensitivity analysis [3].
Mostly, however, the data for such models are scarce or
unavailable and understanding is equivocal. In these

circumstances, analysts turn to expert judgement to fill
knowledge gaps.

In this paper, we view “experts” not as those defined
conventionally by their credentials and experience, but rather
by broader criteria that include anyone who is interested in a
problem, understands the context and the questions being asked
and has substantive knowledge that may contribute to a solution
[4]. There is well-established literature on the subjective,
contextual and motivational biases to which individuals are
susceptible. Phenomena such as self-interest, anchoring,
availability bias, confirmation bias and overconfidence have
pervasive and powerful effects on individual judgements of
probabilities [5, 6]. Groups have access to more diverse
information and ways of thinking about problems, and when
managed appropriately, routinely provide more accurate
judgements than do well-credentialled individual experts. This
has been explored on a wide range of judgement and prediction
tasks including political judgements, medical decisions, weather
predictions, stock market forecasts and estimates for natural
resource management [7–10]. Research has also led to the
identification of specific limitations; groups may be misguided
in situations in which one or a few opinions dominate, dissenting
opinions are marginalized and motivational biases flourish [11],
and the design of tools to avoid them.

Tools for structured group judgement are designed to
anticipate and mitigate many psychological and contextual
frailties that emerge in informal elicitation from individuals
and groups [10, 12, 13]. The tools have many common
features; interactions are facilitated, individuals make initial
independent judgements, individual opinions are respected,
participants consider the judgements made by others, and they
may have the opportunity to reconsider and revise their initial
estimates [14, 15]. Once a set of individual estimates has been
acquired, they may be aggregated using behavioural,
mathematical or combined approaches [15, 16]. These tools
are designed to estimate the central tendencies and higher
moments of single parameters.

In contrast, model structures and the assumptions behind
them are usually are chosen by individual analysts without
recourse to any structured process to mitigate individual
biases. The effects of well-established psychological and
contextual frailties on the estimation of model structures
remains a largely open question. In this paper, we outline
approaches to eliciting and combining alternative judgments
of cause and effect. We discuss the challenges in the transition
from concepts to equations and parameters, including validating
model structures, and we assess the potential for the psychological
and social problems that afflict judgements of parameters to affect
the construction of models. We describe novel approaches to
solving these challenges that use collaborative elicitation and
aggregation of conceptual and mathematical model structures
that emulate the systems developed for structured elicitation of
model parameters. While this paper attempts to cover current
methods at each stage in the model development, given the lack of
well documented case studies it consciously stops short of
providing a road map for best practice. Instead it hopes to
stimulate discussion and research to that end.1https://www.bbc.co.uk/news/health-54976192. Visited 19 November 2020.
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EXPERT MODELS

Analysts typically choose how they will build a model. Yet, there
are no formal guidelines for the process of model building itself
[1]. In most cases the prior experience and skills of the modelers
dominate the selection of methods [17]. Franco and Montibeller
[18] provide a useful framework for discussing the contexts in
which modelers operate. The expert mode of model construction
is one in which analysts use established model structures and
assumptions to solve a problem. They do so in relative isolation
from other analysts, although they may consult other experts or
stakeholders from time to time. This approach is commonplace
especially when the problem and its solutions are within the
known and knowable spaces of uncertainty (implying that at least
some subsets of world are knowable; see Cynefin [19]).

However, there is a continuum between narrowly defined and
well-established problems and those that have deeper
uncertainties and wider implications. Outside a few very
narrow problems, the so-called expert mode has deep and
often unacknowledged problems. For example, French and
Niculae [20] describe how in many emergencies such as
extreme weather events, industrial accidents and epidemics,
non-scientists and, sadly, many scientists put too much faith
in model predictions, under-estimating inherent uncertainties
and accounting poorly for social and economic impacts. Saltelli
et al. [21] note that the choice of a particular modelling approach
influences, and may determine, the outcome of an analysis. Our
view is that the expert mode creates an environment in which the
subjective preferences and values of the analysts themselves are
inevitably embedded in the models and their assumptions,
limiting the scope of alternative options and influencing the
direction of solutions [21, 22, 23]. The hidden assumptions
that drive value-laden outcomes can be difficult to challenge.
Structures of privilege and status between institutions, disciplines
and individuals within a group can emphasize particular
perspectives and suppress others, privileging some model
constructions and assumptions over others [21, 22, 24].
Instead of providing a vehicle to explore uncertainty,

quantitative analyses sometimes mask uncertainty and exclude
alternative, equally valid options [25].

It is our experience that many people believe that if similarly-
skilled and trained scientific specialists were provided with the
same context, data and resources, they would reach more or less
the same qualitative conclusions or recommend the same actions.
Hoffman and Thiessen [26] tested the expert mode by asking a
number of groups to build a model for the same problem,
independently. They asked thirteen research groups in Europe
to estimate (retrospectively) whole-body concentrations of 137Cs
in people exposed to fallout from the Chernobyl nuclear accident.
Analysts were provided details of the plume of radioactive waste
together with data on radionucleotides in air, soil and water, local
diets, and 137Cs concentrations in foods. The groups developed
models and predictions without interacting with one another.
Figure 1 shows the results from Lindoz and Ternirbu, two of the
modelling groups.

The geometric mean of the (approximately) lognormal
distribution of concentrations predicted by Lindoz for 1987
matched the outcome quite well. However, the Lindoz group
over-estimated the geometric standard deviation, resulting in
underestimates at the low end and overestimates at the high
end. For 1989, the predictions by the Lindoz group were nearly
perfect. The Ternirbu group overestimated individual 137Cs
concentrations in 1987 due to an overestimate of the amount
of the contaminant in people’s diets. They underestimated 137Cs
concentrations in 1989 based on an incorrect assumption that
soils would be tilled, which would have decreased bioavailability.
Their agreement at the high end in 1989 was due to the fact that
they also overestimated variability (an example of compensating
errors).

While the comparisons above say nothing about the
importance of differences, nor how the inaccuracies may have
affected decision making, they serve to illustrate that equivalent
training and common data alone are not sufficient to guarantee
consistent predictions. Thus, single models that are built in
relative isolation and that generate outputs that are difficult to
verify, should be regarded with appropriate skepticism.

FIGURE 1 | The predictions by two of the thirteen research groups (Ternirbu and Lindoz) together with the actual outcomes for a site (continuous curve) in central
Bohemia in 1987 and 1989 for Cs concentrations resulting from Chernobyl fallout. The horizontal bars are 95% confidence intervals. The curves represent the probability
(the proportion of individuals) in whom the concentration exceeded the concentration indicated on the x-axis (after [26], in [27]).
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FACILITATED CONCEPTUAL MODELS

As noted above, when analysts work in relative isolation
without input from colleagues or stakeholders, they limit
their access to the diverse perspectives and knowledge
available to groups. Franco and Montibeller [18] outline an
approach termed facilitated modelling. In this, analysts convene
with stakeholders and subject matter experts to discuss a problem
and formulate models. Model construction is iterative. Analysts
identify factors of importance, draft models, outline assumptions
and display model outputs. Stakeholders review the drafts
and discuss ideas of cause and effect. The facilitator challenges
participants to examine counterfactuals and alternative
explanations, helping groups to avoid dysfunctional behaviours,
ensuring they examine a problem in a structured fashion, and
that group members share knowledge and perspectives
comprehensively and equitably. Analysts refine the list of factors
and their descriptions, revising their models and finding a
consensus or capturing disparate ideas in alternative model
assumptions [28].

Several approaches to facilitated modelling assimilate broad
perspectives and access to information (see [1, 18]). One of the
most popular is to represent ideas in causal maps ([29], closely
related to mental models [30] and cognitive maps [31]), usually
involving free-hand drawings of relationships between drivers
(e.g., [32]). As the name suggests, causal maps are graphical
mental models that show the direction of causation between
variables. Participants represent variables diagrammatically as
nodes (boxes) and their beliefs about the network of causal
relationships between them as edges (arrows that represent the
direction of causality). Typically, participants are free to arrange
variables in any way (see examples in [28, 33]).

For example, Cawson et al. [34] convened a workshop to
identify and rank the importance of factors driving fire in
Australian forests. Workshop participants were recruited and
grouped purposefully to include people with diverse experiences
and perspectives. The convenors used the first stage of the
workshop to task each group to independently create a list of
factors influencing fire occurrence and fire intensity. They then
used structured facilitated processes [10] to determine the relative
importance of factors, identify common themes, discuss
differences between individual models and develop a single
(shared) conceptual model within each group. This approach
assumes implicitly that there is no single “right” way to model
the system. Two of their conceptual models are shown in
Figure 2; one group decided to focus on “moisture” and
another on “microclimate”. The convenors [34] noted different
understandings of fire arising from systematically biased data
collection (driven often by individual backgrounds), uncertainty
about how things interact and subjective judgement resulting
from unique experiences and the way different people process
information.

Another approach to facilitate the creation of causal maps
semantic webs. Semantic webs may be used to elicit ideas about
cause and effect, in which participant interviews result in
diagrams with a set of noun concepts represented as nodes in
a network. Directional arrows labelled with relationship terms

(mostly verbs) show relatedness between concept nodes (see
[35]). Alternatively, analysts may generate a list of factors
(ideally using a group), and then present pairs of factors to
participants, who are asked to comment on the potential for
causal interactions between them. Participants consider all
pairwise possibilities. This approach is comprehensive but
time-consuming. Participants find it burdensome and the
number of pairwise comparisons increases rapidly with the
number of variables considered [29]. Causal maps constructed
in this way tend to be much larger and include many more links
than those based on free-hand, informal constructions [29; see
also 17].

Conceptual model building faces a number of additional
challenges that may be exacerbated by context or framing.
Hysteresis or lag effects may cloud causal relationships
between variables. Domain experts may not clearly distinguish
between proximate and more ultimate causal factors (e.g., are
catastrophic wildfires caused by local woody fuel build-up, or by
decades of inappropriate forest management)? These issues
reflect the need to establish the objective of the model at the
outset, to clarify the context in which it is set and the purposes for
which it will be used, recognizing that data will seldom be
available for any substantial validation of the model, and that
a judgement will need be made on whether it is fit for purpose
[36, 37].

Cawson et al. [34] concluded that one of the principal benefits
of facilitating alternative conceptual models is the opportunity to
compare and contrast them, rather than reaching an explicit
consensus. That is, it is useful to make alternative perspectives
and experiences explicit, helping remove linguistic ambiguity and
forming a basis for discussions about shared and divergent views.
Saltelli et al. [21] likewise emphasized that the principal benefit of
mathematical models is to explore ideas about cause and effect.
Nevertheless, where alternative models change decision
outcomes, decision-makers may need model outputs that
provide some kind of consensus.

CONSENSUS MENTAL MODELS

Moon et al. [38] describe two types of consensus mental models,
termed “shared” and “team” mental models. “Shared mental
models” are elicited as a facilitated, “collective task”,
constructed when individuals interact together in a team
setting [38]. The models created by each of the groups in
Cawson et al.’s experiment ([34]; Figure 2) and the facilitated
models envisaged by Franco andMontibeller [18] are examples of
shared mental models. The process for generating them is based
on facilitated, iterative group discussion and behavioural
consensus (see also [38, 39]).

In team mental models, initially, different models are
developed independently. A consensus view may be generated
by “compiling the relationships among a group of elicited
individual mental models into one model,” usually achieved
mathematically. For example, Moon and Adams [33]
constructed team mental models by amalgamating matrices
(data adjacency matrices) representing connections between

Frontiers in Applied Mathematics and Statistics | www.frontiersin.org June 2021 | Volume 7 | Article 6680374

Burgman et al. Eliciting Model Structures

https://www.frontiersin.org/journals/applied-mathematics-and-statistics
www.frontiersin.org
https://www.frontiersin.org/journals/applied-mathematics-and-statistics#articles


nodes; the edges between nodes are added, element by element, an
approach used by, for example, [40, 41]. Markíczy and Goldberg
[42] outline generalized measures of distances (dissimilarities)
between pairs of causal maps, applicable if all groups use the same
variables (see [39]). Different mental models that do not use the
same variables may be assimilated into a consensus diagram by
reducing them into a set of common elements. For example, using
the shared models from each group, Cawson et al. [34] created a
consensus diagram for the 13 different fire models to illustrate
dominant themes, focusing on nodes and edges that most often
occurred in causal maps created individually (Figure 3). We note
that Figure 3 makes a complete graph (in which all nodes are
connected) except for the arc between climate and fire, which
arguably is mediated by weather. Adding more arcs diminishes
the prospect of evaluating what is non-causal in the graph, and
impairing opportunities for validating model structures.

Scavarda et al. [43] outline an approach to creating causal
maps that operates when individuals are dispersed and interact

asynchronously. They found initial causal maps, constructed
independently had too many disconnected nodes and
unmeasured arcs to be useful. In their approach to a team
mental model, the analyst clusters nodes mathematically to
generate a final “consensus” causal map. Moon and Browne
[39] also developed a method to elicit and combine mental
models.

There are current examples where modellers have access to
consensus mental modelling, when their context creates the right
incentives. For example, in finance, competition means that “sell
side”modellers typically build valuation models in isolation from
one another [44]. Sell side modellers can often see one another’s
final predictions and so can adjust their forecasts relative to the
consensus position. Modellers on the “buy side” not only have
access to the individually developed “sell side” models but also
opportunity to discuss ideas of cause/effect with sell side
modellers and draw on their model structures to create their
own models [45]. Despite the system mimicking some elements

FIGURE 2 | Conceptual models for fire occurrence and fire intensity in eastern Australian forests developed by two independent groups of workshop participants
(after [34]); one group focused on moisture and the other on microclimate. Factors unique to each model are shaded in gray. Common factors are shaded in green.
Common arcs (links) are represented by heavy arrows.
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of a structured elicitation processes, valuation modelers lack
group diversity and typically don’t seek broad input [46].

TRANSLATING MENTAL MODELS INTO
MATHEMATICAL MODELS

Box [47] noted, “Essentially all models are wrong, but some are
useful,” and “Since all models are wrong the scientist must be alert
to what is importantly wrong.” In decision analysis, the analyst
has no basis for discerning important uncertainties from
unimportant ones without knowing the subjective preferences
of the decision-maker and the options under consideration.
While uncertainty and differing conceptualisations are
inevitable, models can also be logically wrong if, for instance,
the units in the equations don’t balance. In addition, equations or
assumptions may clearly conflict with empirical evidence. These
considerations matter because invalid or false models can lead to
actions with severe, avoidable, detrimental consequences (e.g. [20,
48]). However, even when models are constructed carefully and
accord with data and accepted theory, opinions about cause and
effect may differ, and theory and data may be equivocal regarding
assumptions that may affect important subjective preferences or
options. So, what makes a model useful, remembering that there
are many valid model constructions that reflect differing
perspectives and contexts?

Mental models and causal maps may be translated into
mathematical models to make predictions or test ideas. The
translation step involves a raft of decisions about which
variables to include, the kind of model, its equations and
assumptions, among others [17]. The validity of the move
from qualitative to quantitative analysis depends on the

narrative or visual representation of cause and effect and the
mathematical expressions being closely aligned [29, 49]. Kemp-
Benedict [50] suggested that analysts should faithfully represent
the narrative in their mathematical models, as well as any
fundamental constraints (e.g., energy or mass balances,
economic limits), dependencies, and the spatial and temporal
scales of key processes. These conditions place considerable
demands on analysts to correctly interpret the narrative or
causal map in a formal mathematical model. The analyst must
yield “a large measure of control to the narrative team” [51].

The model should reflect what the subject matter experts
believe to be true, and it should allow the group to explore a
neighbourhood of possibilities consistent with its consensus
position and any areas of disagreement. The main role of the
quantitative model is to take care of complications, keeping track
of calculations, constraints and correlations. The complexity of
the system—arizing from the mutual interactions between its
constituent parts—is addressed principally by the narrative team.
The point at which it is “worthwhile” to translate a qualitative
model into a quantitative one is a question of the costs and
benefits of the alternative actions in each circumstance.

Causal maps extend quite naturally into fuzzy cognitive maps
([52], e.g. [28, 39]) and Bayes nets ([53]; e.g., [28, 54]. Of course,
it’s not essential to begin with a causal map. Voinov and Bousquet
[54] reviewed “companion modelling,” which uses agent-based
models and role-playing games to build shared stakeholder
models and “group model building,” which translates
stakeholders’ mental models into dynamic simulations by
using system dynamic methods to identify feedback structures
and cause–effect relationships).

Our conclusion is that model development should involve
facilitated discussions between analysts and stakeholders and/or
subject matter expects, illustrating the consequences of what they
believe to be true, and testing the interpretations made by the
analysts. Such iterative discussions may lead the analyst to revise
their assumptions and model equations, or the stakeholders and
subject matter experts to revise their thinking about cause and
effect. The best we can hope for is that a model faithfully reflects
the beliefs of subject matter specialists, that these beliefs accord
with empirical evidence, and that the subsequent observations are
a valid test of the model. Ideally, each model structural alternative
will make unique and testable predictions.

ELICITING AND COMBINING MULTIPLE
MATHEMATICAL MODELS

A single analyst or analytical team can, of course, explore
alternative model structural assumptions through sensitivity
analysis, most straight-forwardly by varying the structure of
the model, and its input parameter values and assessing
changes in the response variables. This approach is limited
implicitly by the scope of the analyst’s perspectives on the
problem, as noted above. The simplest way to elicit models
independently is to provide context and background and ask
analysts to develop models in relative isolation. There are a
number of approaches for dealing with multiple models that

FIGURE 3 | Redrawn from Cawson et al. [34], this consensus diagram
shows dominant themes and the strength and direction of relationships
between those themes. The number after each theme and the font size
indicate the number of times that theme appeared across all conceptual
models. The links between the themes and the direction of those links are
shown by the arrows. The weight of the arrow indicates the number of times
that the link appeared across all models.
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focus on mathematical averaging of model outputs (e.g., see
[55–58] for examples).

As noted above, Cawson et al. [34] noted the benefits of a suite
of models developed independently include the opportunities to
compare ideas and discuss alternative perspectives. These
conclusions resonate with others who have argued for
independent model development as a way of exploring
alternative beliefs about cause and effect ([21, 28, 36, 56].
Nevertheless, analysts may wish to assess the emergent
judgements of a group of models, the consensus position, if
there is one.

Shea et al. [56] recommended a structured, facilitated
approach to developing multiple models (Figure 4). Initially,
individual analysts or modelling groups build models and predict
the outcomes of interventions. Of course, these groups could first
explore ideas of cause and effect iteratively using mental models,
before building mathematical models, as outlined above. In this
approach however, after building a model, analysts then
participate in formal, facilitated, Delphi-like structured
discussions [9] to compare results, assess common features,
discuss differences, and share information, thereby generating
insights into the problem and its solutions. After discussion,
analysts independently update their models and projections.
Emergent properties can lead to robust and effective
management actions. The process provides policy-makers with
a sense of the central tendency of the projections across models,
and a relatively comprehensive understanding of the underlying
uncertainties.

In this scheme, “Implementation” includes the practicalities of
interpretation of the model and associated strategies, often a
challenging step in the process. It may lead to more detailed
tactical problems, and the examination of additional trade-offs
and social priorities (Loop 3).

Nicholson et al. [59] developed an approach to multi-model
Bayes net development that also used Delphi-like interactions
among multiple participants to elicit model structures, facilitate

discussion, mitigate cognitive and contextual biases, and
aggregate outcomes. Initially, participants build causal maps
independently. The system maintains participant anonymity to
avoid dominance and halo effects. A facilitator moderates
discussion. Participants agree on model variables (nodes) and
structure (edges). Then, users specify the conditional
probabilities for each child variable given each joint state of
its parent variable. Group members use the resulting Bayes net
to reason and explore the consequences of their thinking about
variables and structure. Finally, participants cooperate in
writing a report, organizing and explaining their analysis in
detail, and including various key elements of good reasoning.
This represents a significant advance in capturing domain
expert ideas of cause and effect. However, eliciting an
appropriate level of detail that is faithful to expert
understandings and that is easily digestible to stakeholders
remains a significant challenge. The arrows that domain
experts may prescribe in conceptual models may not
translate into the relationships that appear in a Bayes net.
Diagnostics such as those in Cowell [60] may be used to
check whether the conditional independences are consistent
with data, even incomplete data. Barons et al. [61] offer an
example of this in the context of eliciting structure.

In Figure 5A, we summarize the steps currently followed in
most model-building and in Figure 5B, we expand Figure 4 to
show some of the detail surrounding recent advances that
current developments and discussions would suggest are more
appropriate. However, the process outlined in Figure 5B is only a
suggestion. Many decisions can be made without completing all,
or even most, of these stages [62]. As noted above and in French
[1], we are not proposing this process be adopted without
substantial further research to establish good practice. The
research needs to define best practice, ideally comparing and
contrasting different processes and recommending approaches to
model development for decision making that perform best and
that are fit for purpose.

FIGURE 4 | Redrawn from Shea et al.’s [56] structured process for obtaining, revising and implementing a diverse set of mathematical models for a common
problem.
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DISCUSSION

For the last 50 years, thinking about the psychology and social
context of expert judgement has led to a revolution in the ways in
which expert judgements are obtained and aggregated [5, 10, 12,
13, 60]. However, these advances have been restricted largely to
the estimation of parameters and the outcomes of uniquely
defined future events. Mathematical modelers have been slow
to accept that the host of psychological frailties and contextual
biases that afflict judgements about parameters and events may
also influence the development of model structures and
assumptions. Few, if any, quantitative risk analyses embrace
sources of uncertainty comprehensively [27].

However, recent innovations [38, 53, 63] account for the
potential for such influences. Similarly, there have been calls
in operations research for a more inclusive and transparent
approach to model development [21, 29]. These methods
anticipate arbitrary behavioural and social biases and mitigate
their effects, thereby generating model outcomes that are less
influenced by the personal values and proclivities of individual
modelers or decision-makers. They take advantage of the lessons
learned from cognitive psychology about risk perception [63, 64]

and promise to make the art of model building more rigorous,
accountable and faithful to the underlying narrative.

Emerging standards for model development demand that
processes involve stakeholders, accommodate multiple views
and promote transparency. Analysis of sensitivity and
uncertainty are essential components of such systems [21]
because they provide a framework for inclusive consideration
of risks and equitable sharing of the burden of adverse
consequences. Conceptual models (such as Cawson et al.’s [34]
composite model) need to be designed in a way that leads to
intuitive mathematical modelling. There is an urgent need for
research and development of tools for the step between a mental
model or suite of mental models and a combined mathematical
model [1]. Bercht andWijermans [65] describe how unstated and
unreconciled mental models among researchers may hamper
successful collaboration. As with judgments, the development
of ideas of cause and effect, assumptions and modelling structure/
tools should be done independently and iteratively, to pit
diversity of thought against individual bias. This view is
predicated on interdisciplinary diversity in modelling teams to
mitigate the tunnel vision created by similar educational and
disciplinary backgrounds. Such transparency enhances the public

FIGURE 5 | Steps in model development for decision making, summarizing (A) processes deployed in our experience in most model developments, and (B)
emerging approaches, expanding the outline in Figure 4.
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acceptance of decisions, especially when embedded in
participatory decision making processes [66].

Various methods are available to combine group judgments,
outlined above. We conclude that it is less important “how” you
translate to a mathematical model but rather that the process of
translating is iterative, and that significant effort is dedicated to
ensuring it obeys the consensus of ideas of cause and effect. Thus,
the focus of them all should be on incorporating divergent views
into an investigation of a model’s limitations. For example, in the
context of the COV-19 pandemic, involving a diverse group of
experts, and using independent and iterative process would have
been more likely to identify the missing ideas of cause and effect
in the model structures and led to better-informed decisions.
Such procedures will inevitably add cost and time to the
development of specific models, but with the considerable
benefit of reducing the substantial costs that arise when
models overlook critical factors and lead to poor decisions. As
the example of the financial modelers illustrates, creating the right
incentives is a critical step on the path toward the adoption of
cooperative model building more broadly in public policy and
decision-making. There is also a critical need to explore more
fully whether and how concepts of cause and effect can be

translated faithfully into sets of equations and parameters, and
for assessing the pervasiveness and importance of psychological
and social influences on model development.
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