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The linear regression model becomes unsuitable when the response variable is expressed as percentages, proportions, and rates. The beta regression (BR) model is more appropriate for the variable of this form. The BR model uses the conventional maximum likelihood estimator (BML), and this estimator may not be efficient when the regressors are linearly dependent. The beta ridge estimator was suggested as an alternative to BML in the literature. In this study, we developed the Dawoud–Kibria estimator to handle multicollinearity in the BR model. The properties of the new estimator are derived. We compared the performance of the estimator with the existing estimators theoretically using the mean squared error criterion. A Monte Carlo simulation and a real-life application were carried out to show the benefits of the proposed estimator. The theoretical comparison, simulation, and real-life application results revealed the superiority of the proposed estimator.
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INTRODUCTION

The linear regression (LR)model is used if the dependent variable follows a normal distribution. The assumption of the normality of the dependent variable may be violated and then it will fit some of the exponential family distributions as a negative binomial, Poisson, gamma, inverse Gaussian, and beta, so in this case, we use the generalized linear (GL) model instead of the LR model. The beta regression (BR) model is applied in many different fields such as engineering, medical sciences, physical sciences, social sciences, environment, and business if the dependent variable observations are between (0, 1). To estimate the BR model parameters, we use the maximum likelihood (ML) estimator which is more convenient than the ordinary least squares (OLS) estimator for describing and investigating different phenomena.

In the LR model, the explanatory variables may be correlated and this causes a problem called multicollinearity in which this problem may arise in the BR model. The ML estimator is the most popular used method for estimating the unknown regression parameters in the BR model. But also, in the existence of multicollinearity problems, the regression parameters' variances and standard errors are very large. To reduce the multicollinearity effect, different biased estimation methods are proposed and the most popular method is the ordinary ridge regression (ORR) estimation method which was proposed by Hoerl and Kennard [1, 2]. Another recent one parameter estimator proposed by Kibria and Lukman [3] to solve the multicollinearity is the Kibria and Lukman estimator. Also, in the case of an estimator with two parameters, Özkale and Kaçiranlar [4] proposed a two-parameter estimator. Very recently, Dawoud and Kibria [5] proposed a new kind of two-parameter estimator called the Dawoud–Kibria (DK) estimator. There are other recent studies regarding the one parameter and two-parameter estimators in LR and GL models, such as Roozbeh et al. [6], Lukman et al. [7], Arashi et al. [8], Farghali et al. [9], Lukman et al. [10, 11], Algamal and Abonazel [12], Akram et al. [13], and Abonazel et al. [14]. In this article, we drive the Dawoud–Kibria estimator for the BR model in the presence of the multicollinearity problem. Then, the properties of the Dawoud–Kibria estimator for the BR model are investigated.

This article is organized as follows. The methodology and the proposed estimator are given in section methodology. In section the superiority of the proposed estimator, the theoretical comparisons among the estimators are conducted. Section selection of biasing parameters k and d gives the proposed biasing parameters for the estimators. In sections Monte Carlo simulation study and real data application, the Monte Carlo simulation and the real-life dataset results are presented. Finally, in section conclusion, some conclusions of this article are given.



METHODOLOGY

In this section, we discuss the BR model. Then, the ridge, Kibria–Lukman, and Özkale–Kaçiranlar estimators are stated to the BR model. After that, we introduce the Dawoud–Kibria estimator for the BR model. Finally, the biasing parameters of the Dawoud–Kibria estimator for the BR model are proposed.


The BR Model

The BR model is popularly used in many different fields such as economics and medical studies. The BR model is used to show the effect of explanatory variables on a non-normal response variable as any generalized LR model. However, the response variable for the BR model is restricted to the interval (0, 1) as rates, proportions, and fractions. The BR model was given firstly by the authors Ferrari and Cribari-Neto [15] with relating the response variable mean function to linear predictors set through a link function. The BR model has a precision parameter where its reciprocal is determined as a dispersion measure [16, 17].

Let y be a continuous random variable having a beta distribution, then the probability density function of y is given as:

[image: image]

where Γ(·) is called as the gamma function and ϕ is called as the precision parameter. The beta probability distribution mean and variance are as follows:

[image: image]

Let y1, …, yn be independent random variables, where each yi; i = 1, …, n follows the density in Equation (1) with mean μi and unknown precision ϕ. The model is obtained by assuming that the mean of yi can be written as:

[image: image]

where g(·) is the used link function, [image: image] is an (p × 1) unknown parameters vector, [image: image] is the vector of p regressors, and ηi is the linear predictor.



Beta Maximum Likelihood Estimator

The BR parameters estimation is done using the beta maximum likelihood (BML) method [18]. The BR log-likelihood function is given as:

[image: image]

Differentiating the log-likelihood given in Equation (3) with respect to the parameter β provides us the score function of the parameter β that is given as:

[image: image]

where [image: image]; with g′(·) is the first derivative of g(·); with [image: image], and [image: image]; with [image: image], such that ψ(·) denoting the digamma function. The iterative reweighted least-squares (IRLS) algorithm or the Fisher scoring algorithm are used for estimating the parameter β [19, 20]. This algorithm form is given as:

[image: image]

where [image: image] is called the score function, and [image: image] is called the information matrix for β, for more details, see Espinheira et al. [20]. With the use of the IRLS algorithm with initial values of β and ϕ as in Ferrari and Cribari-Neto [15] and Espinheira et al. [20], the BML estimator of the parameter β is provided as:

[image: image]

where X is an (n × p) design matrix, [image: image], and Ŵ = diag(ŵ1, …, ŵn); with

[image: image]

Here, [image: image] and [image: image] are the estimates of W, T, μi, and μ*, respectively, evaluated at the ML estimator of β and ϕ [15].

Now, let [image: image], and [image: image] where γ1 ≥ … ≥ γp ≥ 0 and Q is the matrix whose columns are the eigenvectors of the (X′ŴX) matrix. Then, the mean squared error matrix (MSEM) and the mean squared error (MSE) of an estimator [image: image] are defined as follows:

[image: image]
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Then the MSEM and MSE of [image: image] are.

[image: image]
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Beta Ridge Regression (BRR) Estimator

To reduce the effects of multicollinearity in the BR model, Abonazel and Taha [21] and Qasim et al. [22] introduced the BRR estimator as an alternative to the BML estimator and is given as:

[image: image]

The MSEM and MSE of [image: image] are

[image: image]

[image: image]

where L = (Γ + k Ip) and Lj = (γj + k).



Beta Kibria–Lukman (BKL) Estimator

The BKL estimator is defined as follows:

[image: image]

The MSEM and MSE of [image: image] are

[image: image]

[image: image]

where N = (Γ − k Ip) and Nj = (γj − k).



Beta Özkale–Kaçiranlar (BOK) Estimator

Recently, Abonazel et al. [14] proposed the BOK estimator as an extension of the Özkale and Kaçiranlar [4] estimator in the BR model and is defined as follows:

[image: image]

The MSEM and MSE of [image: image] are

[image: image]

[image: image]

where G = (Γ + kd Ip) and Gj = (γj + kd).



The Proposed Estimator

Extensions of the two-parameter estimators to the area of GLMs have been recently developed; such as Qasim et al. [22], Farghali et al. [9], Lukman et al. [23], Algamal and Abonazel [12], and Abonazel et al. [14]. Following the previous works, we introduced the beta version of the two-parameter estimator of Dawoud and Kibria [5] (BDK) as follows:

[image: image]

We give the MSEM of the proposed [image: image] as follows:

[image: image]

[image: image]

where M = (Γ + k(1 + d)Ip), R = (Γ − k(1 + d)Ip), Mj = (γj + k(1 + d)) and Rj = (γj − k(1 + d)).




THE SUPERIORITY OF THE PROPOSED ESTIMATOR

Theorem 1: If [image: image], then [image: image].

Proof: The MSE difference between the BML and the BDK estimators is written as

[image: image]

In the case of [image: image] in the equation (23), it implies that [image: image], then [image: image]. That means the BDK estimator is better than the BML estimator if [image: image].

Theorem 2: If [image: image],

then [image: image]

Proof: The MSE difference between the BRR and the BDK estimators is written as

[image: image]

In the case of [image: image] in the Equation (24), it implies that [image: image], then [image: image]. That means the BDK estimator is better than the BRR estimator if [image: image].

Theorem 3: If [image: image].

then [image: image]

Proof: The MSE difference between the BKL and the BDK estimators is written as

[image: image]

In the case of [image: image] in the Equation (25), it implies that [image: image], then [image: image]. That means the BDK estimator is better than the BKL estimator

if [image: image].

Theorem 4: If [image: image] [image: image],

then [image: image]

Proof: The MSE difference between the BOK and the BDK estimators is written as

[image: image]

In the case of [image: image] in the Equation (26), it implies that [image: image], then [image: image]. That means the BDK estimator is better than the BOK estimator if [image: image].



SELECTION OF BIASING PARAMETERS k and d

We will suggest the following biasing parameters' estimators for the mentioned estimators.

Following Hoerl et al. [24] and Qasim et al. [22], [image: image] of the BRR estimator is written as

[image: image]

where [image: image] is the jth element of [image: image] vector and [image: image] is the ML estimate of ϕ [15].

- Following Lukman et al. [25], [image: image] of the BKL estimator is written as

[image: image]

- Following Özkale and Kaçiranlar [4] and Abonazel et al. [14], [image: image] and [image: image] of the BOK estimator are written as

[image: image]

[image: image]

- Following Dawoud and Kibria [5], we suggest two different [image: image] of the proposed BDK estimator as follows:

[image: image]

[image: image]



MONTE CARLO SIMULATION STUDY

In this section, a Monte Carlo simulation study has been conducted to compare the performances of BML, BRR, BKL, and BOK with the suggested estimator (BDK). The program of the simulation study is written in R programming language based on the betareg package.


The Design of the Experiment

We simulated the datasets with the following settings:

1) The response variable yi is generated from the beta distribution as Beta (μi, ϕ), where [image: image]; i = 1, …, n, and xi is the ith row of X. The precision parameter ϕ chosen in the simulation is ϕ = 2 and 6.

2) Sample size: n = 50, 75, 100, 150, and 200.

3) Explanatory variables are generated with a degree of multicollinearity as in Kibria [26]: [image: image] where uij are the independent standard uniform pseudorandom numbers, and ρ is defined as the correlation between the explanatory variables, ρ = 0.80, 0.85, 0.90, 0.95, and 0.99.

4) The number of explanatory variables is p = 2, 4, and 6; with β′ β = 1 and β1 = … = βp, as per Kaçiranlar and Dawoud [27], Rady et al. [28], Abonazel and Farghali [29], Farghali et al. [9], Dawoud and Abonazel [30], and Awwad et al. [31].

5) We used the simulated MSE (SMSE) criterion for verification, which are computed as

[image: image]

where [image: image] is the estimated value vector at the lth experiment of the simulation, β is the true parameter vector. The number of replications is 5,000.



Simulation Results

We have the following comments according to the simulation results in Tables 1–6: Obviously, from Tables 1–6, the proposed estimator possesses a smaller SMSE than the BML estimator and other estimators understudy for all sample sizes. For instance, from Table 3, when ρ = 0.9, n = 50, the SMSE of BML is 16.331 while the SMSE for other estimators is as follows: 13.295 (BRR), 13.254 (BKL), 10.640 (BOK), 4.493 (BDK(1)), and 4.428 (BDK(2)), respectively. Similarly, when the values of ϕ increase the SMSE also increases: from Table 1, when ϕ = 2, n = 100 and ρ = 0.99, and Table 2, when ϕ = 6, n = 100 and ρ = 0.99, the SMSE of BRR rises from 102.758 to 252.353. Also, it is evident that the SMSE values of all the estimators increased as the number of explanatory p increased. For the one-parameter shrinkage estimator, the BKL estimator consistently dominates the BRR estimator. For two-parameter shrinkage estimators, the BDK estimator dominates the BOK estimator. Overall, the BDK dominates both the one-parameter and the two-parameter estimators. However, the performance of each estimator is a function of the employed shrinkage parameter.


Table 1. Simulated mean square error (SMSE) values of different estimators when p = 2 and ϕ = 2.

[image: Table 1]


Table 2. SMSE values of different estimators when p = 2 and ϕ = 6.

[image: Table 2]


Table 3. SMSE values of different estimators when p = 4 and ϕ = 2.

[image: Table 3]


Table 4. SMSE values of different estimators when p = 4 and ϕ = 6.

[image: Table 4]


Table 5. SMSE values of different estimators when p = 6 and ϕ = 2.

[image: Table 5]


Table 6. SMSE values of different estimators when p = 6 and ϕ = 6.

[image: Table 6]




REAL DATA APPLICATION

The implementation of the proposed estimator is illustrated by a study applied to the well-being index of Turkey in 2015 [32]. The index involves the aspects of accommodation, jobs, income and wealth, health, education, climate, protection, public engagement and access to community resources and social life. As the life satisfaction index is between 0 and 1. The values close to 1 refer to a better standard of living. The data are obtained from the Turkish Statistics Association. The original dataset consists of some dimensions that are represented by 41 indicators. Here, we are interested in only nine indicators used by Abonazel and Taha [21] and the number of observations is 50. The response variable is the level of happiness and eight explanatory variables are x1: Number of rooms per person, x2: Average point of necessary placement scores of the system for transition to secondary education from basic education, x3: Satisfaction rate with public education services, x4: Percentage of the population receiving waste services, x5: Satisfaction rate with public safety services, x6: The access rate of the population to sewerage and pipe system, x7: Satisfaction rate with public health services, and x8: Percentage of households declaring to fail on meeting basic needs.

To investigate the multicollinearity through correlation coefficients between the explanatory variables, a visualization of the correlation matrix of the variables is constructed with the corresponding coefficients reported in Figure 1. The correlation coefficients indicate that there are strong relationships (more than 0.8) between some explanatory variables. This denotes the severe multicollinearity presence. Moreover, this conclusion is confirmed by the variance inflation factor (VIF) and the condition number [image: image] [33]; where the VIFs of the eight explanatory variables are 7.5, 6.1, 10.8, 10.1, 9.1, 9.8, 9.7, and 4.3, respectively, and the CN is 3,936.055.


[image: Figure 1]
FIGURE 1. Visualization of the correlation matrix.


Table 7 provides the regression parameter estimates for the BR model using BML, BRR, BKL, BOK, and BDK. From Table 7, it can note that the estimated regression parameters of all estimators have the same signs (except x1 and x2 in BDK(2) only); this means that the type of relationship between each explanatory variable and the response variable is not changed from what it was in the BML. The estimated MSE of the five estimators were obtained by Equations (10), (13), (16), (19), and (22), respectively. The results of Table 7 indicate that the estimated MSE value of BML is greater than the estimated MSE values of BRR, BKL, BOK, and BDK estimators. Moreover, the MSE values of BDK(1) and BDK(2) estimators are lower than other estimators, which means that the BDK estimator achieves the best performance. Furthermore, in terms of the prediction, the R2 value of the proposed estimator (BDK) is the greatest among all the used estimators. To further highlight the performance of the BDK estimator, generalized cross-validation (GCV) criterion is used in comparison [8, 34, 35]. Regarding GCV values, it can note that the BDK yielded the least value compared with other estimators.


Table 7. Estimation results for the used estimators.

[image: Table 7]

Through this application, we verify the theoretical results as follows:

1. Since the condition [image: image] is satisfied, then the BDK estimator is better than the BML estimator.

2. Since the condition [image: image] is satisfied, then the BDK estimator is better than the BRR estimator.

3. Since the condition [image: image] is satisfied, then the BDK estimator is better than the BKL estimator.

4. Since the condition [image: image] is satisfied, then the BDK estimator is better than the BOK estimator.



CONCLUSION

Regression modeling describes the relationship that exists between a dependent variable and one or more explanatory variables. Linear dependency, a situation called multicollinearity, is a common problem with two or more explanatory variables. Multicollinearity is a threat to the efficiency of the maximum likelihood estimator in both the linear and generalized linear models, such as the BR model. The ridge regression estimator serves as an alternative to the maximum likelihood estimator for parameter estimation in the beta regression model. In this article, we developed the BDK estimator and compared its performance theoretically with some other estimators. A simulation study has been conducted to compare the performance of the estimators. Real-life data have been analyzed to illustrate the findings of the article. We concluded that the BDK estimator proposed in this articles generally preferred when there is multicollinearity in the beta regression model. For future work, for example, one can use new methods to select the shrinkage parameters as an extension to Uslu et al. [36] and Inan et al. [37] in the BR model, or provide robust biased estimators for handling multicollinearity and outliers together in the beta regression model as an extension to Awwad et al. [31] and Dawoud and Abonazel [30].
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