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We present ExaTN (Exascale Tensor Networks), a scalable GPU-accelerated C++ library

which can express and process tensor networks on shared- as well as distributed-

memory high-performance computing platforms, including those equipped with GPU

accelerators. Specifically, ExaTN provides the ability to build, transform, and numerically

evaluate tensor networks with arbitrary graph structures and complexity. It also provides

algorithmic primitives for the optimization of tensor factors inside a given tensor network

in order to find an extremum of a chosen tensor network functional, which is one of the

key numerical procedures in quantummany-body theory and quantum-inspired machine

learning. Numerical primitives exposed by ExaTN provide the foundation for composing

rather complex tensor network algorithms. We enumerate multiple application domains

which can benefit from the capabilities of our library, including condensed matter

physics, quantum chemistry, quantum circuit simulations, as well as quantum and

classical machine learning, for some of which we provide preliminary demonstrations

and performance benchmarks just to emphasize a broad utility of our library.

Keywords: tensor network, quantum many-body theory, quantum computing, quantum circuit, high performance

computing, GPU

1. INTRODUCTION

Tensor networks have recently grown into a powerful and versatile tool for capturing and
exploiting low-rank structure of rather diverse high-dimensional computational problems.
A properly constructed tensor network, that is, a specific contraction of low-order/low-
rank tensors forming a higher-order/higher-rank tensor, is capable of exposing the essential
correlations between the components of the tensorized Hilbert space in which the solution
to a given problem lives. The traditional application is quantum many-body theory where
the exact quantum many-body wave-function is a vector in a high-dimensional Hilbert
space constructed as a direct (tensor) product of elementary Hilbert spaces associated with
individual quantum degrees of freedom. Having its roots in condensed matter physics, the
structure of a tensor network is normally induced by the geometry of the problem (e.g.,
geometry of a spin lattice) and a suitably chosen renormalization procedure, reflecting the
structure of the many-body entanglement (correlation) between quantum degrees of freedom
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(e.g., spins, bosons, fermions). The well-known tensor network
architectures from condensed matter physics include the matrix-
product state (MPS) [1, 2] or tensor train (TT) [3], the
projected entangled pair state (PEPS) [4], the tree tensor network
(TTN) [5], and the multiscale entanglement renormalization
ansatz (MERA) [6]. Not surprisingly, similar tensor network
architectures have also been successfully utilized in quantum
chemistry for describing electron correlations in molecules [7],
[8], where individual molecular orbitals form quantum degrees
of freedom (similar to spin sites in quantum lattice problems).
Furthermore, tensor networks have found a prominent use in
quantum circuit simulations, where they can be used for both the
direct quantum circuit contraction [9–11] as well as approximate
representations of the multi-qubit wave-functions and density
matrices during their evolution [12–15], which reduces the
computational cost of the simulation. Tensor networks have also
found a prominent use in loading data into quantum circuits [16].

The ability of tensor networks to provide an efficient low-
rank representation of high-dimensional tensors has recently
spurred a number of applications in data analytics and machine
learning. For example, tensor networks can be used for the tensor
completion problem [17] or for the compression of the fully-
connected deep neural network layers [18]. It was also shown
that tensor networks can be employed in classification tasks
(e.g., image classification) instead of deep neural networks [19–
22]. Additionally, generative quantum machine learning can also
benefit from tensor network representations [23].

Such a broad class of successful applications has resulted in
a need for efficient software libraries [24] providing necessary
primitives for composing tensor network algorithms. Apart
from a plethora of basic tensor processing libraries, which
are not the focus here, a number of specialized software
packages have been developed recently, directly addressing the
tensor network algorithms (in these latter software packages
a tensor network is the first-class citizen). The ITensor
library has been widely adopted in the quantum physics
community [25], in particular because of its advanced support
of abelian symmetries in tensor spaces. ITensor provides a
rather rich set of features mostly targeting the density matrix
renormalization group (DMRG) based algorithms executed on a
single computer core/node (a recently introduced Julia version
of ITensor brought in the GPU support). A more recent
TensorTrace library focuses on more complex tensor network
architectures, like MERA, and provides a nice graphical interface
for building tensor networks [26] [the primary backend of
TensorTrace is NCON [27]]. Another library gaining some
popularity in condensed matter physics is TeNPy [28]. The
CTF library [29] has been used to implement a number of
advanced tensor network algorithms capable of running on
distributed HPC systems [30, 31], also providing support for
higher-order automated differentiation [31]. Perhaps the most
advanced Python library for tensor network construction and
processing is Quimb [32], which has been used in a number
of diverse applications. Importantly, Quimb also supports
distributed execution, either directly via MPI or via the DASK
framework [33]. It also supports GPU execution via JAX [34].
Another Python library for performing tensor decompositions is

TensorLy [35] which is mostly used in machine learning tasks. A
more recent tensor network library is TensorNetwork [36], which
is built on top of the TensorFlow framework aimed at quantum
machine learning tasks.

Our C++ library ExaTN [37] has been independently
developed in the recent years, with a main focus on high
performance computing on current and future leadership
computing platforms, in particular those equipped with
GPU accelerators. The ExaTN library is not biased to any
particular application domain and is rather general in the
type of tensor networks that can be constructed, manipulated,
and processed. It also provides several higher-level data
structures and algorithms that can be used for remapping
standard linear algebra problems to arbitrary tensor network
manifolds. In this paper, we report the core functionality of
ExaTN and show some initial demonstrations and performance
benchmarks. To our knowledge, ExaTN provides one of the
richest set of features for tensor network computations in C++,
combined with native asynchronous parallel processing
capabilities with support of distributed computing and
GPU acceleration.

2. EXATN LIBRARY

2.1. Tensor Network Structures
The C++ API of ExaTN consists of two main groups
of functions: declarative API and executive API. The
declarative API functions (provided by multiple headers in
src/numerics within the exatn::numerics namespace)
are used for constructing and transforming tensor-based data
structures, whereas the executive API functions (collected
in the src/exatn/exatn_numerics.hpp header)
are used for numerical processing (evaluation) of the
constructed tensor-based data structures. Such separation
of concerns enables a low-overhead manipulation with
complex tensor networks consisting of tensors of arbitrary
shape and size. The tensor storage allocation and the actual
numerical computation is only performed when explicitly
requested. Importantly, the specifics of the tensor storage
and processing is completely transparent to the user, keeping
the focus on the expression of the domain-specific numerical
tensor algorithms without unnecessary exposure to the
execution details.

The main basic object of the ExaTN library is
exatn::Tensor (defined in tensor.hpp ), which is
an abstraction of the mathematical tensor. Loosely, we define a
tensor Tabc...

ijk...
as a multi-indexed vector living in a linear space

constructed as a direct product of basic (single-index) vector
spaces. From the numerical point of view, a tensor (e.g., Tabc

ijk
)

can simply be viewed as a multi-dimensional array of real or
complex numbers, T[a,b,c,i,j,k] . exatn::Tensor is
defined by the following attributes:

• Name: Alphanumeric with optional underscores;
• Shape: Total number of tensor dimensions and their extents;
• Signature (optional): Identifies the tensor as a specific slice of

a larger tensor, if needed;
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Since an exatn::Tensor is subject to
asynchronous processing, it must always be created as
std::shared_ptr<exatn::Tensor> (a helper function
exatn::makeSharedTensor is provided for convenience),
for example:

#include ‘‘exatn.hpp’’
auto my_tensor = exatn::makeSharedTensor(‘‘MyTensor

’’,TensorShape{16,8,42});

In addition to the array-like tensor shape constructors, the
ExaTN library also defines explicitly the concept of a vector space
and subspace (spaces.hpp ), enabling an optional definition of
tensor dimensions over specific (named) vector spaces/subspaces
which are expected to be defined and registered by the user
beforehand (custom tensor signature). Otherwise, the tensor
signature is simply specified by a tuple of base offsets defining
the location of a tensor slice inside a larger tensor (defaults to a
tuple of zeros). For example,

auto tensor_slice = makeSharedTensor("MyTensorSlice"
,TensorShape{12,8,20},TensorSignature{4,0,10});

defines a tensor slice [4:12,0:8,10:20] where each pair is
Start_Offset:Extent.

Necessitated by many applications, ExaTN also enables the
specification of the isometric groups of tensor dimensions. An
isometric group is formed by one or more tensor dimensions
such that a contraction over these dimensions with the complex-
conjugate tensor results in the identity tensor over the remaining
dimensions coming from both tensors, for example:

T†
ijmnTklmn = δij,kl (1)

where mn is an isometric group of indices (a summation over
mn is implied). The identity tensor is just the identity map
between the two groups of indices left after contraction over
the isometric group of indices. A tensor can have either a single
isometric group of dimensions or at most two such groups which
together comprise all tensor dimensions, in which case the tensor
is unitary, that is, in addition to Equation (1) we will also have:

T†
mnijTmnkl = δij,kl (2)

In order to register an isometric index group, one will need
to invoke the registerIsometry method specifying the
corresponding tuple of tensor dimensions (for example, first two
dimensions of MyTensor ):

my_tensor->registerIsometry({0,1});

ExaTN is capable of automatically identifying tensor contractions
containing tensors with isometric index groups and subsequently
simplifying them without computation by using rules analogous
to (1) and (2). Apart from accounting for isometries, in a more
general case, the current processing backend does not yet provide
a special treatment for diagonal tensors of other kinds or other
types of tensor sparsity (future work).

Of all basic tensor operations, tensor contraction is the most
important operation in the tensor network calculus. A general
contraction of two tensors can be expressed as

Di1i2 ...iN = Lk1k2 ...kM ij1 ij2 ...ijL
Rk1k2 ...kM ijL+1 ijL+2 ...ijN

(3)

up to an arbitrary permutation of indices inside each tensor,
where a summation over all r.h.s-only indices is implied. The
opposite operation, i.e., tensor decomposition, which decomposes
a tensor into a contracted product of two tensors, is also
supported by ExaTN. A tensor network, that is, a specific
contraction of two or more tensors [2], is represented by the
exatn::TensorNetwork class (tensor_network.hpp ).
Following the standard graphical notation illustrated in Figure 1,
a tensor is graphically represented as a vertex with a number
of directed or undirected edges, where each edge is uniquely
associated with a specific tensor dimension (index), also called
mode. A contraction over a pair of dimensions (modes) coming
from two different tensors is then represented by a shared edge
between two vertices associated with those tensors. In this case, a
tensor network is generally represented as a directed multi-graph
(note that Figure 1 shows only undirected edges). In some cases,
one may also need to consider tensor networks containing hyper-
contractions, that is, simultaneous contractions of three or more
dimensions (modes) coming from the same or multiple tensors
that are labeled by the same index (hyper-edge). In such a case,
the tensor network is generally represented as a directed multi-
hypergraph in which some (hyper)-edges may connect more than
two vertices. Currently, ExaTN does not support construction of
general tensor hypergrahs, although it does support execution of
pairwise pieces of tensor hyper-contractions, for example

Di1i2j1 = Li1k1j1Rj1i2k1 , (4)

where index j1 is not summed over as it is present in the
l.h.s. tensor as well (only the r.h.s.-only indices are implicitly
summed over in our notation). We should note that tensor
hypergraphs can always be converted to regular tensor graphs
(tensor networks) by inserting order-3 Kronecker tensors which
will convert all hyper-edges into regular edges connected to the
Kronecker tensors.

An exatn::TensorNetwork object is constructed from
one or more tensors called input tensors. Additionally, the
ExaTN library automatically appends the so-called output
tensor to each tensor network, which simply collects all
uncontracted tensor dimensions from the input tensors. The
total number of input tensors in a tensor network defines
its size. The order of the output tensor defines the order
of the tensor network. Additionally, one can also specify
whether a tensor network describes a manifold in the primary
(ket) or dual (bra) tensor space. ExaTN provides multiple
ways for building a tensor network (see the placeTensor ,
appendTensor , and appendTensorGate methods in
“tensor_network.hpp” for details). The most general way
is to append tensors one-by-one by explicitly specifying their
connectivity, i.e., connections between dimensions of distinct
tensors via graph edges (placeTensor ). In this way, one
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FIGURE 1 | Graphical diagrams representing tensors and tensor operations.

can construct an arbitrarily complex tensor network but this
gradual constructionmechanism has to be fully completed before
a tensor network can be used. As an alternative, ExaTN also
allows gradual construction of tensor networks where each
intermediate tensor network is also a valid tensor network that
can be used immediately. This is achieved by appending new
input tensors by pairing their dimensions with those of the
current output tensor, thus indirectly linking the input tensors
to a desired network connectivity graph (appendTensor and
appendTensorGate ). Finally, exatn::TensorNetwork
class also accepts user-defined custom builders (OOP builder
pattern), that is, concrete implementations of an abstract
OOP builder interface (exatn::NetworkBuilder ) that are
specialized for the construction of a desired tensor network
topology (like MPS, TTN, PEPS, MERA, etc.) in one shot.

There are a number of transformation methods provided by
the exatn::TensorNetwork class. These include inserting
new tensors in the tensor network, deleting tensors from the
tensor network, merging two tensors in the tensor network,
splitting a tensor inside the tensor network into two tensors,
combining two tensor networks into a larger tensor network,
identifying and removing identities caused by the isometric
tensor pairs, etc. All these are manipulations on abstract tensors
that are not concerned with an immediate numerical evaluation
(and storage). However, numerical evaluation of the tensor

network, that is, evaluation of the output tensor of that tensor
network, or any other necessary numerical operation can be
performed at any stage via the executive API. Importantly,
numerical evaluation of a tensor network requires determination
of a cost-optimal tensor contraction path which prescribes the
order in which the input tensors of the tensor network are
contracted. The cost function is typically the total Flop count,
but it can be more elaborate (Flop count balanced with memory
requirements and/or arithmetic intensity). There is no efficient
algorithm capable of determining the true optimum for a general
case, but some efficient heuristics exist [38, 39]. For the sake
of generality, ExaTN provides an abstract interface for the
tensor contraction path finder that can bind to any concrete
user-provided implementation of a desired contraction path
optimization algorithm. The default optimization algorithm used
by ExaTN is a simplified variant of the recursive multi-level
graph partitioning algorithm from [38] implemented via the
graph partitioning library Metis [40] (without Bayesian hyper-
parameter optimization). Users who use NVIDIA CUDA can
also leverage the cuQuantum::cuTensorNet library 1 which is
fully integrated with ExaTN as an optional dependency. It
delivers the state-of-the-art quality as well as performance in
contraction path searches (in addition to highly-efficient tensor

1https://docs.nvidia.com/cuda/cuquantum/cutensornet/index.html
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contraction execution). There is also an experimental binding to
CoTenGra [38] (in a separate branch of ExaTN).

Importantly, apart from constructing and processing
individual tensor networks, ExaTN also provides API for
constructing and processing linear combinations of tensor
networks, implemented by the exatn::TensorExpansion
class (tensor_expansion.hpp ). Specifically, a tensor
network expansion is a linear combination of tensor networks
of the same order and output shape (an example is illustrated
in Figure 2A). A tensor network expansion can be constructed
by gradually appending individual tensor networks with their
respective complex coefficients. Numerical evaluation of a tensor
network expansion results in computing the output tensor of
each individual tensor network component, followed by the
accumulation of all computed output tensors which have the
same shape. ExaTN also provides API for constructing the
inner and outer products of two tensor network expansions.
By design, a given tensor network expansion either belongs
to the primary (ket) or to the dual (bra) tensor space where
it defines a tensor network manifold (a manifold of tensors
which can be represented by the given tensor network or
tensor network expansion exactly). In order to introduce
the operator algebra on such tensor network manifolds,
ExaTN provides the exatn::TensorOperator class
(tensor_operator.hpp ). A tensor network operator is a
linear combination of tensor networks in which additionally
the dimensions of the output tensor in each tensor network are
individually assigned to either the ket or the bra tensor spaces (an
example is illustrated in Figure 2B). Thus, such a tensor network
operator defines an operator manifold, establishing a map
between the ket and bra tensor spaces populated by the tensor
network manifolds defined by the tensor network expansions.
Naturally, ExaTN provides API for applying arbitrary tensor
network operators to arbitrary tensor network expansions and
for defining matrix elements of tensor network operators with
respect to arbitrary ket and bra tensor network expansions, that
is, in Dirac notation:

MatrixElement(i, j) = 〈TensorExpansion(i)|TensorOperator|

TensorExpansion(j)〉, (5)

In this construction, a tensor network expansion replaces the
notion of a vector, and a tensor network operator replaces the
notion of a linear operator: A tensor network operator maps
tensor network expansions (tensor network manifolds) from
one tensor space to tensor network expansions (tensor network
manifolds) in another (or same) tensor space.

In many applications of tensor networks the computational
problem lies in the optimization of a suitably chosen tensor
network functional to find its extreme values. In ExaTN,
a tensor network functional is defined as a tensor network
expansion of order 0 (scalar), thus having no uncontracted
edges. By optimizing the individual tensor factors inside the
given tensor network functional, one can find its extrema
using gradient-based optimization techniques. This requires
computing the gradient of the tensor network functional
with respect to each optimized tensor. ExaTN provides API

FIGURE 2 | (A) An example of a tensor network expansion as a linear

combination of two tensor networks of the same order; (B) An example of a

tensor network operator as a linear combination of two tensor networks with

open legs establishing a map between the ket and bra spaces.

for computing the gradient of an arbitrary tensor network
functional with respect to any given tensor. Furthermore, ExaTN
implements numerical procedures that can efficiently project
a tensor network expansion living on one tensor network
manifold to a tensor network expansion living on another tensor
network manifold, as well as solve linear and eigen systems
defined on arbitrary tensor network manifolds. This higher-level
functionality, however, is not the focus of the current paper and
will be described elsewhere.

2.2. Tensor Network Processing
Processing of tensors, tensor networks and tensor expansions
is done via the executive API (exatn_numerics.hpp )
by the ExaTN parallel runtime (ExaTN-RT). The
ExaTN parallel runtime provides a fully asynchronous
execution of basic numerical tensor operations extending
the abstract exatn::TensorOperation class
(tensor_operation.hpp ), in particular tensor creation,
tensor destruction, tensor initialization, tensor transformation,
tensor norm evaluation, tensor copy/slicing/insertion,
tensor addition, tensor contraction, tensor decomposition
(via the singular value decomposition of the tensor
matricization), and some tensor communication/reduction
operations. Additionally, new user-defined numerical
tensor operations can be implemented either via
extending the exatn::TensorTransformation
class (for unary tensor transformations) or via extending
the abstract exatn::TensorOperation class
(tensor_operation.hpp ) for more general operations
(non-unary).

The executive API can be used for submitting individual basic
tensor operations as well as entire tensor networks and tensor
network expansions for their numerical evaluation. The latter
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are first decomposed into basic tensor operations which are then
submitted to the ExaTN runtime for asynchronous processing.
The synchronization is done by either synchronizing on a desired
tensor (to make sure all update operations have completed on
that particular tensor) or synchronizing all outstanding tensor
operations previously submitted to the ExaTN runtime (barrier
semantics). Few examples:

include "exatn.hpp"

//Declare tensors:
auto tensor_A = exatn::makeSharedTensor("A",

TensorShape{12,8,20});
auto tensor_B = exatn::makeSharedTensor("B",

TensorShape{8,64,20});
auto tensor_C = exatn::makeSharedTensor("C",

TensorShape{64,12});

//Allocate tensor storage:
bool success = true ;
success = exatn::createTensor(tensor_A,

TensorElementType::REAL64);
success = exatn::createTensor(tensor_B,

TensorElementType::REAL64);
success = exatn::createTensor(tensor_C,

TensorElementType::REAL64);

//Initialize tensors:
success = exatn::initTensorRnd("A");
success = exatn::initTensorRnd("B");
success = exatn::initTensorRnd("C",0.0);

//Perform tensor contraction (1.0 is a scalar
multiplier):

success = exatn::contractTensors("C(a,b)+=A(b,i,j) * B
(i,a,j)",1.0);

//Declare, allocate, and initialize a new tensor:
auto tensor_D = exatn::makeSharedTensor("D",

TensorShape{12,12});
success = exatn::createTensor(tensor_D,

TensorElementType::REAL64);
success = exatn::initTensorRnd("D",0.0);

//Evaluate a tensor network:
success = exatn::evaluateTensorNetwork("MyNetwork","

D(a,b)+=A(b,i,j) * B(i,k,j) * C(k,a)");

//Sync all submitted tensor operations to this point
(barrier):

success = exatn::sync();

In the above code snippet, all executive API calls are non-blocking
(except exatn::sync ). All submitted tensor operations will
be complete after return from the exatn::sync call. When
submitted for processing, tensor operations are appended to
the dynamic directed acyclic graph (DAG) stored inside the
ExaTN runtime. The dynamic DAG is tracking data (tensor)
dependencies automatically, thus avoiding race conditions.
Inside the ExaTN runtime, the DAG is being constantly traversed
by the ExaTN graph executor which identifies dependency-
free tensor operations and submits them for execution by the
ExaTN node executor. The ExaTN graph executor implements
the OOP visitor pattern where the visitor (ExaTN node executor)
visits/executes DAG nodes (tensor operations) by implementing

overloads of the execute method for each supported tensor
operation. The default implementation of the polymorphic
ExaTN node executor interface is backed by the tensor processing
library TAL-SH [41]. However, other tensor processing backends
can also be easily plugged-in as long as they provide the
implementation of all required basic tensor operations. The
default TAL-SH tensor processing backend supports concurrent
execution of basic tensor operations on multicore CPU as well as
single/multiple NVIDIA or AMD GPU (AMD support is largely
experimental at the ExaTN level). TAL-SH provides an automatic
tensor storage and residence management within the combined
Host+GPU memory pool, supporting a fully asynchronous
execution on GPUs. In particular, a tensor contraction involving
large tensors can be executed on multiple GPUs using the entire
Host memory pool. The selection of the execution device is
performed by the TAL-SH library automatically during run
time, based on tensor sizes, flop count (and possibly arithmetic
intensity), and current data residence (data locality). The default
GPU tensor contraction algorithm is based on the matrix-
matrix multiplication (e.g., via cuBLAS) accompanied by an
optimized tensor transpose algorithm [42, 43]. Optionally, the
default tensor contraction implementation can be swapped with
the NVIDIA cuTENSOR backend2 integrated with the TAL-
SH library as an external dependency specifically for NVIDIA
GPU. Finally, we have recently integrated ExaTN with the
cuQuantum::cuTensorNet library1 that allows ExaTN to process
a whole tensor network in one shot, with superior performance
in both the contraction path search and actual numerical
computation on NVIDIA GPUs.

During the execution of tensor workloads, the storage and
execution details are completely hidden from the user (client).
The only data exchange between the client and the runtime
occurs when the client is initializing a tensor with some
data or retrieving tensor data back to the user space. The
tensor initialization accepts real or complex scalars or arrays
of single or double precision. The tensor retrieval requires
tensor synchronization and returns a C++ talsh::Tensor
object defined in the talshxx.hpp header of the TAL-SH
library [41]. A tensor can be retrieved either in whole or in part
(by a slice), but in both cases it is just a copy of the tensor (or its
slice). Tensors can also be stored on disk.

The ExaTN library also supports distributed execution
across many (potentially GPU-accelerated) compute nodes via
the MPI interface. Currently, there are multiple levels of
distributed parallelism. At the most coarse level, a tensor
network expansion submitted for numerical evaluation across
multiple MPI processes can distribute evaluation of its individual
components (tensor networks) among subgroups of those MPI
processes. Then, each tensor network can be evaluated by
multipleMPI processes within a subgroup in parallel. Specifically,
the intermediate tensors of the tensor network, that is, temporary
tensors which are neither inputs nor outputs of the tensor
network, can be decomposed into smaller slices which can be
computed independently (slices are obtained via segmentation
of tensor dimensions). The complete tensor network evaluation

2https://docs.nvidia.com/cuda/cutensor/index.html
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requires computation of all slices of intermediate tensors that
can be distributed among multiple/many MPI processes, with
a minimal communication at the end (MPI_Allreduce
reduction of the output tensor). The ExaTN library provides an
explicit API for creating and splitting groups of MPI processes
into subgroups, thus providing a multi-level composable
resource isolation mechanism. Additionally, another level of
parallelization is possible by utilizing a distributed tensor
processing backend for basic numerical tensor operations
executed by the ExaTN runtime, which will allow (distributed)
storage of larger tensors but will result in a dense communication
pattern within an executing group of MPI processes.

3. RESULTS AND DISCUSSION

3.1. Condensed Matter Physics Simulations
Quantum-mechanical condensed matter problems are typically
too complex to be addressed by brute-force numerical methods
because the dimension of the matrix representation of the
Hamiltonian grows exponentially with the number of spin
lattice sites. Aside from a small set of exactly solvable
models, which eliminate complexity by exploiting underlying
symmetries and constants of motion, approximate techniques
are needed to address this important class of problems. Mean-
field approximations and low-order perturbation theory are only
appropriate for problems containing relatively limited inter-
particle correlations. Quantum Monte-Carlo is a state-of-the-art
technique but is rendered inefficient in many settings by the
ubiquitous sign problem [44]. Tensor network factorizations,
with complexity varying with dimensionality of the problem and
the system correlation length, constitute an alternative formalism
to describe quantum states in condensed matter systems.
A numerical solution to Wilson’s renormalization group,
specifically for the Kondo impurity problem, was the original
motivation for the matrix-product state (MPS) tensor network
[45], although the explicit MPS structure was not realized until
later [1]. Following the famous density matrix renormalization
group algorithm [45], the numerical optimization consists of a
series of linear algebra operations, including tensor contractions
and singular value decompositions (SVD), which are swept across
the spatial extent of the MPS spin chain [46]. Building on
early MPS developments, a suite of more flexible and advanced
tensor networks have been developed to deal with situations
which are not naturally amenable to the MPS description. For
example, the extension of tensor networks to problems arising
in two spatial dimensions may be addressed by the projected
entangled-pair states (PEPS) [47, 48]. Further modifications of
the MPS formalism have resulted in the tree tensor network
(TTN) [47] and the multiscale entanglement renormalization
ansatz (MERA) [6, 49]. The latter tensor network ansatz can
efficiently represent critical long-range ordered states. Aside from
the variational MPS optimization, real and imaginary time-
evolving block decimation (TEBD) algorithms [50–53] are the
other two algorithms worth mentioning as they provide ways
to deal with dynamical correlations and provide alternative
means for determining quantum eigenstates and sample partition
functions [54], respectively.

FIGURE 3 | Graphical diagram depicting a fragment of the 3:1 MERA tensor

network.

The ExaTN library, combined with standard BLAS/LAPACK
libraries, provides all necessary utilities for implementing
the aforementioned numerical algorithms for arbitrary tensor
network ansaetze, regardless of particular details such as network
topology (as long as it is a graph-based topology). This also
includes numerical algorithms for dealing with formally infinite
(periodic) tensor networks [55]. Typically, all these algorithms
are based on tensor contraction and tensor decomposition
operations, where the latter is traditionally implemented via
tensor matricization and SVD. Figure 3 shows a typical example
of a tensor network fragment (expressed graphically as a many-
body diagram) for the 1D MERA 3:1 ansatz taken from Pfeifer
et al. [56]. Such tensor network fragments are common in
tensor network optimization procedures, representing gradients
of optimization functionals, density matrices, etc. To illustrate
the performance of the ExaTN library, we numerically evaluated
this representative tensor network fragment on 4, 8, 16, 32, 64,
and 128 nodes of the Summit supercomputer (each Summit
node consists of 2 IBM Power 9 CPU with 256 GB RAM
each and 6 NVIDIA V100 GPU with 16 GB RAM each). All
tensor dimensions in this tensor network fragment were set
to have the same extent of 64 (bond as well as lattice site
dimension of 64). Table 1 shows execution times and absolute
performance. We observe both excellent parallel efficiency and
high absolute efficiency when executed in a hybrid CPU+GPU
setting (NVIDIA V100 GPU has a theoretical single-precision
peak at∼15 TFlop/s).

3.2. Quantum Chemistry Simulations
Tensor network methods used in condensed matter physics
have also found many applications in quantum chemistry
[7, 8] by simply remapping molecular (or spin) orbitals to
spin sites while employing ab initio Hamiltonians instead of
model Hamiltonians. However, these ab initio Hamiltonians,
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TABLE 1 | Performance of numerical evaluation of the 3:1 MERA fragment on

Summit supercomputer.

Number of nodes Time, s Performance, TFlop/s/GPU

4 77.11 10.743

8 38.88 10.716

16 19.96 10.435

32 10.54 10.117

64 5.53 9.637

128 3.96 7.333

Each Summit node has 6 NVIDIA V100 16 GB GPUs. The peak (single-precision)

performance per GPU is around 15 TFlop/s.

although quite accurate, could be numerically costly, limiting
the scope of applicability of such tensor network methods.
Fortunately, chemical properties that are largely governed by
certain physical features can greatly benefit from reduced
(effective) Hamiltonians, where the Hamiltonian is designed
to specifically target the sought chemical property. For
example, certain organic polymers and protein aggregates
exhibit pronounced photochemical activity mediated by weakly-
interacting chromophores [57]. The ab initio treatments in
such cases are often intractable due to an enormous dimension
of the corresponding Hilbert space, and this is aggravated
by the requirement of inclusion of multiple low-lying excited
states. Fortuitously, these problems lend themselves naturally
to the so-called ab initio exciton model (AIEM) [58]. In this
model, each (weakly-interacting) subunit/monomer is initially
described by its own local ab initio Hamiltonian. The fact that
the constituent monomers are spatially separated provides the
justification for the approximations used by the model, namely
(1) cross-fragment fermionic antisymmetry is relaxed, which
means 2-body interactions can be reduced to dipole interactions
between monomers, (2) only nearest-neighbor interactions are
of numerical significance, and (3) the energy eigenspectrum can
be approximated by configuration interaction of tensor products
of ground and several subsequent excited monomer states.
Consequently, the AEIM Hamiltonian can simply be expressed
as a sum of monomer and dimer terms:

Ĥ =
∑

A

hAĤA +
∑

A,B

hABĤA ⊗ ĤB, (6)

where A and B are the subunit (monomer) labels and the
compound index AB sums over nearest-neighbor pairs of
subunits (dimers), with the scalars hA and hAB quantifying
the local and interaction energies, respectively. These
matrix elements are normally computed by a relatively
cheap self-consistent-field method, for example, the density
functional theory.

The workflow involved in the AIEM Hamiltonian can be
briefly summarized as follows: (1) local Hamiltonian is obtained
from monomer quantum chemistry simulations; (2) dipole
interactions between adjacent monomers using the outputs
from (1) are computed; (3) AEIM Hamiltonian is constructed

TABLE 2 | Convergence of the ground state correlation energy with respect to the

maximal bond dimension for the AIEM Hamiltonian describing a combined system

of 48 2-level chemical fragments.

Max bond dimension Correlation energy, Hartree

1 −1.967

2 −1.983

4 −1.992

8 −1.992

Total Hilbert space dimension is 248.

from computations in (2); (4) AIEM Hamiltonian in (3) is
diagonalized in the space of configurations of tensor products
of individual monomer states. In the simplest case, where only
the first excited state in each monomer is considered, the
eigenspace of Equation (6) is a 2N-dimensional Hilbert space,
with N being the number of monomers, which quickly becomes
intractable with a growing N. However, the weakly entangled
nature of many eigenstates of the AIEM Hamiltonian makes it
an ideal target for approximations based on tensor networks.
Alternatively, when a stronger entanglement is present, the AIEM
Hamiltonian is a prospect application for quantum computing
by exploring the isomorphism between the AIEM Hamiltonian
in k-fold monomer excitations with a spin lattice Hamiltonian
that is immediately expressible in the tensor product space of
k-dimensional qudits [59].

To demonstrate the utility of the ExaTN library in this case,
we implemented a brute-force version of the direct ground-state
search procedure based on a chosen (arbitrary) tensor network
ansatz. Specifically, given the AIEM Hamiltonian and a fully
specified tensor network ansatz, the ExaTN library was used to
minimize the Hamiltonian expectation value by optimizing the
constituting tensors (inside the chosen tensor network ansatz)
using the steepest descent algorithm. For demonstration, we
chose the AIEM model representing a chemical system with 48
2-level fragments (monomers) that can be mapped to 48 qubits,
with the total Hilbert space dimension of 248. We used the binary
planar tensor tree topology for the tensor network ansatz and
limited the maximal bond dimension in the tree to 1, 2, 4, and
8. Table 2 shows the convergence of the obtained ground state
correlation energy with respect to the maximal bond dimension.
As one can see, the mHartree accuracy for the ground electronic
state is already reached at the maximal bond dimension of 4,
showing low entanglement in this weakly-interacting system.
This electronic ground state search in a 248-dimensional Hilbert
space was executed on 16 nodes of Summit supercomputer,
with each iteration of the steepest descent algorithm taking
around 20 s. We should note that in this illustrative example
we did not enforce isometry on the tensors constituting the
tree tensor network used for representing the ground state of
the AIEM Hamiltonian. Further enforcing and exploiting tensor
isometry will significantly reduce the computational cost, making
it possible to treat much larger systems. We should also note
that the convergence of the steepest descent algorithm used here
was rather slow. Alternative algorithms, like conjugate gradient,
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FIGURE 4 | Quantum circuit simulation by direct contraction of the circuit

tensor network with ExaTN. Qubits are represented as order-1 tensors.

Tensors describing quantum gates are appended to the qubit register

according to the quantum circuit specification. Full contraction of the tensor

network produces the complete wave-function.

FIGURE 5 | ExaTN tensor network for bit-string amplitude computation. The

tensor network representing the input quantum circuit is constructed as

described in Figure 4. Triangular-shaped order-1 tensors are 0/1 tensors,

representing the projected state.

or density matrix renormalization group, or imaginary-time
evolution could potentially result in a faster convergence.

3.3. Simulations of Quantum Circuits
The ExaTN library has also been extensively employed as
a parallel processing backend in the HPC quantum circuit
simulator called TN-QVM [12, 60], one of the virtual quantum
processing unit (QPU) backends available in the hybrid

TABLE 3 | Average GPU performance in evaluation of a single amplitude of the

53-qubit Sycamore 2D random quantum circuit of depth 14.

Computing system Precision Average TFlop/s/GPU

DGX-A100, 8 A100 GPU TF32 34.73

DGX-A100, 8 A100 GPU FP32 15.06

Summit, 64 nodes, 384 V100 GPU FP32 7.99

Dual 64-core AMD Rome CPU FP32 2.98

quantum/classical programming framework XACC [61]. TN-
QVM implements a number of advanced quantum circuit
simulation methods, where each method creates, transforms, and
processes all necessary tensor network objects via the ExaTN
library. Below we briefly discuss the utility of ExaTN in the
implementation of these different simulation methods.

3.3.1. Direct Contraction of Quantum Circuits

In this mode of simulation [9], TN-QVM represents the initial
state of an n-qubit register as a rank-1 product of n order-1
tensors. Then it appends order-2 and order-4 tensors to this
qubit register to simulate single- and two-qubit gates, respectively
(Figure 4). Finally, for each qubit line one can either choose to
keep it open or project it to any 1-qubit state, thus specifying
an output wave-function slice to be computed in a chosen basis,
as shown in Figure 5. Effectively, TN-QVM constructs a tensor
network for

〈9f |Ucircuit|90〉, (7)

where 90 is the initial rank-1 state of the n-qubit register while
9f defines the output wave-function slice.

Once the obtained tensor network is submitted to ExaTN
for parallel processing, the library analyzes the tensor network
graph to heuristically determine the tensor contraction sequence
(contraction path) which is pseudo-optimal in terms of the Flop
count or time to solution (given some performance model). Any
intermediate tensors that require more memory than available
per MPI process are automatically split into smaller slices by
splitting selected tensor modes. The computation of these slices
is distributed across all MPI processes. Intermediate slicing in
principle enables simulation of output amplitudes of arbitrarily
large quantum circuits, that is, the memory constraints are
lifted by the increased execution time. The resulting overhead in
execution time is highly sensitive to the selection of tensor modes
to be sliced, but there exists a rather efficient simple heuristics
[62].

Table 3 illustrates performance of the TN-QVM/ExaTN
software in simulating a single bit-string amplitude of a 2D
random quantum circuit of depth 14 from Google’s quantum
supremacy experiments [63] on different classical HPC hardware
[the performance data is taken from [60]].

3.3.2. Computation of Operator Expectation Values

A ubiquitous use case in quantum circuit simulations is
calculation of the expectation values of measurement operators,

Frontiers in Applied Mathematics and Statistics | www.frontiersin.org 9 July 2022 | Volume 8 | Article 838601

https://www.frontiersin.org/journals/applied-mathematics-and-statistics
https://www.frontiersin.org
https://www.frontiersin.org/journals/applied-mathematics-and-statistics#articles


Lyakh et al. ExaTN

FIGURE 6 | ExaTN tensor network for expectation value evaluation using the circuit conjugation technique. Hashed-filled tensors represent the complex conjugates of

the solid-filled counterparts.

which can be done with tensor networks very conveniently. TN-
QVM provides two different methods for this purpose. First is
based on appending the string of measurement operators to the
output legs of the quantum circuit tensor network, followed by
a closure with the conjugate tensor network, as illustrated in
Figure 6. Numerical evaluation of this combined tensor network
delivers the scalar expectation value. All necessary operations
for combining tensor networks and subsequent numerical
evaluation are provided by ExaTN API. Additionally, ExaTN can
intelligently collapse a unitary tensor and its conjugate upon their
direct contact in a tensor network, thus simplifying the tensor
network if the measurement operators are sparse.

The second method is based on wavefunction slicing, where
TN-QVM slices the output wave-function tensor as dictated by
the memory constraints, computes the expectation value for each
slice, and recombines them to form the final result, all done via
the ExaTN API. As compared to the circuit conjugation method,
this approach has an advantage in simulations of deeper quantum
circuits with non-local observables and a moderate number of
qubits. The partial expectation value calculation tasks can be
distributed in a massively parallel manner.

3.3.3. Approximate Evaluation of Quantum Circuits

In addition to exact simulation methods, TN-QVM also provides
the ability to evaluate the quantum circuit wave-function
approximately as a projection on a user-defined tensor network
manifold. Specifically, a user can choose a tensor network
ansatz with arbitrary topology and bond dimensions. Once
the ansatz is chosen, TN-QVM will cut the quantum circuit
into chunks of equal depth and evaluate the action of each
chunk on the chosen tensor network ansatz while remapping
the result back to the same tensor network form (in general,
one should allow tensor network bond dimensions to grow
along the quantum circuit). In this simulation method, the

FIGURE 7 | An example of reconstruction of one (more complex) tensor

network as another (simpler) tensor network by minimizing the Euclidean norm

of the difference.

key procedure is a projection of a given tensor network to a
tensor network manifold of a different form (different topology
and/or bond dimensions), as illustrated in Figure 7 where a
more complex tensor network is approximately reconstructed
by a simpler tensor network. ExaTN provides a simple API
to perform such a reconstruction procedure, implemented
by the exatn::TensorNetworkReconstructor class.
Importantly, the reconstruction procedure also returns the
reconstruction fidelity which can then be used for making
decisions on dynamically increasing the bond dimensions in the
reconstructing tensor network (adaptive tensor networks). The
execution of the tensor network reconstruction automatically
leverages multiple levels of parallelization provided by the ExaTN
parallel runtime as described above.

Another approximate quantum circuit simulation
method implemented in TN-QVM is based on a matrix
product state (MPS) representation of the multi-qubit
wave-function [60] which is evaluated via the classical
contract/decompose algorithm [12]. This algorithm adapts

Frontiers in Applied Mathematics and Statistics | www.frontiersin.org 10 July 2022 | Volume 8 | Article 838601

https://www.frontiersin.org/journals/applied-mathematics-and-statistics
https://www.frontiersin.org
https://www.frontiersin.org/journals/applied-mathematics-and-statistics#articles


Lyakh et al. ExaTN

the simulation accuracy to the available computational resources.
ExaTN provides a convenient MPS builder utility via the
exatn::numerics::NetworkBuilder interface as well
as API for tensor contraction and decomposition.

3.4. Machine Learning
The utility of tensor networks in classical machine learning
was realized relatively recently. Here we can distinguish two
categories of applications: (1) Building machine learning models
with tensor networks, and (2) using tensor networks in
conventional deep neural network models for compressing
the neural network layers. In the first approach, a tensor
network model can be trained to fulfill classification tasks
[19–22]. The input data, for example, an image, is typically
encoded as a direct-product state of many quantum degrees of
freedom, where each quantum degree of freedom corresponds
to a single pixel (in case of images). By optimizing the
tensors constituting the tensor network, one minimizes the
error of the classification. Image classification is particularly
amenable to the tensor network analysis because of the locally
correlated structure of typical images. In the second approach,
tensor networks, i.e., MPS, are used for compressing the
layers of a deep neural network, thus reducing the memory
requirements and introducing regularization in the training
phase [18, 64]. The ExaTN library provides necessary primitives
for both use cases, in particular construction and contraction
of an arbitrary tensor network as well as evaluation of the
gradient of a tensor network functional with respect to a
given tensor. Additionally, the first use case may also benefit
from the availability of the exatn::TensorExpansion
class suitable for representing a linear combination of tensor
networks projected on different instances from the training
data batch.

4. CONCLUSIONS

As demonstrated above, the ExaTN library provides state-of-
the-art capabilities for construction, transformation, and parallel
processing of tensor networks on laptops, workstations, andHPC
platforms, including GPU-accelerated ones, in multiple domains.
Furthermore, building upon regular tensor networks, ExaTN also
introduces higher-level objects, specifically linear combinations
of tensor networks or tensor network operators which serve as
more flexible analogs of tensors and tensor operators living on
differential manifolds instead of regular linear spaces. ExaTN
also provides a general tensor network reconstruction procedure
which can efficiently project any tensor network to another
tensor network of different topology/configuration. Importantly,
these mathematical primitives enable a systematic derivation of
approximate tensor network renormalization schemes as well
as reformulation of linear algebra solvers on low-rank tensor
network manifolds, which is currently an active field of research
in applied math. We are actively working on implementing
such solvers in the ExaTN library, leveraging all benefits of
multi-level parallelization and GPU acceleration provided by the

ExaTN parallel runtime. Another direction of our development
work is further adoption of vendor-provided highly-optimized
math libraries that will enhance the performance of ExaTN on
respective HPC platforms.
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