
ORIGINAL RESEARCH
published: 08 April 2022

doi: 10.3389/fams.2022.869830

Frontiers in Applied Mathematics and Statistics | www.frontiersin.org 1 April 2022 | Volume 8 | Article 869830

Edited by:

Dang N. H. Thanh,

University of Economics Ho Chi Minh

City, Vietnam

Reviewed by:

Prajoy Podder,

Bangladesh University of Engineering

and Technology, Bangladesh

Chinthaka Premachandra,

Shibaura Institute of

Technology, Japan

*Correspondence:

Fenglian Li

lifenglian@tyut.edu.cn

Specialty section:

This article was submitted to

Original Research Article,

a section of the journal

Frontiers in Applied Mathematics and

Statistics

Received: 05 February 2022

Accepted: 04 March 2022

Published: 08 April 2022

Citation:

Li F, Yuan T, Zhang Y and Liu W (2022)

Face Recognition in Single Sample

Per Person Fusing Multi-Scale

Features Extraction and Virtual

Sample Generation Methods.

Front. Appl. Math. Stat. 8:869830.

doi: 10.3389/fams.2022.869830
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Sample Generation Methods
Fenglian Li*, Tiantian Yuan, Yan Zhang and Wenpei Liu

College of Information and Computer, Taiyuan University of Technology, Taiyuan, China

Although face recognition has received a lot of attention and development in recent years,

it is one of the research hotspots due to the low efficiency of Single Sample Per Person

(SSPP) information in face recognition. In order to solve this problem, this article proposes

a face recognition method based on virtual sample generation and multi-scale feature

extraction. First, in order to increase the training sample information, a new NMF-MSB

virtual sample generation method is proposed by combining the Non-negative Matrix

Factorization (NMF) reconstruction strategy with Mirror transform(M), Sliding window(S),

and Bit plane(B) sample extension methods. Second, a feature extraction method

(namedWPD-HOG-P) based onWavelet Packet Decomposition, Histograms of Oriented

Gradients, and image Pyramid is proposed. The proposed WPD-HOG-P method is

beneficial to multi-scale facial image feature extraction. Finally, based on the extracted

WPD-HOG-P features, the recognition model is established by using a grid search

optimization support vector machine. Experimental results on ORL and FERET data sets

show that the proposed method has higher recognition rates and lower computational

complexity than the benchmark methods.

Keywords: single sample per person face recognition, virtual sample generation, Non-negative matrix

factorization, multi-scale feature extraction, Wavelet Packet Decomposition, Histograms of Oriented Gradients,

image pyramid, mirror transformation

1. INTRODUCTION

Face recognition is a biometric recognition technology, which is one of the most active research
fields in computer vision and pattern recognition in recent years. It can be used in identity
recognition [1], access control, forensics, human-computer interaction, and other fields [2, 3].

At present, there are many methods for face recognition, but there are still many problems
to be solved, such as Single Sample Per Person (SSPP) face recognition. In most practical cases,
there is only one example per individual to train the system for SSPP, which makes it difficult to
identify individuals in an unconstrained environment, mainly when dealing with changes in facial
expressions, posture, lighting, and occlusion [4]. In addition, the more difficult challenge is the
scenario where these problems coexist, which requires a robust way to handle potentially corrupted
SSPP images. In recent years, a great deal of research has been carried out in this field, with some
promising but not satisfactory results [5, 6].
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There are several methods to solve the problem of SSPP face
recognition: virtual sample generation, patch-based method, an
image segmentation method, generic learning method, and so
on [7–10]. Among these methods, virtual sample generation
is a commonly used method to generate more samples. In
general, virtual samples are generated from the original single
sample, resulting in too much similarity between the samples.
This does not guarantee the recognition performance of SSPP,
especially under the influence of illumination and expression.
In order to improve the recognition performance of SSPP, some
novel and improved methods have been studied in recent years.
For example, Choi et al. proposed an effective coupled bilinear
model, which uses a single image to generate virtual images
under different lighting conditions [11]. Hong et al. proposed a
virtual sample generation method, which uses a 3D face model
to generate synthetic images of different poses to create visual
samples [12]. Moreover, Tingwei et al. proposed a new face
recognition method that uses a decision pyramid classifier with
large appearance variation to divide each training image into
multiple non-overlapping local blocks [5].

Feature extraction is also widely used to solve SSPP face
recognition problem. For example, Fan et al. proposed a
binary coding feature extraction method for single sample face
recognition, which combines a self-organizing map network and
a bag-of-feature model to extract middle-level semantic features,
and used a descriptor to extract local features of facial images
[13]. Yang et al. proposed a feature extraction method based
on a fully robust local region, which utilizes a convolutional
neural network to carry out adaptive convolution of the local
region and to discriminate the face identity [14]. Moreover,
Xing et al. extracted robust triple local features such as Gabor
facial features with multiple scales and directions from different
facial local regions [9]. In addition, Adjabi et al. discussed
the implementation of multi-block color binarization statistical
image features for SSPP face recognition by using the correlation
of local, regional, global, and texture-color features [15].

Although the above methods improve the performance of face
recognition to a certain extent, the problem of poor robustness
cannot be solved completely due to the lack of various face
samples[10].

The highlights of this article include the following:
A virtual sample generation method, namely Non-negative

Matrix Factorization (NMF) reconstruction strategy with Mirror
transform(M), Sliding window(S) and Bit plane(B) sample
extension methods, is proposed based on the single sample;

AWPD-HOG-P feature extractionmethod is proposed on the
fusion of Wavelet Packet Decomposition (WPD), Histogram of
Oriented Gradient (HOG), and image pyramid strategy;

Support Vector Machine (SVM) algorithm is employed to
construct the facial recognition model;

Experiments over ORL and FERET sets are conducted to
verify the efficiency of the proposed methods.

The rest of the article is organized as follows. Section 2
gives a brief introduction to the related work. Section 3
presents the theoretical basis of virtual sample generation
and feature extraction methods, and Section 4 introduces
the proposed virtual sample generation method. Next,

the WPD-HOG feature extraction method is introduced
in Section 5. Section 6 introduces the experiments and
analysis of experimental results. Finally, Section 7 concludes
the article.

2. RELATED WORK

This section reviews related work from two aspects of virtual
sample generation and feature extraction. On this basis, the
technical gaps of SSPP face recognition are determined, so as to
promote our research on SSPP face recognition.

2.1. Virtual Sample Generation Method
From the review of literature, many well-known solutions to the
SSPP problem have been proposed, although a full review of this
area is beyond the scope of this article. Popular virtual sample
generation methods in SSPP face recognition mainly include the
sample expansion method [16, 17], image enhancement method
[12, 18], feature subspace expansion method [19–22], general
learning framework method [23–25], 3D identification method
[26, 27], and so on. This article focuses on the method of
sample expansion. On this basis, a new feature extractionmethod
is proposed.

Sample expansion is one of the most typical methods to solve
SSPP problems including geometric distortion, photometric
transformation, and perturbation methods, and so on. The
purpose is to generate a rich set of training samples and improve
the recognition performance of SSPP. For example, Zhang et al.
proposed a method to combine the original training sample and
its virtual mirror symmetry plane into a new training sample
set [16]. For another example, Jinsu et al. proposed a general
sliding window method, which uses the large window and small
length mechanism to collect and expand window images [17].
This method not only increases the training sample but also
fully preserves and strengthens the intra-class and inter-class
information inherent in the original sample pattern. In addition,
Min et al. proposed a sample expansion method of feature
space, namely K-class feature transfer, in order to enrich the in-
class variation information of single sample face features [21].
Experimental results showed the effectiveness and robustness of
the proposed method.

Non-negative Matrix Factorization is a method to constrain
all values in a matrix to be non-negative, making it easier to
check. This method can be used for high-quality virtual sample
reconstruction. The application of NMF in face recognition is
generally to expand face image samples. These virtual samples
can more effectively represent the internal relationship between
different parts of the face and express the face information. For
example, Wen-Sheng et al. studied NMF and proposed a kernel
non-negative matrix decomposition algorithm based on block
segmentation [23]. Furthermore, Yuwu et al. presented a series
of improvements to NMF [24]. Experimental results showed
that the proposed algorithm is robust and effective in image
classification and feature extraction. Virtual Sample Generation
Methods in SSPP face recognition are expressed in Table 1.

Frontiers in Applied Mathematics and Statistics | www.frontiersin.org 2 April 2022 | Volume 8 | Article 869830

https://www.frontiersin.org/journals/applied-mathematics-and-statistics
https://www.frontiersin.org
https://www.frontiersin.org/journals/applied-mathematics-and-statistics#articles


Li et al. Face Recognition in Single Sample Per Person

TABLE 1 | Comparison of different virtual sample generation methods in Single Sample Per Person (SSPP) face recognition.

Method name Year Technique

Sample expansion

method

Multi-oriented two-dimensional principal component

analysis [28]

2010 Bilinear interpolation to gain images with different

rotation degrees and directions

Geometric distortion [16] 2014 Linear combination, symmetry transform

Sliding window method [17] 2017 Expanding images by different window sizes

Coupled bilinear model [11] 2018 Generating virtual images under different lighting

conditions

Image enhancement

method

Domain adaptation network [12] 2017 Generating synthetic images by varying poses

Deep image enhancement method [18] 2021 Multiple networks architectures are created

Feature subspace

method

Orthogonalized direct linear discriminant analysis

[19]

2009 Performing Gram-Schmidt orthogonal procedure

Joint and collaborative representation with local

adaptive convolution feature [29]

2016 Densely sampling and sparsely detecting,

convolutional neural networks

Robust triple local features [20] 2019 Gabor facial features, with multiple scales and

multiple orientations

K-class feature transfer [21] 2019 Expansion in-class variation information by feature

space

Robust discriminative feature subspace analysis [22] 2021 Extracting features by symmetry and patch-based

analysis

General learning

framework method

Kernel non-negative matrix decomposition [23] 2016 Virtual sample reconstruction by NMF

Projective Robust Nonnegative Factorization [24] 2016 Graph regularization, sparsity constraint

Robust heterogeneous discriminative analysis [25] 2019 Fisher-like criterion, patch-based distance metrics

3D identification

method

3D face modeling and blurring [26] 2017 virtual 3D faces synthesized with different poses,

and blurring process

Deep learning based 3D face reconstruction

method [27]

2020 2D-aided deep 3D face identification

2.2. Feature Extraction Method
The commonly used feature extraction methods can be roughly
divided into the following categories: global feature extraction
method, local feature extraction method, and the combination of
the two methods [30]. By linking the grayscale values of all the
pixels of the face image, the global feature can be regarded as a
high-dimensional vector. Local features can be regarded as short
vectors that describe specific areas in the face image, such as eyes,
nose, mouth, etc.

The advantage of the global feature method is that it can retain
more useful details of face recognition than that based on local
features. At the same time, there are some disadvantages. The
contradiction between high-dimensional image data and small
samples is more serious. Since each class has only one vector,
the in-class variation can no longer be estimated directly [31].
Typical global feature methods include Principal Component
Analysis (PCA) [32, 33], Linear Discriminant Analysis (LDA)
[34], and so on.

Compared with the global feature method, the local feature
extraction method may be more suitable for the SSPP face
recognition problem. The reasons are as follows: first, the
original face is represented by a set of low-dimensional local
features, rather than a single full-high-dimensional vector, thus
avoiding the dimension curse problem. Second, the local method
can easily identify common and class-specific features, which

provide additional flexibility for face recognition based on
partial face images. Local features can provide different facial
features, increasing the diversity of classifiers. This is beneficial to
improve the performance of the SSPP face recognition problem.
Therefore, many methods based on local features have been
proposed in recent years, such as Local Binary Pattern (LBP) [35],
Gabor transform [36], Histogram of Oriented Gradient (HOG)
[37], etc.

Both global and local feature extraction methods have
their own characteristics and advantages. Global feature
representation is robust and helps to identify areas such as
forehead and cheek, while local feature representation can
represent facial changes. Combined, the two can give full
play to their respective strengths. PCA is a typical global
feature extraction method, which can extract the global
gray feature of the whole image. LBP can extract local gray-
scale features, such as mouth area features. For example,
Karanwal et al. introduced a hybrid method of PCA and
LBP [38]. However, the extensibility of this method is
vulnerable. Moreover, Sharifnejad proposed an expression
recognition algorithm based on a pyramid histogram for
gradient feature extraction [39]. The pyramid based face
image can be constructed by multi-scale analysis, which can
effectively extract the global and local features of the face.
However, it has the problem of high dimensions and high
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computational complexity. In addition, Guo et al. proposed
a new two-layer local-to-global feature learning framework,
which leverages local information as well as global information
[40]. However, this method also has the problem of high
computational complexity.

In recent years, convolutional neural networks (CNN) have
become a powerful tool to solve many problems existing in
machine learning and biometrics. This development was inspired
by the biology of human vision [41]. Some new models based
on CNN have been developed for solving the SSPP problem.
For example, Junying et al. provided an in-class variation set
to expand a single sample, which introduces a well-trained
deep convolutional neural networks (DCNN) model by using
transfer learning [42]. The experimental results showed that
the combination of the traditional method with deep learning
achieves good performance in SSPP face recognition. Moreover,
Bodini et al. proposed a feature extraction method based on
DCNN, which combines the effectiveness of DCNN with the
excellent capability of LDA for SSPP [43]. Furthermore, Sungeun
et al. proposed an SSPP domain adaptive network architecture
based on the combination of depth architecture and domain
confrontation training [12]. Lastly, Tewari et al. proposed a
new model-based deep convolution autoencoder that solves
the challenging problem of reconstructing 3D faces from a
single wild color image. Its core innovation is a differential
parameter decoder based on the generation model to analyze and
encapsulate the image formation [44].

Although CNN has shown good performance in SSPP face
recognition, there are still some problems in the training of
CNN-based architecture, such as overfitting, hyperparameter,
high computational complexity, and large amount of data [2].
Especially for the SSPP problem, the traditional virtual sample
expansion methods are still used to generate effective samples
[12, 42]. Table 2 gives the comparison of existing feature
extraction methods.

2.3. Technical Gaps and Motivations
Although some popular methods, such as sample expansion
method and feature extraction method, are proposed, they
still have some shortcomings in improving the performance of
SSPP recognition.

In terms of the virtual sample generation method, the
above sample expansion methods can enrich the training
samples, but the generated virtual samples are too similar to
the original image, and the face information in the original
image is insufficiently utilized, resulting in low recognition
performance. Considering the advantages of NMF, this article
combines NMF reconstruction theory with sample expansion
methods such as mirror transformation, sliding window method,
and bit plane method to propose a NMF-MSB virtual sample
generation method.

In the aspect of feature extraction, the global feature
is more easily affected by illumination, posture, expression,
and other factors than the local feature. In recent years,
researchers have found that the combination of global and
local features can effectively utilize both advantages to improve
recognition performance.

Histograms of Oriented Gradients method has strong
adaptability to the changes of illumination, scale, and direction.
This is a benefit for extracting local features of the image.
WPD has the ability to eliminate redundancy and reduce image
size by dimensionality reduction. Image pyramid can represent
the features of a face image on multiple scales. However,
local features have defects in describing the overall information
of the face. Therefore, this article proposes a WPD-HOG-P
feature extraction method by combining WPD, HOG, and image
pyramid methods. This method embodies the combination of
global and local features.

In order to verify the performance of the proposed virtual
sample generation method and the WPD-HOG-P feature
extraction method, an SVM model is established to realize

TABLE 2 | Comparison of existing feature extraction methods.

Method name Year Technique

Global feature

extraction methods

Linear Discriminant Analysis (LDA) [34, 45] 2015 Linear transformation into a lower dimensional

space

Principal Component Analysis (PCA) [33] 2017 Extracting the global gray feature

Deep-learned LDA Features [43] 2018 Combining deep-learned features by applying the

VGG-face net with the sparse representation

Local feature extraction

methods

Histogram of Oriented Gradient (HOG) [37] 2011 Combination of edge orientation histograms of all

cells

Local Binary Pattern (LBP) [35] 2014 Extracting local gray scale features

Gabor transform [36, 46] 2006, 2016 Local features extracted at deformable nodes using

Gabor wavelets

The hybrid feature

extraction methods

Uniform generic representation [30, 37] 2011 Soft combination by local generic with global

generic representations

Pyramid histogram for gradient feature

extraction [39]

2020 Local binary pattern, pyramid histogram of oriented

gradients

Two-layer local-to-global feature learning

framework [40]

2017 Patch-based fuzzy rough set feature selection

strategy, global structural information extracted by a

sparse autoencoder
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face recognition. Experimental results show that the proposed
methods have higher recognition rates and lower computational
complexity compared with the benchmark methods, and the
generated virtual samples can enhance the robustness of posture,
expression, and illumination changes.

3. THEORY BASIS

We develop our theory from three aspects: sample expansion
method, image reconstruction theory, and feature extraction
method. The sample expansion method mainly uses the image
transformation method, the sliding window method, and the bit
plane method to generate virtual samples. NMF is utilized as
the basic theory of image reconstruction. The feature extraction
method combines HOG, WPD, and image pyramid.

3.1. Sample Expansion Method
In this article, we use three sample expansion methods—
MSB methods to obtain virtual samples for enriching the
sample information.

3.1.1. Mirror Transformation
Mirror transformation is a geometric transformation, which can
reduce the influence of head rotation on the recognition effect to
a certain extent and has little interference. There are mainly three
kinds of mirror transformationmethods: horizontal, vertical, and
diagonal mirror methods. Figure 1A is an original image from
the ORL set. Its virtual examples generated by these methods
are shown in Figures 1B–D. As we can see, the transformations
do not change the shape of the original image. In general, the
horizontal mirror transformation can provide more abundant
facial feature information than the other two methods, reflecting

the possible changes of the human face to a certain extent. In this
article, the horizontal mirror transformation method is used to
extend the single sample face image.

The horizontal mirroring transformation swaps the left and
right halves of an image centered on the vertical center axis of the
image. If the size of the original image is a×b, then the coordinate
of the point (x0, y0) corresponding to the horizontal coordinate
point in the image is (x1, y1). The relationship between them
satisfies the following Equation (1):

{

x1 = a− x0 + 1,

y1 = y0.
(1)

3.1.2. Sliding Window Method
The sliding window method selects a certain window size and
a sliding step size and slides across the width and height of
the image. The method is based entirely on the sample itself.
It neither carries interference nor is affected by external noises.
The extended sample retains and enhances the information of the
original image to a large extent.

The process for the sliding window method is shown as
follows: (1) Suppose the size of the sample image is a× b, the size
of the sliding window is x × y , and x < a, y < b. The window
starts to slide from the upper left corner of the image, and then
the window can slide the length of a−x, b−y across the width and
height of the sample image. (2) Set the width and height of the
window to x1, y1, and x1 ≤ a− x, y1 ≤ b− y. (3) As the window
slides along the width and height of the original image, a series
of virtual samples can be captured from the original face image.
These virtual samples constitute an extended set of the single face
image. The number of window slides in the image width and

FIGURE 1 | An original image from the ORL set and its three virtual samples generated by mirror transformation, panel (A) is an original image, panel (B) is a

horizontal mirror image, panel (C) is a vertical mirror image, and panel (D) is a diagonal mirror image.

FIGURE 2 | The virtual samples generated by sliding window method—S, Sliding window image; (A) S1, (B) S2, (C)S3, and (D) S4.
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height direction is n1 and n2. n1 and n2 can be calculated from
Equations (2) and (3).

n1 =
a− x

x1
+ 1, (2)

n2 =
b− y

x2
+ 1. (3)

Take the ORL face sample in Figure 1A as an example, the image
size is 92× 112. In order to get as much information as possible,
the window size needs to be set slightly larger. Let the window
size be set to 84× 104, then the width and height of the slide step
are set to 8, and the number of times the window slides along
the width and height can be calculated. In this case, the number
of slides in both directions is 2. The window slides from the
top left corner of the original image. Obviously, we can get four
virtual samples. As shown in Figure 2, these samples constitute
the virtual face images of the original single sample in Figure 1A.

3.1.3. Bit Plane Method
Grayscale image namely refers to an 8-bit 256 color image. By
extracting each bit of the image separately, we can break an image
into eight images. The amount of information carried gradually
decreases from the highest bit to the lowest bit. In the bit plane
method, each bit can be assigned a different weight. The values
on the bits with the same weight are taken out in turn to form a
plane, and the image is decomposed into an 8-bit plane, as shown
in Figure 3. The distribution of image information on each bit
plane is different. The high-level plane contains the identifiable
contour information of the image; the median plane represents
the background information of the image; and the low-level
plane covers the details of the image, but it is more random.
Obviously, only a few higher bit plane images are visible and
possess meaningful information. The original image is denoted
as A, and its 8-bit plane image is denoted as A8,A7,A6 . . .A1 in
sequence. These eight images can be recombined into a series
of new images according to different combination criteria. The
combination formula is shown in Equation (4). By adjusting the
weights of a8 ∼ a1, different virtual samples can be generated.

A
′

= α8 ∗ A8 + α7 ∗ A7 + · · · + α1 ∗ A1 (4)

According to different weights, the bit images are combined to
obtain a series of virtual samples A′. As shown in Figure 4, the
weights of these virtual samples fromA′1 toA

′
6 are set to α8 ∼ α1

=1, α8 ∼ α2 =1,...,α8 ∼ α6 =1, in the sequence. It can be seen that

there are low and high plane combinations. These images have
no obvious visual differences, indicating that the low-level plane
contains little authentication information and has no significant
effect on the construction of image information. In general, a new
virtual sample can be constructed by selecting the middle and
high-level planes.

3.2. Non-negative Matrix Factorization
(NMF)
3.2.1. The Introduction of NMF Theory
The meaning of NMF is that for a non-negative matrix V , two
non-negative matrices W and H are found to approximate the
original matrix V [47]. In mathematical terms, given an m × n
non-negative matrix V , anm× r non-negative matrixW, and an
r × n non-negative matrix H are obtained, such that W and H
satisfy Equation (5).

V ≈WH. (5)

The original matrix V can be regarded as the weighted sum of
linear combinations of all column vectors in the left matrix W
and the elements of all the column vectors in the right matrix H
are the weight coefficients. Therefore, W is a non-negative basis
matrix and H is a non-negative coefficient matrix. In addition,
the value of r usually meets r < mn

m+n , so the dimensions of the
matrixesW and H are less than that of the original matrixW. In
this case, the original matrix V can be replaced by the coefficient
matrix H, which has the effect of dimensionality reduction. The
reduced dimension is also the number of non-negative basis
matrices corresponding to the basis image. NMF is a partial
decompositionmethod. For face images, the physical significance
of NMF decomposition can be understood as follows: V is a
matrix which is composed of n images, with m × 1 dimension;
each column of the matrix represents the gray value of the face
image, and the gray value of the face image is non-negative; the
decomposition results are the sub-features of the image; all the
sub-features constitute the overall information of the original
face image.

3.2.2. The Reconstruction of Face Images With NMF

Method
According to Equation (5), the non-negative matrices W and H
are the approximations of the original image V . Assume that
Y is the reconstructed image, which satisfies Equation (6). The
degree of approximation between the reconstructed image and

FIGURE 3 | Decompose the original image into 8-bit planes. B, Bit plane image. (A) B1, (B) B2,(C) B3, (D) B4, (E) B5, (F) B6, (G) B7, and (H) B8.
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FIGURE 4 | The virtual samples synthesized by the bit plane method. A′, Synthesized image by bit plane with different weights. (A) A′1, (B) A
′
2, (C) A

′
3, (D) A

′
4, (E)

A′5, and (F) A′6.

TABLE 3 | Information of two-face sets.

Datasets Num Category

ORL 400 40

FERET 1,400 200

the original image is related to parameter r.

Y =WH (6)

(1) Setting for parameter r in NMF
Parameter r is not only the number of basis matrices

represented by W matrix but also is the feature dimension of H
matrix. Different r-values correspond to different reconstruction
errors. The reconstruction error is defined as follows:

Err =

∑

i,j
|Yij − Vij|

m× n
(7)

In Equation (7), Err represents the reconstruction error, Vij is the
gray value after normalization of the original image, Yij is the
gray value after normalization of the reconstructed image, and
m × n is the size of the image. In this article, ORL and FERET
face datasets are applied in the experiments. The details of both
data sets are shown in Table 3. Table 4 shows the trend of NMF’s
average reconstruction errors as r changes on the two sets. It can
be seen that with the increase of r-value, the reconstruction errors
of both sets decrease. If the r-value of the two sets is equal, then
the reconstruction error of the ORL set is slightly less than that
of the FERET set. This is because the FERET set contains more
face samples than the ORL set. The dimension of each image is
also less than the ORL. The information of the image cannot be
expressed by matrix effectively, and the error is also large. Hence,
the best r-value for different face sets may vary. In this article, the
grid optimization method is used to solve the optimal r-value.
(2) The reconstruction of the face images with NMF.

According to Equation (5), the product of the basis matrixW
and the coefficient matrix H is used to obtain the reconstructed
image of NMF. The initial value of r is set as 60. Parts of the
original and reconstructed images from the ORL and FERET
datasets are shown in Figures 5, 6, respectively. The images of
the first line are the original images, and the images of the second
line are the reconstructed images.

Comparing the original images with the reconstructed images,
it can be intuitively seen that the information of the eyebrows,

TABLE 4 | Non-negative Matrix Factorization (NMF) reconstruction error of ORL

and FERET sets.

Datasets r Err Ave err

ORL 40 0.0551 0.0481

50 0.0514

60 0.0476

70 0.0446

80 0.0419

FERET 40 0.1923 0.1723

50 0.1828

60 0.1715

70 0.1607

80 0.1544

eyes, nose, and mouth in the reconstructed image is more
prominent than the other areas. Both the base matrix W and
the coefficient matrix H of NMF method are required to be
non-negative, so that the weight coefficients expressed by the
elements of all column vectors in H are linear combinations of
all column vectors in W without subtraction. It is beneficial to
image reconstruction and makes the representation of face image
information more compact and less redundant.

3.3. Feature Extraction Method
3.3.1. Histograms of Oriented Gradients (HOG)
Histograms of Oriented Gradients is a feature descriptor for
target detection in computer vision and image processing, which
has been widely used in face recognition. HOG method also
shows good performance in human gait recognition [48]. It can
keep the geometric and optical changes of the image invariant.
The most important advantage of this method is that the
appearance and shape of local objects in the image can be well-
described by the density distribution of gradient or edge.

Assume that the image has 256 × 256 pixels, divided into
16 × 16 cells. If each block is obtained by combining 2 × 2 cells,
the block number (16 − 1) × (16 − 1) = 225. k is the number
of uniform bins. If k is set to 9, then the features number in a
block will be 2 × 2 × 9. The features number of the image is
225× 36 = 8100 totally.

3.3.2. Wavelet Packet Decomposition
As a multi-resolution analysis method, WPD is an extension
of Wavelet Transform (WT). WPD has more advantages than
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FIGURE 5 | Part original images and their Non-negative Matrix Factorization (NMF) reconstructions in ORL, (A–F) Original ORL images, (G–L) and NMF

reconstruction images.

FIGURE 6 | Part original images and their NMF reconstructions in FERET, (A–F) Original FERET images, and (G–L) NMF reconstruction images.

WT, such as non-redundancy, less computer storage, optimal
time-frequency, localization, and smoothness. A WPD provides
a complete wavelet packet tree, which is a signal family derived
from a single mother wavelet. The corresponding scale function
can subdivide the different scales of wavelet decomposition
into sub-scales. WPD can adaptively select the corresponding
frequency band signal according to the characteristics of the
analyzed signal. It is a good decomposition method to improve
the time-frequency resolution of the analyzed signal [49].

One-level WPD is performed on the original image in
Figure 1A to obtain subimages A,H,V , and D , as shown in
Figure 7. Among them, A is a low-frequency subimage, which
reflects the contour information of the face, including most
features of the face, and is most similar to the original image.
H,V , and D are high-frequency subimages that include various
textures of face details. These high-frequency subimages are
discarded for their lower robustness to noise, expression, and
light. WPD can not only achieve good results in noise reduction
but also reduce the size of subimage after decomposition to
a quarter of the original image, which greatly cuts down the
computational complexity of feature extraction.

3.3.3. Image Pyramid
An image pyramid is an efficient but simple structure that
can interpret images in a variety of resolutions. An image
pyramid consists of images arranged in a pyramid of diminishing
resolution. The bottom of the pyramid is a high-resolution
representation of the image to be processed, while the top layer is
a low-resolution approximation. As one moves from the bottom
of the pyramid to the top, the size and resolution of the images
diminish layer by layer.

For the m × n image, sample 1:2 in the direction of rows and
columns to form a (m/2)×(n/2) thumbnail image. Subsampling
is repeated. With the increase of layers, the image of each
layer is half of the width and height of the image below the
layer, and the images of all layers constitute the pyramid [50].
The pyramid consists of three layers of images, with different
resolutions. These three layers of information not only reflect
the contour of the face image but also describe the details of the
image. High resolution and low resolution image information
constitute the multi-scale representation of the image. Multi-
scale representation provides a goodmethod for the combination
of global and local features.
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FIGURE 7 | The Wavelet Packet Decomposition (WPD) subimages of the original image in Figure 1A. (A) A: Low-frequency subimage. (B–D) H, V, and D:

high-frequency su-images.

4. THE PROPOSED NMF-MSB SAMPLE
GENERATION METHOD

In this article, an NMF-MSB virtual sample generation method
based on sample expansion and virtual sample reconstruction
is proposed. The virtual samples generated in this article
include three kinds: the first kind of virtual samples are the
samples A1, A2, and A3 generated by mirror transformation,
the sliding window method, and the bit plane method based
on the original single sample A; the second kind of virtual
samples A4, A5 are obtained by mirror transformation on
the virtual samples A2, A3; finally, the NMF method is
used to get the third kind of reconstruction virtual samples
A6, A7, A8, and A9 based on the original single sample
A and its first three virtual samples A1, A2, and A3.
Figure 8 gives the flowchart of the proposed NMF-MSB sample
generation method.

Thus, for a single sample per person, nine virtual
samples A1 to A9 are generated. The final training
samples are composed of the original single sample
and these nine virtual samples generated in this article.
These samples provide more useful information for
improving the recognition performance of SSPP.
Figures 9, 10 give an original image and its nine virtual
samples of ORL and FERET face sets generated by the
above-mentioned methods.

Mirror transformation, sliding window, and bit plane
methods are three typical sample expansion methods. Each
method has its own unique advantages. NMF is a good face
image reconstruction method. It can better express the internal
relationship between the local features of the face. This is
beneficial to further improve the recognition performance of
SSPP. Mirror transformation can eliminate the influence of
local rotation on recognition performance. The sliding window
method can better simulate the position relationship and
distance between the lens and face during image sampling.
The bit plane method gives the possible changes of the pixel
to some extent. Each method has its own advantages. It is
helpful for improving the robustness to changes of facial
posture, expression, and illumination. The NMF reconstruction
method is non-negative and makes the depiction of human
face information more effective. NMF reconstruction based on
face images can provide more detailed feature information of
face samples.

5. THE PROPOSED WPD-HOG-P FEATURE
EXTRACTION METHOD

A WPD-HOG-P feature extraction method is proposed in this
article. This method combines the advantages of WPD and HOG
features and adopts a multi-scale pyramid model. The subimages
at each scale have different resolutions. The face image set is
decomposed and the low-frequency subimages are down sampled
two times to obtain the multi-scale subimages. It is useful to
extract key information at different resolutions. In addition, the
method eliminates the high-frequency subimages and improves
the computational performance.

TheWPD-HOG-P feature extraction process proposed in this
article is shown in Figure 11. The pseudocode of the WPD-
HOG-P feature extraction method is shown in Algorithm 1.
First, the WPD is performed to set E for getting low-frequency
subimage set ImA; then sampling two times at a sub-sampling
rate of 1:2 at an interval of 1 pixel to get the image pyramid
P{P1, P2, P3}. In the pyramid, it contains subimages of three
different resolutions. For the subimages of all layers, HOG
features are calculated according to the procedure of the HOG
feature extraction method introduced in section 3.3.1. Lastly,
all HOG features H1, H2, and H3 of each layer in the image

Algorithm 1: The pseudocode of WPD-HOG-P feature
extraction method.

Data: The face image set E;
Result: WPD-HOG-P features;

1 Performing WPD on set E;
2 Selecting low-frequency subimage set ImA fromWPD of set
E ;

3 for i← 1 to 2 do
4 Sampling ImA at a sub-sampling rate of 1:2 at an interval

of 1 pixel to get subimages ImAi ;

5 end

6 Building the image pyramid P { P1, P2, P3 } based on ImA,
ImA1, ImA2;

7 for j← 1 to 3 do
8 Extracting HOG features Hj for Pj ;

9 end

10 Concatenating H1, H2, H3 together to form the final
WPD-HOG-P features;
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FIGURE 8 | The flowchart of the proposed NMF-Mirror transform (M), Sliding window (S), and Bit plane (B) sample generation method.

FIGURE 9 | An original image and its 9 virtual samples of ORL set. (A) An original image and (B–J) its 9 virtual samples.

FIGURE 10 | An original image and its 9 virtual samples of FERET set. (A) An original image and (B–J) its 9 virtual samples.

pyramid are concatenated together to form the finalWPD-HOG-
P features.

A 64 × 80 face image is taken as an example to illustrate the
process of WPD-HOG-P feature extraction. Here, the number of
bins k is set to 9, cell = 4 × 4, each 2 × 2 cell forms a block,
since each cell has 9 features, so there are 4 × 9 = 36 features in
each block, and the width of a cell is the overlap between adjacent
blocks, therefore, the step size is 4 pixels.

The feature extraction process of the WPD-HOG-P method
proposed in this article is as follows: first, the image is processed
by WPD to get 4 subimages of 32 × 40 size, and then three
high-frequency subimages are discarded. The low-frequency
subimages are subsampled to obtain 16 × 20 and 8 × 10 size
subimages, respectively. For three layers of the pyramid, theHOG
feature is extracted from each layer of images. For an image of

size 32 × 40, there would be (32/4) − 1 = 7 scan windows in
the horizontal direction and (40/4)− 1 = 9 scan windows in the
vertical direction, i.e., 7 × 9 image blocks. The three-layer image
pyramid is characterized by the size of 36 × 7 × 9, 36 × 3 × 4,
and 36 × 1 × 1, respectively. Finally, the features of the three-
layer images are connected in series to obtain the WPD-HOG-P
features, whose size is 36×7×9 + 36×3×4 + 36×1×1 = 2736.

The traditional HOG feature extraction method utilizes the
entire face image to extract local features information and
achieves single-scale image expression. It contains a lot of
redundant information that is not favorable to the recognition
of face images but increases the computational complexity. For
example, if the HOG features are extracted from the original
image with the size of 64 × 80 face images, there are a total of
36×15×19 = 10,260 dimensional features. Apparently, 10,260 is
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FIGURE 11 | The flowchart of Wavelet Packet Decomposition, Histograms of

Priented Gradients, and image Pyramid feature extraction method.

much bigger than 2,736. It means that the features number of the
traditional HOG feature extraction method is much bigger than
the number of WPD-HOG-P features, which greatly increases
the computational complexity. Moreover, because the traditional
HOG feature extraction method only contains single-scale image
information, the features extracted cannot fully express the
information of the face image.

6. EXPERIMENTS

6.1. Face Data Sets Introduction
In this article, ORL and FERET face sets are used for experiments.
Details of both sets are shown in Table 3.

The ORL face set is one of the most widely used face sets,
consisting of 40 objects of different ages, genders and races. There
are 400 grayscale images, 10 images per person, image grayscale
of 256, image size of 92× 112. It also includes images of different
facial expressions, facial accessories, lights, and poses. The change
of the face is also within 20%. In the experiment, one of each
person’s 10 images is chosen as a training sample. The experiment
is repeated 10 times. Each time, a different sample from each
person is used as a training sample, and the remaining 9 images
are used as test samples. Therefore, the training set contains 40
original samples and the test set contains 360 samples.

TABLE 5 | Information of FERET set.

Test Test1 Test2 Test3

Image Posture Expression Illumination

position 2− 5th 6th 7th

Numbers 800 200 200

FERET face set selects 200 categories of objects, 7 images per
person, a total of 1,400. In the experiments, only one sample per
person is selected each time. The first frontal face image of each
person is selected as the training sample, and the other 6 images
belong to the test sample. Where, the 2 − 5th images per person
are the images changing posture, denoted as Test1; the 6th image
per person is the image that changes the expression, recorded
as Test2; the 7th image per person is the image that changes the
lighting and is recorded as Test3, as shown in Table 5.

Therefore, the original training set A contains a total of
200 samples, the test set Test1 has 800 samples, Test2 has 200
samples, and Test3 has 200 samples. The frontal face images of
200 people and their virtual samples constitute a training set of
2,000 samples E.

6.2. Experimental Design
The recognition performance is quantitatively evaluated by
the criterion of recognition rate. The feature dimension and
time consumption are used to evaluate the performance of
computational complexity quantitatively. The experiments are
repeated 10 times. Each result is an average of 10 times.

6.2.1. WPD-HOG Pyramid Feature Extraction Method
The proposed feature extraction method (marked as “WPD-
HOG-P”) is compared with the following three methods for the
effectiveness and noise robustness of face feature extraction.

(1) Benchmark 1: HOG feature. The traditional HOG feature
extraction method in [51] is the first benchmark.

(2) Benchmark 2: HOG pyramid(HOG-P) feature. The HOG
and image pyramid face recognition method proposed in
[40] is adopted as the second benchmark. First, an image
pyramid is built on the images, and then the HOG features of
all images in the pyramid are extracted. Finally, these HOG
features are concatenated together as the final features of the
HOG pyramid benchmark method.

(3) Benchmark 3: Convolutional Neural Network (CNN). CNN
can extract the deep features of the image. Here, the
CNN model includes two convolution layers and two sub-
sampling layers. Softmax function is adopted in the output
layer and 200 epochs are used to train the model.

In addition, in order to verify the noise robustness of the
proposed feature extractionmethod, some different types of noise
are added in the SSPP condition. There are two kinds of noise:
one is salt and pepper noise, and the other is Gaussian white
noise. In this experiment, salt and pepper have a noise intensity
of 0.1. There are two Gaussian white noises with zero mean and

Frontiers in Applied Mathematics and Statistics | www.frontiersin.org 11 April 2022 | Volume 8 | Article 869830

https://www.frontiersin.org/journals/applied-mathematics-and-statistics
https://www.frontiersin.org
https://www.frontiersin.org/journals/applied-mathematics-and-statistics#articles


Li et al. Face Recognition in Single Sample Per Person

0.01 and 0.1 variance respectively. One type of noise is added to
the ORL face image each time.

6.2.2. Virtual Sample Generation
In this article, the virtual samples are generated based on the
fusion of the NMF reconstruction method and three sample
expanding methods. The virtual samples generation procedure is
given in Section 4.

First, the performance comparison of virtual sample
reconstruction method based on NMF with different dimension
r is studied on ORL and FERET sets.

Then, the proposed virtual sample generation method
(marked as “NMF-MSB”) is compared with the following
four methods.

(1) Original: The training sample set is not extended. Feature
extraction and recognition are carried out directly on this set.
It is recorded as “original” in the experiments.

(2) Mirroring: The virtual sample by mirror transformation,
marked as A1, and original sample A are combined to form
a new training set B = {A,A1}. It is recorded as “Mirror” in
the experiments.

(3) Sliding Window: The virtual sample by sliding window,
marked as A2, are combined with A to form a new training
set C = {A,A2}. It is recorded as “Window” in the
experiments.

(4) Bit plane: A similar method is used to obtain the training set
D = {A,A3}, where A3 is generated by bit plane method. It
is recorded as “Bit.”

6.3. The Experiment of Feature Extraction
Method
(1) The recognition performance of the proposedWPD-HOG-P

feature extraction method.

A comparison of the recognition rates between our method and
the benchmark methods under four different noise conditions
is shown in Figure 12. It can be seen that, except Noise 2,
the recognition rates of our WPD-HOG-P feature extraction
methods are generally higher than that of the three benchmark
methods. The recognition rate of ourmethod is over 60%without
noise, which is improved by 8.5% compared to the HOGmethod,
by 6.03% to the HOG-P method, and a little less than the
CNN method. In Noise 1 situation, the recognition rate of our
method is improved by 11.63% compared to the HOG method,
by 5.75% to the HOG-P method, and by 6.98% to the CNN
method. In Noise 2 situation, the recognition performance of
our method is better than HOG and HOG-P methods, but poor
than CNN.

The reasons why our feature extraction method is
superior to the three benchmark methods are as follows:
(1) HOG method only extracts local features of the
image, while our WPD-HOG-P feature is a multi-scale
representation of the image, which combines global
and local features. It makes the extracted features have
stronger description ability and more abundant feature
information to face image. (2) Compared with the HOG
pyramid method, our method first uses WPD to preprocess

the image and remove interference information such
as noise, light, and expression change. It makes feature
expressions more compact. This is beneficial to improve
recognition performance.

(2) Noise robustness of proposed WPD-HOG-P feature
extraction method

Under the attack of salt and pepper noise, the
recognition rates of the proposed feature extraction
method in this article are compared in the case of
“Noise 1” under three benchmarks, as shown in
Figure 12. The results show that the WPD-HOG-P
feature extraction method proposed in this article has
the highest recognition rate among the four methods.
Compared with HOG, HOG pyramid, and CNN, the
recognition rates of the proposed method under salt
and pepper noise attack are increased by 11.63, 5.75, and
6.98%, respectively.

Under the attack of Gaussian noise, the recognition rates
of our method and three benchmark methods are compared
as shown in Figure 12 in the cases of “Noise 2” and “Noise
3.” Obviously, under different Gaussian noise conditions, the
recognition rates obtained by our method are all higher than
those obtained by three benchmark methods except the CNN
method in the case of “Noise 2.” When the Gaussian noise
variance is 0.01, the improvement of the recognition rate of the
proposed method than HOG and HOG-Pmethods is about 56.67
and 5.35%, but less than CNN about 5.59%. When the variance is
0.1, the recognition rate of our feature method is about 22.21%,
which is much higher than the three benchmarks.

To sum up, HOG features are easily disturbed by noise. Our
feature extraction method greatly improves the feature’s anti-
noise performance due to the use of WPD for denoising. In
addition, our feature extraction method removes high-frequency
sub-images susceptible to noise after WPD. Moreover, the multi-
scale representation of the image pyramid enhances the noise
resistance of the features.

FIGURE 12 | The recognition rate comparison of WPD-HOG-P with

benchmark methods in Single Sample Per Person (SSPP). WPD-HOG-P, the

proposed feature extraction method. Clear, no noise. Noise 1, salt and pepper

noise. Noise 2, Gaussian noise 1 (variance is 0.01) . Noise 3, Gaussian noise 2

(variance is 0.1).
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FIGURE 13 | The recognition rate and time consumption comparisons of

different r on ORL.

6.4. The Experiment of NMF Virtual Sample
Generation Method
6.4.1. The Influence of r-Value on Recognition Rate
The influence of different r-values on the recognition rate
in using NMF for ORL and FERET sets is studied in this
subsection. The goal is to find the best r-value for the two face
sets, respectively.

(1) The setting of parameter r on ORL set

In using the NMF reconstruction method on the ORL
set, parameter r is set from 10 to 80 with step 10 during
reconstruction. The average recognition rate and time
consumption comparisons of different r are shown in Figure 13.
It can be seen that the best average recognition rate is r = 50.
The rates are more than 68% when r is 40, 50, 70, and 80.
Apparently, the time consumption gradually increases when the
value r increases. Therefore, to ensure recognition performance,
the r-value needs to be set to an appropriate value. In this article,
it is set to r = 50.

(2) The setting of parameter r on FERET set

ORL face set only contain 40 objects, but FERET set contains 200
objects. It is much more than the number in ORL set. It means
the best value of r on FERET set should be much bigger than on
ORL set for getting prominent reconstruction images. The initial
r-value on FERET is set to 100. Then, the value of r is adjusted
from 100 to 500 with a step of 100.

The test sets of FERET include 3 different kinds (see section
6.1). The recognition rate and time consumption comparisons
are shown in Figure 14, where Av−R means the average
recognition rate of 3 test sets. The left vertical axis represents
the recognition rate and the right vertical axis represents
time consumption. Time consumption is obtained on the
environment with Intel(R) Core (TM) i5-2520M CPU, 6GB
RAM, Win7 OS, and MATLAB R2015b software. As we can see,
the rate is best when the r parameter is set to 400. Similarly, as r
increases, so does the time consumption.

6.4.2. Analysis and Discussion
Based on the above experimental results on both sets, we can
see that the virtual sample generation method based on NMF
reconstruction theory has the following characteristics:

FIGURE 14 | The recognition rate and time consumption comparisons of

different r on FERET.

(1) The recognition rates of both sets increase with an increase
in r. However, when r is large enough, the recognition
rates decrease. This is because when the r-value is too
small, the reconstructed image contains too little face
information, which cannot effectively represent the face
image; if the r-value is too large, the reconstructed image
contains too much redundant information and auxiliary
interference. Therefore, the value of r should be set to an
appropriate value.

(2) The more samples the face set contains, the larger the r-value
is. It can be seen that, for the ORL set with the sample size
of 400, the optimal value is r=50. For the FERET set with
the sample size of 1,400, the optimal r-value is 400. This is
because NMF is performed on all samples in the training set.
Feature extraction is closely related to all training samples,
and these samples are not independent. Therefore, when the
number of training samples increases, the optimal r-value
also increases accordingly.

(3) The larger the r-value is, the more time it takes to reconstruct
the image. It can be seen from the experimental results in
Figures 13, 14 that the image reconstruction time increases
with an increase in r-value. In image reconstruction, r is
the number of base images of the non-negative matrix
W, that is, the feature dimension of H. The larger the r-
value is, the more complex and time-consuming the image
reconstruction will be.

6.5. Experiments on Proposed NMF-MSB
Virtual Sample Generation Method
The recognition rate comparison between the proposed NMF-
MSB virtual sample generation method and the benchmark
methods on the ORL set is shown in Figure 15. It can be seen
that the proposed NMF-MSB method has a better recognition
rate than all the benchmark methods. The mirror transformation
method is the second-best of all, with a recognition rate of
about 66%. The recognition rates based on original, sliding
window, and bit plane methods are close to each other. The
grid search method is further used to adjust the SVM classifier
parameters of all methods except the original set, and the cross-
validation method is used to reduce the overfitting of the model.
It can be seen that, compared with the non-optimized SVM, the
recognition rate of our NMF-MSB method is improved by about
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FIGURE 15 | The recognition rate comparison of the NMF-MSB method with

benchmark methods on ORL.

FIGURE 16 | The recognition rate comparison of the NMF-MSB method with

benchmark methods on FERET.

5%, still maintaining the best recognition rate, and the mirror
transformation method still is the second best.

For the FERET dataset, the recognition rate comparison
between the proposed NMF-MSB virtual sample generation
method and the benchmark methods is shown in Figure 16. We
can see that the recognition rate of the proposed NMF-MSB
virtual sample generation method is about 2–11% higher than
that of the benchmark methods, before grid search optimization
of SVM. Compared with non-optimized SVM, the recognition
rate of Mirror, Window, and Bit methods are improved by
less than 1%, and the optimization effect is not significant.
The proposed NMF-MSB virtual sample generation method
improves the recognition rate by about 5% because it has
more training samples. The performance of the proposed virtual
sample generation method is verified.

From the experimental results of ORL and FERET face
data sets, it can be seen that the proposed method combined
the advantages of three sample expansion methods: mirror
transformation, window sliding, and bit plane. It is beneficial
to improve the robustness of the virtual samples to the changes
of posture, expression, and illumination. The virtual samples

generated by sliding window and bit plane methods are further
dealt with mirror transformation. The images after mirror
transformation contain more information than the original
single sample image so that the original sample information
can be fully utilized. The non-negative constraint of NMF
enhances the representation ability of face image. By setting an
appropriate r-value, NMF makes the face information contained
in the reconstructed image more compact and less redundant,
which lays a good foundation for subsequent feature extraction
and recognition.

6.6. Non-parametric Tests
The non-parametric test is a statistical test that makes
weaker assumptions about data distribution than tests based
on normal distribution or other statistical tests such as t-
test. Non-parametric tests are performed in this subsection
to reveal the statistical differences between our method and
benchmark methods.

The Wilcoxon test and Friedman test are two typical non-
parametric tests [52]. They are utilized in our experiments.
For the Wilcoxon test, the Wilcoxon sign rank test is
mainly concerned.

The initial hypothesis of all tests is that “There is no significant
difference in the overall distribution between the two methods.”
Wilcoxon signed rank test can give h and p-values to test the

TABLE 6 | Results of Wilcoxon and Friedman tests.

Scenario Our work Benchmark Wilcoxon test Friedman

test

h-value p-value p-value

HOG-P 1 0.002 0.005

WPD-HOG-P HOG 1 0.002 0.005

Clear CNN 0 0.2324 0.7264

HOG-P HOG 1 0.0176 0.0029

CNN 1 0.0039 0.0018

HOG-P 1 0.002 0.0029

WPD-HOG-P HOG 1 0.002 0.005

Noise 1 CNN 0 0.0781 0.0377

HOG-P HOG 1 0.0156 0.0153

CNN 0 0.6953 0.4884

HOG-P 1 0.0039 0.0056

WPD-HOG-P HOG 1 0.002 0.005

Noise 2 CNN 1 0.002 0.0005

HOG-P HOG 1 0.002 0.005

CNN 1 0.002 0.0005

HOG-P 1 0.0039 0.005

WPD-HOG-P HOG 1 0.002 0.005

Noise 3 CNN 1 0.002 0.0018

HOG-P HOG 1 0.002 0.004

CNN 1 0.0137 0.0358

Mirror 1 0.0009 0.0377

Virtual sample generation NMF-MSB Sliding 1 0.0009 0.0005

Bit plane 1 0.0009 0.0005
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difference between the two methods, where p-value represents
the probability that the two median values are equal. If p-value
is close to 0, the initial hypothesis is called into question. In this
case, the difference between the two methods is significant and
the hypothesis can be rejected. If h = 0, it indicates that the
difference between the two methods is not significant; otherwise,
h = 1 indicates a large difference between the two methods.
For the Friedman test, if the p-value is less than 0.05, then
the initial hypothesis is invalid, otherwise, it means the original
hypothesis is valid. Table 6 shows the test results of our methods
and benchmark methods.

As can be seen, the p values of the results tested by the
two methods are both very low, indicating that our WPD-
HOG-P feature extraction method is significantly different from
all the benchmark feature extraction methods. The recognition
performance of the WPD-HOG-P feature extraction method is
close to CNN for both p = 0.2324 and h = 0, and the result
of Friedman is much more than 0.05. We can get similar results
from Figure 12.

We also compare the differences of HOG-P with CNN and
HOG methods. The results mean that, compared to HOG-
P and CNN methods, the HOG feature extraction method
also has significant differences with them in face recognition
performance. However, in Noise 1, the p-values between HOG-
P and CNN in the two tests are far greater than 0.05, indicating
that there is no significant difference between the two methods in
this case.

7. CONCLUSION

In this article, sample expansion and feature extraction
methods are addressed for solving the SSPP challenge. For
sample expansion method, this article proposes an NMF-MSB
virtual samples generating method which combines mirror
transformation, sliding window, and bit plane methods as
well as NMF. For the feature extraction method, this article
proposes a WPD-HOG-P method that combines WPD, HOG
feature, and image pyramid methods together to effectively
represent face images. Experimental results on ORL and FERET
face sets show that the proposed NMF-MSB method not only

makes full use of the traditional advantages of three sample
expansion methods but also improves the robustness of face to
the pose, expression, and illumination changes by combining
with the NMF reconstruction method. The improvement of
recognition rate and the reduction of time computation verify
the good advantages of the proposed WPD-HOG-P feature
extraction method.

However, the proposedmethods still have some shortcomings.
While enriching the training samples, the computational
complexity will also increases especially when the size of
the face set is large, it will take a lot of time. Moreover,
the recognition rates of all experiments are not so high
enough. The reason is that this article mainly studies
the generation of virtual samples and feature extraction
methods, but does not carry out model optimization,
which is also the main aspect to improve the recognition
performance. This paper only uses the classical support
vector machine algorithm to construct the recognition
model, and does not study its optimization strategy for face
recognition.
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