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Editorial on the Research Topic
Machine Learning in Natural Complex Systems

For many decades, scientists strive to develop intelligent machines to reproduce or improve human
intelligent actions. Machine Learning (ML), a research branch of artificial intelligence, aims to
learn and simulate specific intelligent human actions and has been applied to a large variety of
artificial and natural systems. At first glance, it is tempting to automize solving complex problems
by machines. Specifically, in ML this is done by learning features of a data training data set, i.e.,
learning hidden relations in the data. Since the learned patterns and the subsequent prediction is
based on the training set, the success of ML heavily depends on the training data. This renders
the application of ML to natural systems rather challenging, since natural systems’ dynamics are
complex, and the training data set has to reflect the diverse dynamics. Typically, this renders
the data set huge in size and thus such methods apply well to so-called Big Data. Examples for
applications are visual pattern recognition, language processing and signal processing. Moreover,
ML techniques compete with model approaches, which have built-in relations between system
elements and which do not depend on specific training sets. In certain research fields, such as
meteorology, system models and corresponding techniques are already so powerful that a benefit of
ML is still unclear. However, recent techniques combine ML and models to achieve the best insight
into the dynamics of systems. The present Research Topic collects work from a large variety of
research fields on natural complex systems and provides a good up-to-date overview of the field
of ML.

An important percentage of ML applications focuses on classification of datasets. In medical
science, a combination of different data types has proven to improve patient classification and
prediction. In Zhu et al., the authors have shown that a deep learning classification of both patient
and radiograph variables allow to predict osteonecrosis and thus may prevent its aggravation at an
early stage. Similarly, Xue et al. shows that the combination of diverse patient variables, such as level
of cholesterol and patient age, permits to predict pulmonary complications after gastrointestinal
surgery by ML techniques. The latter studies demonstrate that ML techniques permit predictions in
patients with a very high success rate. In line with this approach, Liu G. et al. reviews ML techniques
for epilepsy detection in electroencephalographic signals (EEG). Such latter techniques involve the
additional complexity of a temporal sequence in the data compared to the temporally static data in
the studies mentioned earlier. The authors of Liu J. et al. also consider EEG signals and demonstrate
how to classify emotions by ML techniques. A different application is considered in Peng et al.
considering observed time series in a meteorological model. Here, the authors successfully find
relationships between the climate variables using ML on the basis of precipitation observations.
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Although classification tasks play an important role in current
ML research, existing ML techniques may also serve as tools
to achieve a different research goal. For instance, Wang et al.
shows how ML techniques may assist to learn time-dependent
neural activity in order to understand better the relation of
neural activity to behavior. ML may also help to understand
complex systems on the basis of incomplete observations. Herzog
et al. demonstrate how to complete sparsely sampled mechanical
cardiac dynamics to predict electric heart activity by employing
a dynamical model. The combination of ML techniques and
mathematical models, as in this latter work, is especially powerful
and promises to boost theoretical models of complex systems.
This is shown nicely as well in Kigure, where the author
demonstrates a numerical speed-up in a computational fluid
dynamics model by employing ML.

In recent years, experimental observation techniques have
been improved and are providing more and more data with
increased temporal and spatial resolution. This progress demands
advanced analysis techniques. For instance, today it is possible to
observe neural activity in brain tissue by electrode grids with a
high spatial resolution. Since the corresponding observed time
series are correlated by virtue of the increased resolution, Geddes
et al. propose a new data analysis technique for multivariate
signals to extract novel underlying dynamic features. However,
an improved temporal resolution of observations also requests
improved analysis techniques that take into account multiple
time scales. To this end, Manneschi et al. propose an extended
reservoir computing technique to better learn computationally
observed time series. Moreover, new observational data may also
exhibit sparse dynamics that represents an important challenge
to existing ML techniques. Nascimento et al. investigates how
various sparse dynamics models can be combined with a
graphical approach on the basis of EEG data to retrieve valuable
insights into the brain’s network connectivity. These latter data
evolve on a certain grid in space and/or time and may be used to
identify hidden patterns of functional and effective connectivity
of brain networks. However, this is more difficult in other data,
such as the temporally-changing positions of single objects in an
environment. The authors Fromreide and Hansen address such
data and present a method to predict the motion of moving
ships. They demonstrate how to introduce movement patterns
dependent on the land/sea environment.

In data analysis, a first step identifies data properties which
are then examined in subsequent steps. In order to extract
knowledge from a dataset and learn more about the system
under study, it may be beneficial to look for structural patterns
in the data. For instance, certain symmetries in datasets may
immediately indicate pieces of redundant information and
permit a simplifying dimensionality reduction. Capobianco
addresses this issue and argues that data symmetries may enhance
ML performance. Moreover, it may be promising to define novel
similarity measures in life science data which are adapted to the
respective data type (e.g., genetic sequences, chromosome data or
chemical structure formulas). In Miinch et al., the authors present
strategies and concepts how to employ data-driven similarity
measures in ML.

In conclusion, the Research Topic Machine Learning in
Natural Complex Systems showcases the powerful impact of ML
on the study of complex systems and the enormous potential
this approach holds for gaining further knowledge about the
complexities of their dynamics. We trust that the readers will
enjoy these articles as much as we did and hope that the
collection will help generate further discussion and inspire
further discoveries.

AUTHOR CONTRIBUTIONS

All authors listed have made a substantial, direct, and intellectual
contribution to the work and approved it for publication.

Conflict of Interest: The authors declare that the research was conducted in the
absence of any commercial or financial relationships that could be construed as a
potential conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated organizations, or those of
the publisher, the editors and the reviewers. Any product that may be evaluated in
this article, or claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Copyright © 2022 Hutt, Griining, Hansen, Hartung and Robeva. This is an open-
access article distributed under the terms of the Creative Commons Attribution
License (CC BY). The use, distribution or reproduction in other forums is permitted,
provided the original author(s) and the copyright owner(s) are credited and that the
original publication in this journal is cited, in accordance with accepted academic
practice. No use, distribution or reproduction is permitted which does not comply
with these terms.

Frontiers in Applied Mathematics and Statistics | www.frontiersin.org

March 2022 | Volume 8 | Article 869999


https://doi.org/10.3389/frai.2021.618372
https://doi.org/10.3389/fams.2020.616584
https://doi.org/10.3389/frai.2021.670208
https://doi.org/10.3389/fams.2020.00041
https://doi.org/10.3389/fams.2020.616658
https://doi.org/10.3389/fnsys.2020.527757
https://doi.org/10.3389/fphy.2021.656296
https://doi.org/10.3389/fams.2020.00023
https://doi.org/10.3389/fams.2020.553000
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/applied-mathematics-and-statistics
https://www.frontiersin.org
https://www.frontiersin.org/journals/applied-mathematics-and-statistics#articles

	Editorial: Machine Learning in Natural Complex Systems
	Author Contributions


