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The evolution of resource
distribution, slow di�usion, and
dispersal strategies in
heterogeneous populations
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Population di�usion in river-ocean ecologies and for wild animals, including birds,

mainly depends on the availability of resources and habitats. This study explores

the dynamics of the resource-based competition model for two interacting

species in order to investigate the spatiotemporal e�ects in a spatially distributed

heterogeneous environment with no-flux boundary conditions. The main focus

of this study is on the di�usion strategy, under conditions where the carrying

capacity for two competing species is considered to be unequal. The same

growth function is associated with both species, but they have di�erent migration

coe�cients. The stability of global coexistence and quasi-trivial equilibria are also

studied under di�erent conditions with respect to resource function and carrying

capacity. Furthermore, we investigate the case of competitive exclusion for various

linear combinations of resource function and carrying capacity. Additionally, we

extend the study to the instance where a higher migration rate negatively impacts

population growth in competition. The e�cacy of the model in the cases of

one- and two-dimensional space is also demonstrated through a numerical study.

AMS subject classification 2010: 92D25, 35K57, 35K50, 37N25, 53C35.
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1. Introduction

The study of spatial effects in a heterogeneous environment for two competing or

cooperating species provides a vital tool for use in population ecology that is well-

suited to capturing real-world phenomena for geographies with different attributes. The

reaction-diffusion equations [1–6] are typically and widely used as a model of spatial effect

incorporating parameters such as local growth rate, dispersal rate, and carrying capacity,

whichmay vary over time and space. These reaction-diffusion equations have been improved

continuously to enhance their ability to explain real-world situations. In practice, many

biological events show that population density and the dynamics of population behaviors are

greatly affected by the reaction and diffusion terms of the model. For population dispersion,

not only is the diffusion speed relevant, but the strategy by which species diffuse in nature

is also a vital issue that has recently become a critically important element of in-depth

analysis. In the implementation of diffusion models, numerous dispersal strategies have

appeared in models using biological particles; these strategies should be specified for species’

improved survival. In a model with regular diffusion terms, when resources are distributed
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unequally or in the case of a non-constant carrying capacity, a non-

feasible system may appear when very high levels of migration are

observed from a location with higher per-capita available resources

to a less fruitful region. Moreover, the ideal free distribution has

been approximated in [7] for a spatially dispersed population.

This exhibits a property of diffusion toward the direction of

improved fitness to produce a stable equilibrium that can be

expected to represent a solution in a temporally fixed but spatially

heterogeneous environment. However, any individual deviation

from the ideal population distribution will reduce the fitness of the

species. The fitness pattern is presented in Figure 1.

The concepts of different diffusion strategies, predator–prey

systems, nutrient–phytoplankton systems with toxic effects on

phytoplankton, and pest control are often closely connected to

the creation and diffusion of knowledge and the technological

evolution of society. For more advanced work on the dynamics

of species management, see [8, 9]. Additionally, in most scenarios,

resources are not unlimited and environmental conditions are not

optimal. Population growth may be resisted by environmental

resources due to issues like food, climate, water availability, and

others. Naturally, species tend to move toward superior locations

in terms of food, safety, or any other survival instinct. Thus,

they do not simply diffuse randomly; instead, they choose to

migrate to attain a better existence. Along with the aforementioned

observation, Braverman and Braverman [10] were the first

to introduce the notion of carrying-capacity–driven diffusion,

inspired by the selection of optimal harvesting strategies, which

have major biological significance. The stability properties of

the model were first studied in [11] with logistic-type growth.

In this type of diffusion strategy, the diffusive transport of the

population is considered proportional to the gradient of population

density per unit capacity instead of simply the population density.

The advantage of the carrying-capacity–driven diffusion strategy

relative to classical diffusion in terms of completion was initially

delineated in [12] considering logistic growth, and further explored

in [13] for a wide variety of growth functions. The latest

modification to species migration strategy was first introduced in

2016 by Braverman and Kamrujjaman in [14, 15] and is known as

the resource-based diffusion strategy. Under this type of diffusion

strategy, species diffuse according to their respective resource-

based dispersal function, in which the diffusive movement of

species is considered proportional to the gradient of population

density per unit resource rather than simply to carrying capacity.

Compared to random diffusion, the main advantage of using this

type of diffusion is that its solution coincides with the ideal free

distribution under certain conditions with respect to carrying

capacity and resource function. In this context, we can mention

several fields studied on the basis of a single species: for example,

studies of grazing animal populations [16], invasive weeds or plants

like Solanum carolinense in Europe [17], or North American Prairie

duck [18]; these studies were conducted in the experimental field,

and the experimental results show that the dispersion of these

species is directed toward the area of higher per-capita available

resources. Similar observations will be noted when considering a

pair of species in a heterogeneous environment.

It is most significant for the dynamics of two competing

populations to examine how the density of one organism or species

changes relative to others in space and time to survive under

this competitive scenario. In a competition, the main possible

outcomes are that both species triumph or one survives as the

other goes extinct. Additionally, in ecology, operating under some

instinct, both species may leave the area in a competition that

yields neither extinction nor coexistence. For a historical discussion

of the proposed models, readers are referred to [2, 7, 12, 13,

15, 19–22]. It should also be mentioned that lower diffusion

rates were favored by [2] in a heterogeneous environment, since

the authors found that the fitness levels of species differ only

according to their dispersal rate, and population growth falls as

the diffusion coefficient increases. Accordingly, in our study, the

results of [2] have been extended to a scenario where the strategy

of dispersion is the same for both species, rather than random,

which is dissimilar from [11]. This paper focuses on estimating

the possible benefits to a species adopting a strategy based on

the availability of resources, in contrast with the well-established

study of other diffusion strategies. We also examine the significance

of higher diffusion and intrinsic growth rates in a heterogeneous

environment for two competing species. These are the central

facets of our interest in studying a pair of species with various

resource distributions. See additionally [23], where a single-species

population was studied by considering Gilpin-Ayla growth and

harvesting; this study was mostly concerned with diffusion strategy,

migration coefficient, and harvesting. The present, in contrast,

study explores population distribution under an approach that

has many applications in various areas of ecology and economics;

readily applicable examples are applications in river and ocean

ecology relating to observations of the seasonal behaviors of various

species, including wild animals and winter birds. Three critical

issues are primarily considered: (i) diffusion strategies for scenarios

in which the competing species have equal and unequal carrying

capacities; (ii) slow dispersal effects; and (iii) resource distributions,

with corresponding demonstrations for each issue. Additionally,

we demonstrate that there are certain evolutionary advantages

of employing a carrying-capacity- and resource-based diffusion

strategy despite classical diffusion.

The main findings of the present study are as follows:

1. We study the global existence of solutions to the competition

model by considering two main ecological settings: Case I,

in which the carrying capacities of the interacting species are

unequal, and Case II, in which carrying capacity is equal with

different diffusion strategies. We find effects of diffusion speed

as well as interactions between resources and capacity function.

2. For unequal carrying capacity, if the first species follows

a carrying-capacity–driven diffusion strategy while the other

adopts resource-based diffusion, then the first species always

survives in competition in cases of an equal intrinsic growth

rate. We also observe that more resource consumption by the

species with the greater carrying capacity will drive the one with

the lower capacity to extinction in the competition.

3. When both species adopt the same resource-based diffusion

strategy, the species that consumes more, with a higher carrying

capacity ratio, is guaranteed to survive in the competition.

4. In addition, in cases of the same diffusion strategy, a species

that diffuses slowly has an evolutionary advantage compared to
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FIGURE 1

Population densities under (2.1) for (A) coexistence signature, and (B) extinction vs. survival.

others; this extends the result of [2] to resource-based diffusion.

We find that a higher diffusion coefficient is unconducive to

sustained competition.

5. In cases of species with different proportions of carrying

capacity and intrinsic growth rates, coexistence is also evident.

In this situation, the species’ elevated growth rate is noted,

incorporating a higher proportion of the available resources in

competition.

6. When the carrying capacity of both species is equal, we study

the case of competitive exclusion as an abbreviation of carrying

capacity and one of the resource functions for which the globally

stable semi-trivial equilibrium is observed to obtain.

7. We also present some numerical results for both one- and two-

dimensional cases. As we know, the theory does not give any

idea of the shape of the non-zero equilibrium profiles, which we

explore numerically.

8. We show via numerical computation that the existence of a state

of coexistence is also possible due to the influence of migration

coefficients. Intrinsic growth rates can also play an important

role in sustaining both species in competition.

9. Furthermore, for the case of time-periodic parameters,

numerical results suggest the existence of a time-periodic state

with the same period.

The manuscript is organized as follows. A description of the

mathematical model is provided in Section 2. Section 3 describes

the results of the model in terms of the existence and uniqueness

of solutions for non-negative and non-trivial initial conditions;

these results also justify the positivity of the solution. A coexistence

analysis and quasi-trivial equilibriumwith some preliminary results

for the case of unequal carrying capacity that are applicable in the

remainder of the discussion are presented in Section 4. Moreover,

Section 4 also presents the main results and proof of the study:

the global existence of an equilibrium for competitive exclusion

and coexistence analysis for Ku 6≡ Kv. Section 5 considers

the competitive exclusion of population for the case of Ku ≡
Kv with some auxiliary results. Section 6 presents a numerical

simulation and illustrates the application of this study for ecological

implementations. The numerical computation for the case of two

spatial dimensions is presented in Section 6.1 in the form of contour

plots for both space- and time-dependent functions. This is highly

novel to our study; it captures the ecological impact of this study

in a more biologically feasible way and justifies the theoretical

underpinnings of the main result through numerical assertion.

Finally, Section 7 provides a summary and discussion of the model

presented in this study.

2. Mathematical model

In our model, we consider the two species [notionally,

u(t, x) and v(t, x)] as a competitive system, isolated and spatially

distributed in a heterogeneous environment. Here, u(t, x) and

v(t, x) represent the population densities of two striving species,

each undergoing diffusion under similar resource-based diffusion

strategies while the most troubling situation for them is when

they fight for the same fundamental resources. The dispersal

strategies of the species are also considered to stipulate two positive

distribution functions with different carrying capacity proportions;

i.e., the system considers the carrying capacities of the competing

species to be dissimilar, with no-flux/zero Neumann boundary

conditions contemplated through the domain boundary. The

use of homogeneous Neumann boundary conditions represents

a scenario in which (i) the populations are isolated in a

closed area and there is no movement across the boundaries

of this area, and (ii) spatial immigration is compensated

through emigration to the domain. Under these assumptions, the

corresponding competitive model with homogeneous Neumann

boundary conditions associated with positive and non-trivial initial

conditions is defined as follows:


























∂u
∂t = d11

(

u(t,x)
M(x)

)

+ r1(x)u(t, x)
(

1− u+v
Ku(x)

)

, t > 0, x ∈ ω,

∂v
∂t = d21

(

v(t,x)
N(x)

)

+ r2(x)v(t, x)
(

1− v+u
Kv(x)

)

, t > 0, x ∈ ω,

n · ∇
(

u(t,x)
M(x)

)

= n · ∇
(

v(t,x)
N(x)

)

= 0, x ∈ ∂ω,

u0(x) = u(0, x), v0(x) = v(0, x), x ∈ ω.

(2.1)
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We assume that Ku > 0, Kv > 0; these expressions represent

the carrying capacity of the environment for the corresponding

species, where ri > 0, i = 1, 2 are the intrinsic growth rates, and

M,N are the species resource functions. All fall within the class of

C1+α(ω), where ω is an open non-empty isolated bounded domain

in R
n with ∂ω ∈ C2+α , and 0 < α < 1 for any x ∈ ω, which means

that r1(x), r2(x),Ku(x),Kv(x),M(x), and N(x) are all positive in an

open non-empty sub-domain of ω. Here, d1 > 0 and d2 > 0 are

the migration rates that describe the corresponding dispersal rates

of each species. The range of the solutions to (2.1) corresponds to

the set p1 × p1, which is determined by the corresponding upper

and lower solutions.

Suppose u∗ and v∗ are the stationary solutions of the first and

second equation corresponding to (2.1) when only one species

survives, so that the semi-trivial equilibria (u∗, 0) and (0, v∗) satisfy

d11

(

u∗(x)

M(x)

)

+ r1(x)u
∗
(

1−
u∗

Ku(x)

)

= 0,

x ∈ ω, n · ∇
(

u∗

M

)

= 0, x ∈ ∂ω; (2.2)

d21

(

v∗(x)

N(x)

)

+ r2(x)v
∗
(

1−
v∗

Kv(x)

)

= 0,

x ∈ ω, n · ∇
(

v∗

N

)

= 0, x ∈ ∂ω. (2.3)

Model (2.1) is a specimen of a monotone dynamical system

[5, 24, 25]. That is, when the zero equilibrium is not stable, no

coexistence equilibrium occurs for the system (2.1), and one of the

semi-trivial equilibria is also unstable, the remaining semi-trivial

equilibrium solution will be globally asymptotically stable; on the

other hand, if both semi-trivial equilibria are unstable, then (2.1)

possesses at least one stable coexistence equilibrium.

Resource-based competition model (2.1), with unequal

carrying capacities and intrinsic growth rates, is a prevalent

ecological model for inter-specific competition that captures the

reality observed in nature. Many organisms follow our stated

types of diffusion strategy, such as grazing animals [16], marine

organisms [26], zooplankton-like protozoa, and wild birds (owls,

sparrows, etc., and all kinds of winter birds).

For further analysis, it is also convenient to substitutew = u(t,x)
M(x)

and z = v(t,x)
N(x)

, respectively. Then, system (2.1) is reduced to















































∂w(t,x)
∂t =

(

d1
M(x)

)

1w+ r1(x)w
(

1− M
Ku

w− N
Ku

z
)

,

t > 0, x ∈ ω,
∂z(t,x)

∂t =
(

d2
N(x)

)

1z + r2(x)z
(

1− M
Kv
w− N

Kv
z
)

,

t > 0, x ∈ ω,

n · ∇w = n · ∇z = 0, x ∈ ∂ω,

w0(x) = w(0, x), z0(x) = z(0, x), x ∈ ω.

(2.4)

The model then reduces to a couple of equations with

classical diffusion through smooth and positive space-dependent

coefficients d1
M(x)

and d2
N(x)

. Next, we analyze the existence,

uniqueness, and positivity of solutions to the system (2.4). To do

this, we initially confine our observations to a model that represents

the action of the system for a single species and for a pair of species.

3. Existence, uniqueness, and positivity
of solution

Consider the following directed diffusion model with

homogeneous Neumann boundary and positive initial conditions:







∂u
∂t = d11

(

u(t,x)
M(x)

)

+ r1(x)u
(

1− u
Ku(x)

)

, t > 0, x ∈ ω,

n · ∇
(

u
M

)

= 0, x ∈ ∂ω, u0(x) = u(0, x), x ∈ ω.

(3.1)

Existence and uniqueness results for species u in the form of the

Equation (3.1) are well-established for Ku = M in [13, 20, 27],

indicating that the system (3.1) has a unique and stable positive

solution. According to [5, 13, 20, 24, 27] the proof of the following

Lemma can proceed in the same way as far asM ≡ Ku orM 6≡ Ku.

Lemma 1. [20, 27] For any u0(x) ≥ 0 in ω and u0(x) 6≡ 0 in

some open and bounded sub-domain ωl ⊂ ω, there is a unique

solution u(t, x) of model (3.1) and it is positive. If M(x)
Ku(x)

≡ Constant,

then u∗(x) = Ku(x) is the only solution of (3.1), and as t → ∞
the solution converges to Ku(x), otherwise u

∗(x) is different from

Ku(x).

Similarly, we can construct the existence and uniqueness result for

the species v.

The system (2.1) is an example of a monotone dynamical

system [15, 28, 29]. According to [1, 13, 15], the system has a unique

and positive solution for Ku = Kv = K. The same procedure can

be applied to (2.1), which affords the existence and uniqueness of a

solution for a coupled system of the Equation (2.1).

Theorem 1. [13] Let u0(x) and v0(x) be non-negative on ω. Then

for any u0(x), v0(x) ∈ C(ω), the system (2.1) has a unique solution

(u, v). Furthermore, if (u0(x), v0(x)) is non-trivial and non-negative,

then for any T > 0, both u(t, x) > 0 and v(t, x) > 0.

In the next section, we express the result based upon the

stability of all steady-state solutions of the model (2.1), which are

two semi-trivial equilibria (u∗, 0) and (0, v∗), in which only a single

species persists, as well as a coexistence state (u∗, v∗), in which

both species coexist in the same environment, and finally the trivial

equilibrium (0, 0), in which both species leave the area due to

competition. The stated results are for the monotone dynamical

system that originated in [5]; for the system (2.1), we use a

modification in the form previously described in [20] [see [20],

Theorem 09, pp. 73 for more details], since system (2.1) follows

a monotone dynamical system. Additionally, a few preliminary

consequences for the existence of an equilibrium are presented in

Section 4.

4. Steady state and global analysis:
case I, Ku 6≡ Kv

For further analysis of system (2.1), we have extended the

following three auxiliary results (to be applied in completing the

following discussion), which are already established in [12–15], for

Ku = Kv = K.
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Lemma 2. [13–15] Suppose M(x),N(x),Ku(x) 6≡ Kv(x) are non-

constant and r1(x) ≡ r2(x) ≡ r(x). If M
Ku

≡ Constant, while
N
Ku

6≡ Constant and N
Kv

6≡ Constant or Ku > Kv in a non-empty

open domain x ∈ ω, then a unique and positive stationary solution

(0, v∗) to (2.1) occurs, so that
∫

ω

r(x)Ku

(

1−
v∗

Ku

)

dx > 0. (4.1)

Lemma 3. [13–15] Assume that (uc, vc) is a positive steady state

solution of system (2.1), and Ku > Kv, so that uc + vc 6≡ Ku; then

∫

ω

r(x)Ku(x)

(

1−
uc + vc

Ku

)

dx > 0.

Lemma 4. The zero equilibrium (0, 0) of themodel (2.1) is unstable

and repelling.

The proof is available in [12, 13], so we have omitted it here.

Next, we examine our key results for the system 2.1 by

inspecting the stability of two semi-trivial or quasi-trivial equilibria,

namely (u∗, 0) and (0, v∗), that occur when a single species endures

alone, as well as a coexistence equilibrium (u∗, v∗), which is a

neither quasi-trivial nor trivial equilibrium that satisfies u∗(x) >

0, v∗(x) > 0. If M(x) = Ku(x) and N(x) = Kv(x), then the semi-

trivial equilibria will converge to (Ku, 0), and (0,Kv). However,

we also confirm that, in this case, the species that survives in the

competition will always be the one adopting a carrying-capacity–

driven diffusion strategy. After considering all these possibilities,

we prove our main results.

Lemma 5. Assume that the functions M(x),N(x),Ku(x), Kv(x) are

non-constant and r1(x) ≡ r2(x) ≡ r(x). If Ku ≥ Kv for all x ∈ ω,

and M
Ku

≡ Constant while N
Ku

6≡ Constant or N
Kv

6≡ Constant or

Ku(x) > Kv(x) in a non-empty, bounded, and open domain ω, then

no coexistence state (uc, vc) of the system (2.1) will exist.

Proof. We are now interested only in cases where Ku(x) > Kv(x),

because the result for Ku(x) ≡ Kv(x) was already established in [13]

for all x ∈ ωl ⊆ ω. First, let us speculate to the contrary that there

prevails a strictly positive equilibrium state (uc, vc) of (2.1), and we

will prove that this assumption leads to a contradiction. Under this

assumption, the solution (uc, vc) satisfies



























d11
(

uc(x)
M(x)

)

+ r(x)uc

(

1− uc(x)+vc(x)
Ku(x)

)

= 0, x ∈ ω,

n · ∇
( uc
M

)

= 0, x ∈ ∂ω.

d21
(

vc(x)
N(x)

)

+ r(x)vc

(

1− uc(x)+vc(x)
Kv(x)

)

= 0, x ∈ ω,

n · ∇
( vc
N

)

= 0, x ∈ ∂ω.

(4.2)

Adding the first two equations in (4.2), integrating over ω, and

applying the Neumann boundary conditions, we obtain:

∫

ω

r(x)uc

(

1−
uc + vc

Ku

)

dx+
∫

ω

r(x)vc

(

1−
uc + vc

Kv

)

dx = 0.

(4.3)

Since Ku > Kv, it follows that
(

1− uc+vc
Kv

)

<

(

1− uc+vc
Ku

)

. Thus,

(4.3) implies:

∫

ω

r(x)
(

uc(x)+ vc(x)
)

(

1−
uc + vc

Ku

)

dx > 0. (4.4)

Now, (uc + vc)

(

1−
uc + vc

Ku

)

= Ku

(

1−
uc + vc

Ku

)

+

(uc + vc − Ku)

(

1−
uc + vc

Ku

)

.

Multiplying by r(x) and integrating the above inequality over ω

gives:

∫

ω

r(x)Ku

(

1−
uc + vc

Ku

)

dx >

∫

ω

r(x)
(uc + vc − Ku)

2

Ku
dx > 0

Therefore,

∫

ω

r(x)Ku

(

1−
uc + vc

Ku

)

dx > 0, (4.5)

which is only valid if uc + vc 6≡ Ku(x). Hence, we need to consider

the above two cases for Ku(x) > Kv(x).

Case 1:When uc + vc ≡ Ku(x), wc = uc
M satisfies 1wc = 0, x ∈ ω,

∇wc = 0; and therefore, by the Maximum Principle [30], we have

wc ≡ Constant.

This implies that uc
M ≡ Constant, so uc ≡ cmKu such that vc =

Ku − cmKu = (1 − cm)Ku, which is constant only when cm = 1,

since Ku(x) is variable.

Case 2: Thus, we have to impose only one condition when uc+vc 6≡
Ku(x) or Ku > Kv in some non-empty open domain. Examine the

following eigenvalue problem:

d11

(

φ

M

)

+ r(x)φ

(

1−
uc + vc

Ku

)

= σφ, x ∈ ω,

n · ∇(
φ

M
) = 0, x ∈ ∂ω.

Following from the fact of variational characterization of

eigenvalues [[5], Theorem 2.1], its principal eigenvalue is conferred

by

σ1 = sup
φ 6=0,φ∈W1,2

∫

ω

−d1

∣

∣∇
(

φ
M

)∣

∣

2
dx+

∫

ω

r(x)

(

φ2

M(x)

)

(

1− uc+vc
Ku

)

dx

∫

ω

(

φ2

M(x)

)

dx
. (4.6)

Upon substituting φ = M(x), and using (4.5), we obtain:

σ1 ≥

∫

ω

r(x)Ku

(

1− uc+vc
Ku

)

dx

∫

ω

Ku(x)dx
> 0.

However, (wc, zc) is a steady state solution of (2.1); ws satisfies

d11wc + r(x)wcKu(x)

(

1−
M

Ku
wc −

N

Ku
zc

)

= 0, x ∈ ω,

∇wc = 0, x ∈ ∂ω.

and is therefore a positive principal eigenfunction of (4.6) along

with principal eigenvalue 0. This contradicts σ1 > 0, which

concludes the proof.
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Lemma 6. Suppose the functionsM(x),N(x),Ku(x),Kv(x) are non-

constant and r1(x) ≡ r2(x) ≡ r(x). If Ku ≥ Kv for all x ∈ ω,

and M
Ku

≡ Constant while N
Ku

6≡ Constant or N
Kv

6≡ Constant or

Ku(x) > Kv(x) in a non-empty, bounded, and open domain ω, then

(0, v∗) is unstable for the system (2.1).

Proof. Taking the linearization of (2.1) over (0, v∗) for the case

Ku > Kv, we obtain:

∂u

∂t
= d11

( u

M

)

+ r(x)u

(

1−
v∗

Ku

)

, t > 0, x ∈ ω,

∂v

∂t
= d21

( v

N

)

+ r(x)v

(

1−
2v∗

Kv

)

− rv∗
u(t, x)

Ku(x)
, t > 0, x ∈ ω;

and studying the associative eigenvalue problem of the equation u,

d11

(

φ

M

)

+ r(x)φ

(

1−
v∗

Ku

)

= σφ, x ∈ ω,

n · ∇
(

φ

M

)

= 0, x ∈ ∂ω. (4.7)

The quasi-trivial equilibrium (0, v∗) will not be stable if the

principal eigenvalue is positive. Next, considering (4.7): according

to [5] (Theorem 2.1), the principal eigenvalue is stated by

σ1 = sup
φ 6=0,φ∈W1,2

∫

ω

−d1
∣

∣∇
(

φ
M

)

∣

∣

2
dx+

∫

ω

r(x)
(

φ2

M(x)

)

(

1−
v∗

Ku

)

dx

∫

ω

(

φ2

M(x)

)

dx
.

upon substituting φ = M(x) and using (4.1) from Lemma 2 for

Ku > Kv we obtain:

σ1 ≥

∫

ω

r(x)Ku

(

1− v∗

Ku

)

dx

∫

ω

Kudx
> 0.

Thus, σ1 > 0, which concludes the proof.

Theorem 2. Suppose the functions M(x),N(x),Ku(x), Kv(x) are

non-constant and r1(x) ≡ r2(x) ≡ r(x). If Ku ≥ Kv for all x ∈ ω,

and M
Ku

≡ Constant while N
Ku

6≡ Constant or N
Kv

6≡ Constant or

Ku(x) > Kv(x) in a non-empty, bounded, and open domain ω, then

(Ku, 0) of (2.1) is globally asymptotically stable.

Proof. According to Lemma 4, (0, 0) is a repeller. By Lemma 5, no

coexistence equilibrium exists for the system (2.1); additionally, by

Lemma 6, (0, v∗) is unstable as far as Ku > Kv. Therefore, for a

strong monotone dynamical system [15, 28, 29], the other quasi-

trivial equilibrium (Ku, 0) is globally asymptotically stable.

Similarly, under the assumption of Lemma 6 with M(x)
Ku(x)

6≡
Constant as well as M(x)

Kv(x)
6≡ Constant while N(x)

Kv(x)
≡ Constant, and

for Ku < Kv in a non-empty open domain, we can establish that

(u∗, 0) is also unstable.

The following remark follows the proof of Theorem 2.

Remark 1. Suppose the functions M(x),N(x),Ku(x), Kv(x) are

non-constant and r1(x) ≡ r2(x) ≡ r(x). If Ku ≤ Kv for all x ∈ ω,

and N
Kv

≡ Constant while M
Ku

6≡ Constant or M
Kv

6≡ Constant or

Ku(x) < Kv(x) in a non-empty, bounded, and open domain ω, then

(0,Kv) of (2.1) is globally asymptotically stable.

Similar results are presented in Appendix A for the case of

Ku 6≡ Kv, when both resource functions are proportional to

their respective carrying capacity. At this point, we have identified

the global existence of competitive exclusion, considering cases of

unequal carrying capacity while other parameters are fixed.

Remark 2. Suppose the functionsM,Ku,Kv are constant and r1 ≡
r2 ≡ r, d1 ≡ d2 ≡ d, while M

Ku
≡ Constant and N(x)

Kv
6≡ Constant.

Then, for Ku > Kv and Ku < Kv in an open, bounded, and

non-empty domain x ∈ ω, one of the semi-trivial equilibria is

globally asymptotically stable. However, for Ku ≡ Kv, a coexistence

equilibrium is possible.

Lemma 7. Suppose M(x)
Ku(x)

6≡ Constant, N(x)
Kv(x)

6≡ Constant, and

Ku(x),Kv(x) are non-constant. If Ku(x) ≥ Kv(x) for some non-

empty open domain x ∈ ω and r1(x) ≡ r2(x) ≡ r(x), then for

fixed r(x), there exists such d∗ that for d1 < d∗, the quasi-trivial

equilibrium (0, v∗) of (2.1) is not stable.

Proof. Assuming that the eigenvalue problem associates to the

foremost equation of (2.1) around (0, v∗), we have:

d11

(

φ

M

)

+ r(x)φ

(

1−
v∗

Ku

)

= σφ, x ∈ ω,

n · ∇
(

φ

M

)

= 0, x ∈ ∂ω. (4.8)

According to [5] (Theorem 2.1), the principal eigenvalue of (4.8) is

given by

σ1 = sup
φ 6=0,φ∈W1,2

∫

ω

−d1
∣

∣∇
(

φ
M

)

∣

∣

2
dx+

∫

ω

r(x)
(

φ2

M(x)

) (

1− v∗

Ku

)

dx

∫

ω

(

φ2

M

)

dx
.

(4.9)

(0, v∗) will not be stable if we can execute such a φ that the

expression of the right-hand side is positive. Since Ku > Kv, from

Lemma 2 we obtain
∫

ω

r(x)Ku

(

1− v∗

Ku

)

dx > 0.

Taking φ =
√
Ku(x)M(x), and using the fact for linearly

independent M,Ku and N,Kv, let P : =
∫

ω

rKu

(

1− v∗

Ku

)

dx > 0;

then, we achieve from (4.9):

−
∫

ω

d1
∣

∣∇

(

√

Ku

M

)

∣

∣

2
dx+

∫

ω

r(x)Ku

(

1−
v∗

Ku

)

dx

= −
∫

ω

d1
∣

∣∇

(

√

Ku

M

)

∣

∣

2
dx+ P > 0,

unless Ku
M ≡ Constant, when

d1 < d∗ : = P





∫

ω

∣

∣∇

(

√

Ku

M

)

∣

∣

2
dx





−1

,

which concludes the proof.

Lemma 8. Suppose M(x)
Ku(x)

6≡ Constant, N(x)
Kv(x)

6≡ Constant, and

Ku(x),Kv(x) are non-constant. If Ku(x) ≥ Kv(x) for some non-

empty open domain x ∈ ω and r1(x) ≡ r2(x) ≡ r(x), then for

fixed r(x), there exists such d∗ that for d1 < d∗, no coexistence

equilibrium (uc, vc) of (2.1) exists.
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Proof. We initially suppose that there exists a coexistence

equilibrium (uc, vc) such that (uc, vc) satisfies the system (2.1) as



























d11
(

uc(x)
M(x)

)

+ r(x)uc

(

1− uc(x)+vc(x)
Ku(x)

)

= 0, x ∈ ω,

n · ∇
( uc
M

)

= 0, x ∈ ∂ω.

d21
(

vc(x)
N(x)

)

+ r(x)vc

(

1− uc(x)+vc(x)
Kv(x)

)

= 0, x ∈ ω,

n · ∇
( vc
N

)

= 0, x ∈ ∂ω.

(4.10)

Next, adding both the equations of (4.10), integrating over ω, and

applying the Neumann boundary conditions, we obtain:

∫

ω

r(x)uc

(

1−
uc + vc

Ku

)

dx+
∫

ω

r(x)vc

(

1−
uc + vc

Kv

)

dx = 0.

(4.11)

Since Ku > Kv, we have from (4.11):

∫

ω

r(x) (uc + vc)

(

1−
uc + vc

Ku

)

dx > 0, (4.12)

which is only possible if uc + vc 6≡ Ku. Now we must impose only

the case where uc + vc 6≡ Ku or Ku > Kv in x ∈ ω.

Consider the associate eigenvalue problem

d11

(

φ

M

)

+ r(x)φ

(

1−
uc + vc

Ku

)

= σφ, x ∈ ω,

n · ∇
(

φ

M

)

= 0, x ∈ ∂ω. (4.13)

Its principal eigenvalue is obtained according to [5] (Theorem 2.1)

as

σ1 = sup
φ 6=0, φ∈W1,2

∫

ω

−d1
∣

∣∇
(

φ
M

)

∣

∣

2
dx+

∫

ω

r(x)
(

φ2

M

) (

1− uc+vc
Ku

)

dx

∫

ω

(

φ2

M

)

dx
,

(4.14)

and it will be unstable if there appears such φ that the expression

of the right-hand side is positive. Holding φ =
√
KuM

for linearly independent M,N,Ku, Kv, if we also let Q : =
∫

ω

r(x)Ku

(

1− uc+vc
Ku

)

dx > 0, we obtain from (4.14):

−
∫

ω

d1
∣

∣∇

(

√

Ku

M

)

∣

∣

2
dx+

∫

ω

r(x)Ku

(

1−
uc + vc

Ku

)

dx

= −
∫

ω

d1
∣

∣∇

(

√

Ku

M

)

∣

∣

2
dx+ Q > 0,

unless Ku
M ≡ Constant, when

d1 < d∗ : = Q





∫

ω

∣

∣∇

(

√

Ku

M

)

∣

∣

2
dx





−1

,

which concludes the proof.

For a strong monotone dynamical system [15, 28, 29], for Ku >

Kv, the following outcome is sketched by Lemma 4, Lemma 7, and

Lemma 8.

Theorem 3. Let M(x)
Ku(x)

6≡ Constant and N(x)
Kv(x)

6≡ Constant, while

M(x),N(x),Ku(x),Kv(x) are non-constant and r1(x) ≡ r2(x) ≡
r(x). If Ku(x) ≥ Kv(x) for some open, non-empty, and bounded

domain ω, then for fixed d2 and r(x) there exists d∗ such that

d1 < d∗ and the quasi-trivial state (u∗, 0) of (2.1) is globally

asymptotically stable.

The following remark follows the proof of Theorem 3.

Remark 3. Let M(x)
Ku(x)

6≡ Constant and N(x)
Kv(x)

6≡ Constant, while

M(x),N(x),Ku(x),Kv(x) are non-constant and r1(x) ≡ r2(x) ≡
r(x). If Ku(x) ≤ Kv(x) for some open, non-empty, and bounded

domain ω, then for fixed d1 and r(x), there exists d∗ such that

d2 < d∗ and the quasi-trivial state (0, v∗) of (2.1) is globally

asymptotically stable.

5. Steady state and global analysis:
case II, Ku ≡ Kv ≡ K

Let u∗ and v∗ be the steady-state solutions corresponding to the

first and second equation in (2.1) for the single species model:

d11

(

u∗(x)

M(x)

)

+ r1(x)u
∗
(

1−
u∗

K(x)

)

= 0, x ∈ ω,

n · ∇
(

u∗

M

)

= 0, x ∈ ∂ω, (5.1)

d21

(

v∗(x)

M(x)

)

+ r1(x)v
∗
(

1−
v∗

K(x)

)

= 0, x ∈ ω,

n · ∇
(

v∗

N

)

= 0, x ∈ ∂ω, (5.2)

respectively. We now present some auxiliary statements for the

equal resource distribution that justify the results in [13]. This

means when Ku ≡ Kv ≡ K, here we consider r1(x) ≡ r2(x) ≡ r(x).

Lemma 9. [13] Suppose N(x) 6≡ Constant, K(x) 6≡ Constant, and
N(x)
K(x)

6≡ Constant. If the positive solution of (5.2) is v∗, then

∫

ω

r(x)K

(

1−
v∗

K

)

dx > 0. (5.3)

Lemma 10. [13] SupposeM(x) 6≡ Constant, K(x) 6≡ Constant, and
M(x)
K(x)

6≡ Constant. If the positive solution of (5.1) is u∗, then

∫

ω

r(x)M

(

u∗

K
− 1

)

dx > 0. (5.4)

Lemma 11. [14, 22] Suppose M(x)
K(x)

6≡ Constant and N(x)
K(x)

6≡
Constant, while M(x),N(x),K(x) are non-constant and r1(x) ≡
r2(x) ≡ r(x). If K(x) = αM + βN for some α > 0, β > 0

in ω, then the coexistence state (uc, vc) of system (2.1) is globally

asymptotically stable.

Lemma 12. Suppose M(x)
K(x)

6≡ Constant and N(x)
K(x)

6≡ Constant, while

M(x),N(x),K(x) are non-constant and r1(x) ≡ r2(x) ≡ r(x). If

M(x) = αK + βN for some α > 0, β > 0 with αK,βN < M(x) in

ω, then (0, v∗) of (2.1) is not stable.
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Proof. Considering the eigenvalue problem in (2.1) for the first

equation around (0, v∗) with the usual boundary conditions, we

obtain:

d11

(

φ

M

)

+ r(x)φ

(

1−
v∗

K

)

= σφ, x ∈ ω,

n · ∇
(

φ

M

)

= 0, x ∈ ∂ω. (5.5)

The principal eigenvalue of (5.5) is defined as in [5] (Theorem 2.1),

giving:

σ1 = sup
φ 6=0,φ∈W1,2

∫

ω

−d1
∣

∣∇
(

φ
M

)

∣

∣

2
dx+

∫

ω

r(x)
(

φ2

M

) (

1− v∗

K

)

dx

∫

ω

(

φ2

M

)

dx
.

(5.6)

Choosing φ = M(x) such that for M(x) = αK + βN we obtain

using (5.3) and (5.4):

σ1

∫

ω

Mdx ≥
∫

ω

rM

(

1−
v∗

K

)

dx,

now,

∫

ω

rM

(

1−
v∗

K

)

dx =
∫

ω

r(αK + βN)

(

1−
v∗

K

)

dx

= α

∫

ω

rK

(

1−
v∗

K

)

dx

+ β

∫

ω

rN

(

1−
αv∗

M − βN

)

dx

> α

∫

ω

rK

(

1−
v∗

K

)

dx

+ β

∫

ω

rN

(

1+
αv∗

βN

)

dx,

whereM(x) = αK+βN, and for positiveM(x),N(x), r(x) with β >

0, M(x) − βN(x) > −βN(x). Therefore, the principal eigenvalue

is positive, as the foremost term is positive by Lemma 9 and the

second term is non-negative, so σ1 > 0.

Lemma 13. Suppose M(x)
K(x)

6≡ Constant and N(x)
K(x)

6≡ Constant, while

M(x),N(x),K(x) are non-constant and r1(x) ≡ r2(x) ≡ r(x). If

M(x) = αK + βN for some α > 0, β > 0 with αK,βN < M(x)

in ω, then no coexistence equilibrium (uc, vc) for the system (2.1)

holds.

Proof. First, suppose to the contrary that there exists a strictly

positive coexistence equilibrium (uc, vc) of (2.1), such that the

solution (uc, vc) satisfies



























d11
(

uc(x)
M(x)

)

+ r(x)uc

(

1− uc(x)+vc(x)
K(x)

)

= 0, x ∈ ω,

n · ∇
( uc
M

)

= 0, x ∈ ∂ω.

d21
(

vc(x)
N(x)

)

+ r(x)vc

(

1− uc(x)+vc(x)
K(x)

)

= 0, x ∈ ω,

n · ∇
( vc
N

)

= 0, x ∈ ∂ω.

(5.7)

Adding the first two equations in (5.7), and integrating over

the domain ω, while also applying the homogeneous Neumann

boundary conditions,

∫

ω

r (uc + vc)

(

1−
uc + vc

K

)

dx = 0

⇒
∫

ω

rK

(

1−
uc + vc

K

)

dx =
r

K
(K − uc − vc)

2 dx > 0,

unless uc + vc 6≡ K.

So, we have
∫

ω

r(x)K

(

1−
uc + vc

K

)

dx > 0. (5.8)

Thus we have two cases:

Case 1: For uc + vc ≡ K(x), by the Maximum Principle[30],

wc ≡ Constant and zc ≡ Constant on ω in (2.1) where uc
M = wc

and vc
N = zc. Therefore,

uc + vc ≡ K

⇒ Mwc + Nzc ≡
1

α
(M − βN).

Thus, wc = 1/α, and zc = −
(

β
α

)

, which is a contradiction, since

vc > 0.

Case 2: For uc + vc 6≡ K(x), taking the eigenvalue problem

d11

(

φ

M

)

+ r(x)φ

(

1−
uc + vc

K

)

= σφ, x ∈ ω,

n · ∇
(

φ

M

)

= 0, x ∈ ∂ω,

according to [5] (Theorem 2.1), the corresponding principal

eigenvalue is stated as

σ1 = sup
φ 6=0,φ∈W1,2

∫

ω

−d1
∣

∣∇
(

φ
M

)

∣

∣

2
dx+

∫

ω

r(x)
(

φ2

M(x)

)

(

1− uc+vc
K

)

dx

∫

ω

(

φ2

M(x)

)

dx
. (5.9)

Upon substituting φ = M(x), and forM(x) = αK + βN, we have:

∫

ω

r(x)M

(

1−
uc + vc

K

)

dx

=
∫

ω

r(x)(αK + βN)

(

1−
uc + vc

K

)

dx

> α

∫

ω

rK

(

1−
uc + vc

K

)

dx+ β

∫

ω

rN

(

1+
uc + vc

Nβ

)

dx.

For the last integral, we have M(x) = αK + βN > 0 and

M(x) − βN(x) > −βN(x) for non-negative N(x); and, using

(5.8), the first term of the last integral is positive. Hence, the

eigenvalue σ1 is positive for non-negative N(x), r(x) and β > 0.

However, the equilibrium solution (uc, vc) of (2.1) gives the positive

eigenfunction with 0 eigenvalues, which is contradictory with σ1 >

0. Therefore, no coexistence equilibrium (uc, vc) exists.
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The following Theorem follows Lemma 4, Lemma 12, and

Lemma 13, since according to Lemma 12, the quasi-trivial

equilibrium (0, v∗) is not stable; by Lemma 13, no coexistence

equilibrium (uc, vc) exists for the combined effect of spatial

functions; and Lemma 4 is also still valid.

Theorem 4. Suppose M(x)
K(x)

6≡ Constant and N(x)
K(x)

6≡ Constant, while

M(x),N(x),K(x) are non-constant and r1(x) ≡ r2(x) ≡ r(x). If

M(x) = αK + βN, for some α > 0, β > 0 with αK,βN < M(x) in

ω, then (u∗, 0) of system (2.1) is globally asymptotically stable.

Following a similar procedure to Lemma 12 and Lemma 13, and

also to Lemma 4, if N(x) = αK + βM, for some α > 0, β > 0 with

αK,βM < N(x) in ω and for non-constant M(x),N(x), and K(x),

we obtain the following remark.

Remark 4. Suppose M(x)
K(x)

6≡ Constant and N(x)
K(x)

6≡ Constant, while

M(x),N(x),K(x) are non-constant and r1(x) ≡ r2(x) ≡ r(x). If

N(x) = αK+βM, for some α > 0 and β > 0 with αK,βM < N(x)

in ω, then (0, v∗) of system (2.1) is globally asymptotically stable.

Lemma 14. Suppose thatM(x) ≡ N(x) satisfying N(x)
K(x)

6≡ Constant

for x ∈ ω, and M(x),N(x),K(x) are non-constant and r1(x) ≡
r2(x) ≡ r(x). If d1 > d2, then the problem (2.1) has no coexistence

state (uc, vc).

Proof. We initially suppose that there exists (uc, vc) such that

(uc, vc) satisfies the system (2.1) as



























d11
(

uc(x)
M(x)

)

+ r(x)uc

(

1− uc(x)+vc(x)
K(x)

)

= 0, x ∈ ω,

n · ∇
( uc
M

)

= 0, x ∈ ∂ω.

d21
(

vc(x)
M(x)

)

+ r(x)vc

(

1− uc(x)+vc(x)
K(x)

)

= 0, x ∈ ω,

n · ∇
( vc
M

)

= 0, x ∈ ∂ω.

(5.10)

Consider the eigenvalue problem of (5.10):



























d11
(

φ

M(x)

)

+ r(x)φ
(

1− uc(x)+vc(x)
K(x)

)

= σφ,

n · ∇
(

φ
M

)

= 0, x ∈ ω.

d21
(

8
M(x)

)

+ r(x)8
(

1− uc(x)+vc(x)
K(x)

)

= σ8,

n · ∇
(

8
M

)

= 0, x ∈ ω.

(5.11)

Taking the principal eigenvalues of the first equation of (5.11)

according to [5] (Theorem 2.1), we have

σ 1 = sup
φ 6=0, φ∈W1,2

∫

ω

−d1
∣

∣∇
(

φ
M

)

∣

∣

2
dx+

∫

ω

r(x)
(

φ2

M

)

(

1− uc+vc
K

)

dx

∫

ω

(

φ2

M

)

dx
,

(5.12)

and taking the principal eigenvalues of the second equation of

(5.11) in a similar way,

σ1 = sup
86=0, 8∈W1,2

∫

ω

−d2
∣

∣∇
(

8
M

)
∣

∣

2
dx+

∫

ω

r(x)
(

82

M

)

(

1− uc+vc
K

)

dx

∫

ω

(

82

M

)

dx
.

(5.13)

Since (uc, vc) is the steady-state solution of (5.10), uc satisfies the

first equation of (5.10):

d11
(uc

M

)

+ ruc

(

1−
uc + vc

K

)

= 0, x ∈ ω,

n · ∇
(uc

M

)

= 0, x ∈ ∂ω,

and so, from the eigenvalues problem (5.11), a positive principal

eigenfunction corresponds to the principal eigenvalues σ 1 ≡ 0.

Now, from (5.12),

−
∫

ω

d1
∣

∣∇
(uc

M

)

∣

∣

2
dx+

∫

ω

r(x)

(

u2c
M(x)

)(

1−
uc + vc

K

)

dx = 0.

(5.14)

Substituting 8 = uc in (5.13) and using (5.14), we obtain:

∫

ω

−d2
∣

∣∇
(uc

M

)

∣

∣

2
dx+

∫

ω

r(x)

(

u2c
M(x)

)(

1−
uc + vc

K

)

dx

= (d1 − d2)

∫

ω

∣

∣∇
(uc

M

)

∣

∣

2
dx

+
∫

ω

r(x)

(

u2c
M(x)

)(

1−
uc + vc

K

)

dx− d1

∫

ω

∣

∣∇
(uc

M

)

∣

∣

2
dx

= (d1 − d2)

∫

ω

∣

∣∇
(uc

M

)

∣

∣

2
dx

+



−d1

∫

ω

∣

∣∇
(uc

M

)

∣

∣

2
dx+

∫

ω

r(x)

(

u2c
M(x)

)(

1−
uc + vc

K

)

dx





= (d1 − d2)

∫

ω

∣

∣∇
(uc

M

)

∣

∣

2
dx+ 0 > 0,

unless uc
M(x)

≡ Constant. If uc
M ≡ C, then uc + vc ≡ K on ω. So,

vc = K −MC. Replacing vc = K −MC in the second equation of

(2.1) on ω implies:

0 = d21

[

K −MC

N

]

= d21

(

K

N

)

forM ≡ N, which contradicts N(x)
K(x)

6≡ Constant in the hypothesis of

this Lemma. Hence, the principal eigenvalue σ1 > 0. Additionally,

vs satisfies

d21

(

vc

M(x)

)

+r(x)vc

(

1−
uc + vc

K(x)

)

= 0, n·∇
( vc

M

)

= 0, x ∈ ω,

and hence the positive principal eigenfunctions of the second

equation of (5.11) correspond to principal eigenvalues σ1 ≡ 0. This

proves that there is no (uc, vc).

Lemma 15. Suppose thatM(x) ≡ N(x) satisfying N(x)
K(x)

6≡ Constant

for x ∈ ω, and M(x),N(x),K(x) are non-constant and r1(x) ≡
r2(x) ≡ r(x). Then, for d1 > d2, the semi-trivial state (u∗, 0) of

(2.1) is not stable.

Proof. Consider the eigenvalue problem of (2.1) about (u∗, 0) for

the second equation with boundary conditions:

d21

(

φ

M(x)

)

+r(x)φ

(

1−
u∗

K(x)

)

= σφ, n·∇
(

φ

M

)

= 0, x ∈ ω.

(5.15)
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FIGURE 2

Contour plots for (2.1) with N = 1.8+ sin(πx) sin(πy), r1 ≡ r2 ≡ 1.0, d1 ≡ d2 ≡ 1.0, (u0, v0) = (0.5, 1.75) on ω = (0, 1)× (0, 1) for (A, B)

Ku = M = (3.2+ cos(πx) cos(πy)) > Kv = (1.6+ cos(πx) cos(πy)), and (C, D) Ku = Kv = M = 3.2+ cos(πx) cos(πy).

The principal eigenvalues of (5.15) are given, according to [5]

(Theorem 2.1), by:

σ1 = sup
φ 6=0,φ∈W1,2

∫

ω

−d2
∣

∣∇
(

φ
M

)

∣

∣

2
dx+

∫

ω

r(x)
(

φ2

M(x)

) (

1− u∗

K

)

dx

∫

ω

(

φ2

M(x)

)

dx
.

(5.16)

Since (u∗, 0) is a solution, we obtain the following:

d11

(

u∗

M

)

+ru∗
(

1−
u∗

K

)

= 0, x ∈ ω, n·∇
(

u∗

M

)

= 0, x ∈ ∂ω.

(5.17)

Thus, u∗ is the positive principal eigenfunction of (5.17), which

corresponds to zero eigenvalues of the problem. Integrating (5.17)

over the domain and applying the boundary conditions, we obtain:

∫

ω

−d1
∣

∣∇
(

u∗

M

)

∣

∣

2
dx+

∫

ω

r

(

u∗2

M

)

(

1−
u∗

K

)

dx = 0. (5.18)

Substituting φ = u∗ in (5.16), we obtain:

σ1 ≥

∫

ω

−d2
∣

∣∇
(

u∗

M

)

∣

∣

2
dx+

∫

ω

r(x)
(

u∗2

M

) (

1− u∗

K

)

dx

∫

ω

(

u∗2

M

)

dx
. (5.19)

However, using (5.18) implies that

∫

ω

−d2
∣

∣∇
(

u∗

M

)

∣

∣

2
dx+

∫

ω

r(x)

(

u∗2

M(x)

)

(

1−
u∗

K

)

dx

= (d1 − d2)

∫

ω

∣

∣∇
(

u∗

M

)

∣

∣

2
dx

+



−d1

∫

ω

∣

∣∇
(

u∗

M

)

∣

∣

2
dx+

∫

ω

r(x)

(

u∗2

M(x)

)

(

1−
u∗

K

)

dx





= (d1 − d2)

∫

ω

∣

∣∇
(

u∗

M

)

∣

∣

2
dx+ 0 > 0,

unless u∗

M 6≡ Constant. If u∗

M ≡ C1 then we obtain from

(5.18) ru∗
(

1− u∗

K

)

= 0; this implies that u∗ ≡ K ≡ C1M,
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FIGURE 3

Contour plots for (2.1) with N = 1.8+ cos(πx) cos(πy), r1 ≡ r2 ≡ 1.0, d1 ≡ d2 ≡ 1.0, (u0, v0) = (0.5, 1.75) on ω = (0, 1)× (0, 1) for (A, D)

Ku = M = 3.2 > Kv = 2.6, (B, E) Ku = Kv = M = 3.2, and (C, F) Ku = M = 3.2 < Kv = 4.0.

FIGURE 4

Equilibrium population densities for (2.1) with N = 1.8+ sin(πx) sin(πy), d1 ≡ d2 ≡ 1.0, (u0, v0) = (1.75, 0.5) when r1 = 1.0 >> r2 = 0.01 on

ω = (0, 1)× (0, 1) for (A) Ku = M = (1.6+ cos(πx) cos(πy)) < Kv = (3.2+ cos(πx) cos(πy)), and (B) Ku = M = (3.2+ cos(πx) cos(πy)) > Kv

= (1.6+ cos(πx) cos(πy)).

which contradicts the hypothesis of this Lemma that M is non-

proportional to K on ω. Hence, the principal eigenvalue σ1 is non-

negative. This suggests that (u∗, 0) is unstable, which concludes the

proof.

By Lemma 4, Lemma 14, and Lemma 15, the following results

can be confirmed.

Theorem 5. Suppose M(x) ≡ N(x) satisfying N(x)
K(x)

6≡ Constant for

x ∈ ω, andM(x),N(x),K(x) are non-constant and r1(x) ≡ r2(x) ≡
r(x). If d1 > d2, then (0, v

∗) of (2.1) is globally asymptotically stable.

Here we also note that, for the case of two species, Theorem 5

extrapolates the outcome of [2] to a more realistic pattern in terms

of diffusion strategy.
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FIGURE 5

Contour plots for (2.1) for Ku = M = (1.6+ cos(πx) cos(πy)) < Kv = (3.2+ cos(πx) cos(πy)), N = 1.8+ sin(πx) sin(πy), d1 ≡ d2 ≡ 1.0,

(u0, v0) = (1.75, 0.5); in (A, B) r1 = 1.0 >> r2 = 0.01, and in (C, D) r1 = 0.01 << r2 = 1.0 on ω = (0, 1)× (0, 1).

6. Numerical examples and
applications

The aim of this section is to present a series of numerical

examples illustrating population density profiles for different

diffusion strategies as well as different parametric values of

functions that complement the extinction of one species by

others, as well the coexistence of populations in competition.

Both temporal and spatial effects for the case of two spatial

dimensions are examined in Section 6.1. In the case of a time-

dependent function, which may occur due to seasonal change,

we display the average population density profile to indicate its

existence over the periodic state and present a snapshot contour

plot of population density during a period of the functions. In all

the examples, we consider the logistic growth function for two

interacting species with similar and dissimilar carrying capacities

and migration rates. To perform the numerical computation, we

employed the alternating-direction implicit (ADI) method with

uniform discretization in space and time as we advanced each

time step. The solution of the discretized system was regarded as

having converged when successive iterations were within 10−9 of

one another. We considered solutions to have converged to the

PDE solution when halving the space and time steps resulted in

solutions that were within 10−4 of each other at common grid

points. Although we could consider a more complex domain, we

selected a spatial domain of [0, 1]× [0, 1] for simplicity.

6.1. 2-dimensional space

This section presents a numerical investigation of the model for

two-dimensional cases, both in space and in time.

Example 1. Consider the functions Ku = M = (3.2 +
cos(πx) cos(πy)) > Kv = (1.6 + cos(πx) cos(πy)), with the

same diffusion coefficients and intrinsic growth rates, where the

species u follows the carrying-capacity–driven diffusion scheme

and the other diffuses according to resource distribution. From the

contour plots of Figures 2A, B, we observe that for cases of unequal

carrying capacity, the species which follows a carrying-capacity–

driven distribution will survive, and according to Theorem 2,

the value of u should tend to Ku, while the other species goes

to extinction. On the other hand, in Figures 2C, D, we observe

that for cases of equal carrying capacity, the population density
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FIGURE 6

Contour plots for (2.1) with Ku = M = 2.5+ sin(πx) cos(πy), d1 ≡ d2 ≡ 1.0, (u0, v0) = (0.5, 0.5), r1 ≡ r2 ≡ 1.0 on ω = (0, 1)× (0, 1) for (A, B)

Kv = N = 1.4+ 0.3 sin(πx) sin(πy), and (C, D) Kv = N = 3.0+ sin(πx) sin(πy).

FIGURE 7

Contour plots of (A) u, and (B) v for (2.1) with Ku = Kv = 0.5+ 0.3 sin(πx) sin(πy), M = 0.3+ 0.2 cos(πx) cos(πy), N = 0.4+ 0.3 cos(πx) cos(πy),

(u0, v0) = (0.5, 1.75), r1 ≡ r2 ≡ 1.0, d1 ≡ d2 ≡ 1.0 on ω = (0, 1)× (0, 1).
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FIGURE 8

Contour plots for (2.1) with M = 1.5+ cos(πx) sin(πy), N = 2.1+ sin(πx) cos(πy), d1 = 0.1, d2 = 1.0, (u0, v0) = (0.5, 0.5), r1 ≡ r2 ≡ 1.0 on

ω = (0, 1)× (0, 1) for (A, B) Ku = 2.5+ cos(πx) cos(πy) > Kv = 1.4+ cos(πx) cos(πy), and (C, D) Ku = Kv = 2.5+ cos(πx) cos(πy).

of u is higher. Furthermore, when Kv and N are randomly

selected, the population density of v is found to be very low

compared to that of u. Based on a diffusion strategy and carrying

capacity, the species can survive in competition. Partial sharing

of resources may cause the coexistence of populations when

both follow the same diffusion strategy. We observe that the

species with less efficient consumer carrying capacity goes to

extinction, while the higher consumers become the only survivors

of the battle.

Example 2. Consider the case of a homogeneous environment as

Ku = M = 3.2, d1 ≡ d2 = 1.0, r1 ≡ r2 = 1.0, for fixed

N = 1.8 + cos(πx) cos(πy), where in Figures 3A, D Ku = 3.2 >

Kv = 2.6, in Figures 3B, E Ku = Kv = 3.2, and in Figures 3C, F

Ku = 3.2 < Kv = 4.0.We find that when the carrying capacities are

homogeneous and do not depend on the spatial domain, for cases

of unequal carrying capacity, one of the semi-trivial equilibrium

solutions prevails; in contrast, for cases of equal carrying capacity,

scenario with coexistence of the competing species is observed, as

mentioned in Remark 2, which correlates with the case of space-

dependent carrying capacities, as shown in Figure 2. As we know,

carrying capacity is the key element for population growth. In

fact, a constant environment can be modeled in the laboratory

environment, such as by considering the yeast population in a

fixed jar. However, if resources are unevenly distributed over space,

spatial diffusion of the species can raise the equilibrium of the total

abundance of the population of the environment.

Example 3. We next consider the cases for Ku = M = (1.6 +
cos(πx) cos(πy)) < Kv = (3.2 + cos(πx) cos(πy)) with N =
1.8 + sin(πx) sin(πy), d1 ≡ d2 ≡ 1.0, (u0, v0) = (1.75, 0.5) on

ω = (0, 1) × (0, 1) when the intrinsic growth rates of the two

species are unequal. If we consider a case of competition between

a native and an invasive species, such that r1 >> r2 and vice versa,

then it is possible to establish additional theoretical results, since

the growth of the invasive population is very high. Here, Figure 4

represents equilibrium population density profiles under (2.1). We

observe in Figure 4A that when Kv and M are randomly selected,

carrying capacity also functions as an important factor that may

enable coexistence even in cases of unequal resource distribution

between the species. On the other hand, as shown in Figure 4B,

when Ku = M > Kv, we find that species u survives and tends

Frontiers in AppliedMathematics and Statistics 14 frontiersin.org

https://doi.org/10.3389/fams.2023.1157992
https://www.frontiersin.org/journals/applied-mathematics-and-statistics
https://www.frontiersin.org


Zahan et al. 10.3389/fams.2023.1157992

FIGURE 9

Contour plots for (2.1) with M = 1.6+ cos(πx) cos(πy), N = 1.5+ 0.3 cos(πx) cos(πy), Ku = Kv = K = 1.8+ 0.3 sin(πx) sin(πy), d1 ≡ d2 ≡ 1.0,

r1 ≡ r2 ≡ 1.0, (u0, v0) = (1.95, 0.9) on ω = (0, 1)× (0, 1) for (A, D) Ku = Kv = K = M+N, (B, E) M = K +N, and (C, F) N = K +M.

to Ku as t → ∞, while the other species v has a very low population

density that may go to extinction as time continues.

Example 4. We now consider Ku = M = (1.6 +
cos(πx) cos(πy)) < Kv = (3.2 + cos(πx) cos(πy)), with

N = 1.8 + sin(πx) sin(πy) where the diffusion coefficients are

same. Figure 5 presents contour plots for u and v for non-negative

initial values (u0, v0) = (1.75, 0.5), while u is distributed according

to per-capita carrying capacity and v follows a resource-based

diffusion strategy. We observe in Figures 5A, B that when

r1 = 1.0 >> r2 = 0.01, the population density of u is notably

higher compared to v, and coexistence may occur in cases of higher

r1 as compared to r2. We also observe that higher population

densities of u are found at the bottom-left and top-right corners,

while the population density of v is higher in the middle of the

contour domain, analogous to N. In contrast, when r1 << r2 and

Ku < Kv, due to the higher consumption of resources and greater

intrinsic growth rate, the population density of v is higher than

that of u; see Figures 5C, D.

Example 5. In the next example, we consider cases of unequal

carrying capacity while u and v diffuse according to Ku and Kv,

respectively, where Ku = M = 2.5 + sin(πx) cos(πy), d1 ≡ d2 ≡
1.0, (u0, v0) = (0.5, 0.5), r1 ≡ r2 ≡ 1.0 on ω = (0, 1) × (0, 1),

with Kv = N = 1.4 + 0.3 sin(πx) sin(πy) in Figures 6A, B, and

Kv = N = 3.0 + sin(πx) sin(πy) in Figures 6C, D. We observe

that, in all cases, the species which utilizes more resources survives,

and the other tends to extinction as time continues, which is

justified theoretically in Theorem A1 and Remark A1, respectively

(see Appendix). We also find that the population density of u is

higher in the bottom-middle region of the contour plot because

the values of Ku = M are higher in this region, whereas the

population density of v is higher at the center of the domain, as

in Kv = N.

Example 6. We now turn to the scenario in a numerical setting

where resources are limited and both populations are competing

for the same food sources in Figures 7A, B. Here, Ku = Kv =
0.5 + 0.3 sin(πx) sin(πy), M = 0.3 + 0.2 cos(πx) cos(πy), N =
0.4 + 0.3 cos(πx) cos(πy), (u0, v0) = (0.5, 1.75), r1 ≡ r2 ≡ 1.0,

d1 ≡ d2 ≡ 1.0.We find that coexistence only occurs when

both species use the resource-based approach to diffusion. This

shows that when two species share certain resources, competitive

exclusion can be avoided by using a more advantageous dispersal

strategy. However, the contour patterns for both u and vmimic the

resource functions, whose maximum and minimum are located at

the left and right bottom and top corners of the profile regime. In

our forthcoming work, the theoretical outcome of this finding will

be presented.

Example 7. Assume different non-constant carrying capacities,

unequal as in Figures 8A, B Ku = 2.5 + cos(πx) cos(πy) >

Kv = 1.4 + cos(πx) cos(πy), or equal as in Figures 8C, D Ku =
Kv = 2.5 + cos(πx) cos(πy), where M = 1.5 + cos(πx) sin(πy),
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FIGURE 10

Contour plots of u(t, x, y) for (2.1) with Ku = M = (2.1+ cos(πx) cos(πy))(1.1+ cos(t)) > Kv = (1.5+ cos(πx) cos(πy))(1.1+ cos(t)),

N = (2.0+ sin(πx) sin(πy))(1.2+ sin(t)), r1 ≡ r2 ≡ 1.0, d1 ≡ d2 ≡ 1.0, (u0, v0) = (0.5, 1.5) on ω = (0, 1)× (0, 1) at T = 13.8 for (A) T, (B) T + π
2
, (C) T + π ,

(D) T + 3π
2
, and (E) T + 2π .

N = 2.1 + sin(πx) cos(πy), d1 = 0.1, d2 = 1.0, (u0, v0) =
(0.5, 0.5), r1 ≡ r2 ≡ 1.0 on ω = (0, 1) × (0, 1). Here, both

species u and v diffuse according to their resource function, which is

non-proportional to carrying capacity. Here, the carrying capacity

of both species is more prominent in the left and right corners,

whereas more resources are found for u in the bottom-left and

middle-left regions of the domain and for v in the bottom-middle

region and right corner of the contour profile. Nevertheless, we

observe that in the case of slow diffusion of u, a higher population

density is found at the bottom-left and -right corners of the domain,

analogous to Ku. This means that, for small values of the diffusion

coefficient, the growth of the species depends on the carrying

capacity, and a species that undergoes slow diffusion relative to the

other will survive in the competition, as stated in Theorem 3; see

Figures 8A, B. In contrast, in Figures 8C, D, we observe that if the

carrying capacity of both species is equal, then if the species disperse

according to resource distribution, they may coexist with unequal

diffusion coefficients. It can also be noted that the population

density of u is higher in all cases than that of v, which demonstrates

that the species that diffuses slowly can survive in the long run

as time continues. As we know, when the species diffusion rate is

very high, members of the species have a very hard time finding

each other and sustaining the population. Under this scenario, it is

also difficult for them to protect one another through cooperative

defense. This results in notable decline in the species’ growth

in competition.

Example 8. Consider the case of M = 1.6 + cos(πx) cos(πy),

N = 1.5 + 0.3 cos(πx) cos(πy), Ku = Kv = K = 1.8 +
0.3 sin(πx) sin(πy), with equal diffusion coefficients and growth

rates for both species, where (u0, v0) = (1.95, 0.9). Here, in

Figures 9A, D we assume Ku = Kv = K = M + N and

we observe that coexistence occurrs; this is globally attractive,

as stated in Lemma 11, and is known as an ideal free pair.

Additionally, in Figures 9B, E we let M = N + K and observe

that the population density profile of u is higher compared to

that of v and the maximum population densities are found in

the middle region or along the saddle point of the contour plot

of u which confirms the global existence of (u∗, 0) as stated in

Theorem 4. Similarly, in Figures 9C, F we consider N = M +
K, for which a higher population density is observed found for

v, distributed symmetrically, and the population density of u is

found to be very low across the entire domain. This ensures

the global existence of (0, v∗), as defined in Remark 4, as time

continues. Here, in particular, we have focused on α = β =
1.0.

Next, we consider time-dependent functions to demonstrate

the existence of periodic solutions and also analyze the

model 2.1 for periodic as well as seasonal changes from an

ecological perspective.

Example 9. Figures 10A–E represents the periodic behavior of

density profiles for u by considering time-varying functions when
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FIGURE 11

Contour plots of v(t, x, y) for (2.1) with Ku = M = (2.1+ cos(πx) cos(πy))(1.1+ cos(t)) > Kv = (1.5+ cos(πx) cos(πy))(1.1+ cos(t)),

N = (2.0+ sin(πx) sin(πy))(1.2+ sin(t)), r1 ≡ r2 ≡ 1.0, d1 ≡ d2 ≡ 1.0, (u0, v0) = (0.5, 1.5) on ω = (0, 1)× (0, 1) at T = 7.1 for (A) T, (B) T + π
2
, (C) T + π , (D)

T + 3π
2
, and (E) T + 2π .

the carrying capacity of two species are unequal, as in Ku =
M = (2.1 + cos(πx) cos(πy))(1.1 + cos(t)) > Kv = (1.5 +
cos(πx) cos(πy))(1.1 + sin(t)), N = (2.0 + sin(πx) sin(πy))(1.2 +
sin(t)), with equal growth rates and diffusion coefficients for u

and v at T = 13.8. Here, for non-negative initial population

densities (u0, v0) = (1.95, 0.9), u disperses according to per-

capita carrying capacity, whereas v is distributed according to

its time-dependent resource availability function N. As we know,

population growth depends on natural resources, water supply,

climate change, land, etc. The population will not have access

to the same types of resources at all times during a given time

interval; as a result, their growth will not be similar everywhere

for a certain period. We notice that at T = 13.6 and T =
13.6+2π , the population density profiles represent identical values,

and the existence of a unique periodic solution is evident with

time growth, which ensures the existence of an attractive positive

periodic solution.

Example 10. As illustrated in Figure 10, consider the time-

dependent functions for Ku = M > Kv (noted in the caption to

Figures 11A–E) and N with d1 ≡ d2 ≡ 1.0 and r1 ≡ r2 ≡ 1.0.

We observed the periodic behavior of v at T = 7.1, which is

long enough for a time-periodic pattern to emerge. As species v

diffuses according to its time-dependent resource function N, the

maximum of the density profile is located at the center and is also

found to be very low compared to that of u, as stated in Theorem 2,

which ensures the global existence of (Ku, 0) as t → ∞.

Example 11. Assume time-dependent functions of the form M =
(1.7 + sin(πx) cos(πy))(1.1 + sin(t)) and N = (1.5 +
cos(πx) sin(πy))(1.2 + sin(t)), with d1 ≡ d2 ≡ 1.0, (u0, v0) =
(0.6, 0.6) on ω = (0, 1)× (0, 1), where the carrying capacity of both

species is considered to beKu = Kv = (2.5+cos(πx) cos(πy))(1.1+
sin(t)). In this case, we observe that there is scope for coexistence

in the case of unequal intrinsic growth rates, when the species

are distributed according to their available resource functions.

Additionally, in the contour plots, we note that for both r1 =
1.0 >> r2 = 0.01 and r1 = 0.01 << r2 = 1.0, the maximum

value of u is found in the middle of the bottom region, whereas

the maximum for v occurs in the left middle region of the contour

profiles. As for the case of relatively large and equal diffusion

coefficient values, the dispersion of species depends on the resource

function, as both species are diffusing in the direction of their

resource functions, which is evident in Figures 12A–D.

Example 12. Consider M = N = (1.5 + sin(πx) sin(πy))(1.1 +
cos(t)), r1 ≡ r2 ≡ 1.0 when the carrying capacities of u and v

are equal at Ku = Kv = (2.1 + cos(πx) cos(πy))(1.3 + cos(t))

and (u0, v0) = (0.6, 0.6) on ω = (0, 1) × (0, 1). We observe from

Figures 13A, B that, for fixed d1 = 1.0 when d2 = 0.1, species

v survives; it is also highlighted here that, for slow diffusion, the

growth of the population is dominated by the carrying capacity of

the environment. This is evident in Figure 13B, and according to

Theorem 5, the global existence of (0, v∗) is clear in the numerical

result of Figures 13A, B. On the other hand, when the diffusion
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FIGURE 12

Contour plots for (2.1) with Ku = Kv = (2.5+ cos(πx) cos(πy))(1.1+ sin(t)), M = (1.7+ sin(πx) cos(πy))(1.1+ cos(t)),

N = (1.5+ cos(πx) sin(πy))(1.2+ sin(t)), d1 ≡ d2 ≡ 1.0, (u0, v0) = (0.6, 0.6) on ω = (0, 1)× (0, 1) for (A, B) r1 = 1.0 >> r2 = 0.01, and (C, D)

r1 = 0.01 << r2 = 1.0.

coefficients are taken to be d1 = 1.0 and d2 = 1.6—that is, for quite

large diffusion coefficient values for both species—the diffusion

strategies of u and vwill depend on the resource functionsM andN.

However, the maximum population density is found at the center,

which is analogous to result for the function M = N, and in this

situation, it can also be noted that coexistence is also possible for

non-trivial initial population densities on the domain.

7. Conclusion

In this paper, we have reported on the design of a model of

competition between a pair of species, in which both species are

modeled according to their resource function, which we expect to

be more realistic in some scenarios than in others. We examined

the global existence of solutions to the model for cases of two

species with unequal carrying capacity. We have also considered

cases of different dispersion strategies for the two species based on

their resource function and carrying capacity. We found that when

the resource function is non-proportional to carrying capacity for

one species while members of the other are diffusing according to

their carrying capacity, the species that consumes more resources

will survive in the competition (see Figure 2). However, for the

case of both species adopting the same diffusion strategy, while

the resource function varies, coexistence is not possible unless

the entire environment is homogeneous, which is also valid for

the case of proportionality (see Figure 6). The global existence of

competitive exclusion in the model is also found to obtain when

the carrying capacities and migration strategies of both species are

the same, directed toward the individual resource function (see

Figure 6). We have also found, based on numerical investigation,

that the intrinsic growth rate can play an important factor in

population growth for populations that may coexist whether or not

resource distributions are unequal (see Figure 5). However, if the

competing species select identical dispersal strategies, and dispersal

is not proportional to carrying capacity, it appears that the effect

of a higher migration rate is to impact the growth rate of the

species negatively (see Figure 8). In contrast, an elevated intrinsic

growth rate is an optimistic sign that a species may survive in

competition (see Figure 4). The temporal and periodic effects on

species growth rate that may occur due to seasonal changes have

also been illustrated numerically here via contour plots for the
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FIGURE 13

Contour plots for (2.1) with Ku = Kv = (2.1+ cos(πx) cos(πy))(1.3+ cos(t)), M = N = (1.5+ sin(πx) sin(πy))(1.1+ cos(t)), r1 ≡ r2 ≡ 1.0, d1 = 1.0,

(u0, v0) = (0.6, 0.6) on ω = (0, 1)× (0, 1) for (A, B) d2 = 0.01, and (C, D) d2 = 1.6.

model; these plots demonstrate the advantage of selecting different

diffusion strategies. The results of the current study can be extended

by considering cases of three competing species in symmetric

competition. Additionally, harvesting effects could be included in

the model in order to show the outcomes for the stability of two

competing species in a heterogeneous environment. Finally, one

could also study the modified problem for the cases of anomalous

diffusion, nonergodicity, and Brownian motion for heterogeneous

populations [31, 32].
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