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Study of the stability of a
meshless generalized finite
di�erence scheme applied to the
wave equation
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José Alberto Guzmán-Torres1†, Ricardo Román-Gutiérrez2† and

José Gerardo Tinoco-Ruiz2†

1Civil Engineering Faculty, Universidad Michoacana de San Nicolás de Hidalgo, Morelia, Michoacán,

Mexico, 2Faculty of Physics and Mathematics, UMSNH, Morelia, Michoacán, Mexico

When designing and implementing numerical schemes, it is imperative to consider

the stability of the applied methods. Prior research has presented di�erent

results for the stability of generalized finite-di�erence methods applied to

advection and di�usion equations. In recent years, research has explored a

generalized finite-di�erence approach to the advection-di�usion equation solved

on non-rectangular and highly irregular regions using convex, logically rectangular

grids. This paper presents a study on the stability of generalized finite di�erence

schemes applied to the numerical solution of the wave equation, solved on clouds

of points for highly irregular domains. The stability analysis presented in this work

provides significant insights into the proper discretizations needed to obtain stable

and satisfactory results. The proposed explicit scheme is conditionally stable,

while the implicit scheme is unconditionally stable. Notably, the stability analyses

presented in this paper apply to any schemewhich is at least secondorder in space,

not just the proposed approach. The proposed scheme o�ers e�ective means of

numerically solving the wave equation, particularly for highly irregular domains.

By demonstrating the stability of the scheme, this study provides a foundation for

further research in this area.

KEYWORDS

stability analysis, meshless method, generalized finite di�erence, wave equation,

numerical solution of PDE

1. Introduction

The wave equation is a well-known partial differential equation that is commonly used

to model the behavior of a scalar function u(Er, t), where Er denotes the spatial coordinates

and t represents time. This scalar function can describe various physical phenomena, such

as pressure waves onmedia or the displacement of particles from their equilibrium positions.

The wave equation can be expressed as:

∂2u

∂t2
= c2∇2u, (1)

c is a real non-zero coefficient representing wave propagation velocity, and ∇2 denotes the

spatial Laplacian operator.

Numerically solving the wave equation is a classical problem in partial differential

equations, and many methods have been developed for this purpose. However, existing
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approaches often require rectangular or symmetrical regions, or

involve a high computational cost.

Some finite-difference-based schemes have been developed

recently to obtain numerical solutions to different partial

differential equations. The main advantage of these schemes is their

ability to achieve satisfactory results with low computational cost,

making them relatively easy to implement. Some examples of such

schemes can be found in [1–4].

After constructing a finite difference method, it is crucial to

determine whether the scheme provides a stable approximation.

Stability is essential for convergence, and several challenges arise in

stability analysis when the scheme becomes more complex. Some

authors have proposed bounds for specific problems. For instance,

Alcrudo offered a practical selection of the temporal discretization

1t for the 2D scalar advection equation to ensure stability in [5].

This can be achieved by considering the inequality

1t ≤
(

a

1x
+ b

1y

)−1

,

where 1x and 1y are the spatial discretizations, and a

and b represent the advective velocities in the x and y

directions, respectively.

For its part, other advances have been made in designing and

applying finite difference schemes, including the corresponding

stability analysis of these schemes. Appadu presents in [6, 7]

different schemes to numerically solve the 1D advection-diffusion

equation with very satisfactory results. In addition, the work

presented in [8] shows a complete stability analysis, obtaining

stability regions of each of the proposed methods.

Similar studies can be found for the wave equation. For

instance, a proper selection for 1t is presented in [9] as

c1t

h
≤
√

a1

a2
,

where h is the grid size, a1 is the sum of the absolute values

of weights for the finite difference operators for ∂2u/∂t2, and

a2 is the sum of the absolute values of weights for the finite

difference operators for ∇2u. This bound ensures the production

of stable results for the wave equation; however, as can be seen,

it is limited to regular discretizations over a rectangle. Another

remarkable example of the application of finite differences to obtain

the numerical solution of the wave equation can be found in [10],

where some CTCS schemes are presented for solving the 1 + 1D

case, with great performance.

For the case of interest in this work, irregular 2D spatial

domains (see Figure 1) are considered. Due to this, the classical

bounds cannot be applied since the spatial discretizations are no

longer a regular set of points on a grid.

In this context, a generalized finite difference scheme is

proposed in this paper, building upon the ideas presented in

[11]. However, despite the utility of generalized finite differences,

only some advances in stability analysis exist for these schemes.

In previous works such as [12–15], the authors present stability

analyses for generalized finite difference schemes applied to a

modified Lax-Wendroff scheme for advection equation, and the

pure advection, diffusion, and advection-diffusion equations. Given

the importance of establishing stability conditions for the wave

equation, this paper presents a Von-Neumann stability analysis for

the proposed scheme.

2. Generalized finite di�erences
applied to wave equation

The stability analysis presented in the following section arises

from the problem of obtaining a finite-difference scheme for the

wave equation problem over a simply connected planar domain

� with a positively oriented Jordan polygon as its boundary. The

problem is defined as:

∂2u

∂t2
= c2

(

∂2u

∂x2
+ ∂2u

∂y2

)

, � × [0,T], c ∈ IR, (2)

u(x, y, 0) = h(x, y, 0), (x, y) ∈ �,

u(x, y, t)
∣

∣

∂�
= h(x, y, t), (x, y) ∈ �, t ∈ [0,T],

∂u(x, y, 0)

∂t
= g(x, y), (x, y) ∈ �. (3)

In order to address this problem, first, the equation is

partially discretized in time, followed by the discretization of

the spatial derivatives. Both discretizations are presented in the

following subsections.

2.1. Temporal discretization

The stability of the scheme for the wave equation relies heavily

on the discretization of the second-order partial time derivative. To

achieve this, it is possible to follow the steps provided below.

1. First, the time derivative can be expressed as its finite difference

approximation. This is,

∂2u(x, y, t)

∂t2
≈ uk+1

i − 2uki + uk−1
i

(1t)2
,

where uki stands for the approximation of u at the grid node pi,

at a time level k.

2. For an arbitrary node on the cloud, p0 = (x0, y0), the equation

can be written as

uk+1
0 − 2uk0 + uk−1

0

(1t)2
= c2

(

∂2u

∂x2
+ ∂2u

∂y2

)

,

or, solving for uk+1
0 ,

uk+1
0 = 2uk0 − uk−1

0 + (c1t)2
(

∂2u

∂x2
+ ∂2u

∂y2

)

. (4)

As seen, this approximation requires two different time

steps to be computed. Due to this, it is essential to properly

approximate the second time step.

3. It is possible to consider the condition for the first partial

derivative in time

∂u(x, y, 0)

∂t
= g(x, y),
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FIGURE 1

Irregular 2D region.

and apply central finite differences to get

u10 − u−1
0

21t
= g(x, y),

now, solving for u−1
0 , it can be rewritten as

u−1
0 = u10 − 21tg(x, y). (5)

4. Let us assume that (4) holds at k = 0, this is,

u10 = 2u00 − u−1
0 + (c1t)2

(

∂2u

∂x2
+ ∂2u

∂y2

)
∣

∣

∣

∣

t=0

, (6)

therefore, it is possible to replace (5) into (6) to obtain,

u10 = u00 + 1tg(p0)+
(c1t)2

2

(

∂2u

∂x2
+ ∂2u

∂y2

)
∣

∣

∣

∣

t=0, p0

. (7)

With this, the discretizations (4) and (7) can compute all the

time steps required for the scheme.

2.2. Spatial discretization

Next, the spatial discretization is carried out for the partially

discretized equation in time, which is accomplished using a

generalized finite differences scheme.

To begin, a second-order linear operator

Lu = Auxx + Buxy + Cuyy + Dux + Euy + Fu

where A, B, C, D, E, and F are spatial functions specified by

the operator, is considered. At a central node p0 = (x0, y0), this

operator can be approximated for a cloud points distribution, as

illustrated in Figure 2, by using the values of u at nearby nodes

pi = (xi, yi), i = 1, 2, . . . , q, that are sufficiently close, which will

be further discussed later in the manuscript.

A finite-difference scheme at the node p0 can then be expressed

as a linear combination

L0u0 = Ŵ0u(p0)+ Ŵ1u(p1)+ · · · + Ŵqu(pq) =
q
∑

i=0

Ŵiu(pi),

where Ŵ0, Ŵ1, . . . , Ŵq are appropriate weights.

FIGURE 2

Arbitrary distribution of nodes.

In [16, 17], it is stated that a finite difference scheme L0 is

consistent with the linear operator L if the local truncation error

τ satisfies

τ = [Lu]p0 − [L0u]p0 → 0 (8)

when p1, p2, . . . , pq → p0.

The Taylor’s series expansion of the consistency condition, up

to the second order, yields

[Lu]p0 − [L0u]p0 =
(

F(p0)−
q
∑

i=0

Ŵi

)

u(p0)+
(

D(p0)−
q
∑

i=1

Ŵi1xi

)

ux(p0) +

(

E(p0)−
q
∑

i=1

Ŵi1yi

)

uy(p0)+
(

A(p0)−
q
∑

i=1

Ŵi(1xi)
2

2

)

uxx(p0) +

(

B(p0)−
q
∑

i=1

Ŵi1xi1yi

)

uxy(p0)+
(

C(p0)−
q
∑

i=1

Ŵi(1yi)
2

2

)

uyy(p0) +

O
(

max{1xi,1yi}
)3
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in this case, 1xi = xi − x0 and 1yi = yi − y0. Now, according to

the consistency condition (8), it is required that

A(p0)−
q
∑

i=1

Ŵi(1xi)
2

2
= 0,

B(p0)−
q
∑

i=1

Ŵi1xi1yi = 0,

C(p0)−
q
∑

i=1

Ŵi(1yi)
2

2
= 0,

D(p0)−
q
∑

i=1

Ŵi1xi = 0,

E(p0)−
q
∑

i=1

Ŵi1yi = 0,

F(p0)−
q
∑

i=0

Ŵi = 0.

These conditions define the linear system



















1 1 . . . 1

0 1x1 . . . 1xq
0 1y1 . . . 1yq
0 (1x1)

2 . . . (1xq)
2

0 1x11y1 . . . 1xq1yq
0 (1y1)

2 . . . (1yq)
2









































Ŵ0

Ŵ1

Ŵ2

.

.

.

Ŵq























=



















F(p0)

D(p0)

E(p0)

2A(p0)

B(p0)

2C(p0)



















. (9)

An important remark must be made, system (9) must be full-

row-ranked to produce suitable approximations of the waves, and

therefore, this fact must be taken into account for choosing the

neighbors in the clouds.

Now, the scheme defined by (9) can be used to approximate the

linear operator,

Lu = (c1t)2
[

∂2u

∂x2
+ ∂2u

∂y2

]

at each time level, taking A = C = (c1t)2, and B = D = E = F =
0. The resulting Ŵi coefficients, with the time discretizations (4) and

(7) define the Generalized Finite-Difference Schemes

u10 = u00 + 1tg(p0)+
1

2

q
∑

i=0

Ŵiu
0
i (10)

and

uk+1
0 = 2uk0 − uk−1

0 +
q
∑

i=0

Ŵiu
k
i , (11)

for the wave equation, where k represent the time level and uki is the

approximation to the solution in the point pi = (xi, yi) at time k1t.

Equation (11) is the algebraic representation of an explicit

scheme, following the idea presented on [18]; it is possible to

extend this scheme, adding a parameter, λ, to involve two different

time levels:

uk+1
0 = 2uk0−uk−1

0 +λ

( q
∑

i=0

Ŵiu
k
i

)

+ (1−λ)

( q
∑

i=0

Ŵiu
k+1
i

)

(12)

where λ can take values in [0, 1]. Particularly, for λ = 0.5, the

scheme is a Crank-Nicolson-like scheme.

As mentioned earlier, a critical issue for this method is the

number of neighbor nodes q used in the scheme. Extensive tests

have shown that considering all the nodes in a space lower or equal

to δ, where δ is the average node distance along the boundary, an

average of 6 neighbors are chosen for each approximation. This is a

significant reduction in the number of nodes compared with other

schemes in the literature [19, 20]. Figure 3 shows an example of

this selection.

FIGURE 3

Selection of the neighbor nodes.

3. Stability analysis

Once the scheme is defined, a question that could naturally

arise is whether the scheme produces a stable approximation since

this is crucial to achieve convergence. Sousa illustrates in [21] the

difficulties in stability analysis when the schemes become more

complex, as is the case in clouds of points; taking this into account,

in this section, analyses for the proposed schemes are presented to

get theoretical bounds for the stability of the methods.

For the case of the explicit scheme (11),

uk+1
0 = 2uk0 − uk−1

0 +
q
∑

i=0

Ŵiu
k
i ,

following the Von-Neumann’s stability analysis [22, 23], a generic

component of the error at an arbitrary node p0 = (x0, y0) at the

k-th time-step could be measured as,

8k
0 = ϕkei(rx0+sy0),

where ϕ represents the amplification factor of the error. Since 8k
0

satisfies the finite difference scheme, then,

ϕk+1ei(rx0+sy0) = 2ϕkei(rx0+sy0) − ϕk−1ei(rx0+sy0) +
q
∑

l=0

Ŵlϕ
kei[r(x0+1xl)+s(y0+1yl)],

so, in this case, ϕ must satisfy

ϕk+1ei(rx0+sy0) − 2ϕkei(rx0+sy0) + ϕk−1ei(rx0+sy0) =
q
∑

l=0

Ŵlϕ
kei[r(x0+1xl)+s(y0+1yl)].
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Then, the amplification factor satisfies

ϕ2 − 2ϕ + 1 = ϕ

q
∑

l=0

Ŵle
i[r1xl+s1yl]

= ϕ

q
∑

l=0

Ŵl

[

1+
(

r1xl − s1yl
)

i−

1

2

(

r21x2l + 2rs1xl1yl + s21y2
)

+O
(

1xl,1yl
)3
]

≈ ϕ

[ q
∑

l=0

Ŵl + ir

q
∑

l=0

Ŵl1xl + is

q
∑

l=0

Ŵl1yl−

r2

2

q
∑

l=0

Ŵl1x2l

−rs

q
∑

l=0

Ŵl1xl1yl −
s2

2

q
∑

l=0

Ŵl1y2l

]

.

By applying the consistency conditions up to the second order,

it is possible to write

ϕ2 − 2ϕ + 1 = −1t2c2
(

r2 + s2
)

ϕ,

or

ϕ2 − αϕ + 1 = 0,

with α = 2 − 1t2c2(r2 + s2). Let us notice in this expression that

α ≤ 2, and let us choose−2 ≤ α ≤ 2.

The solution of the quadratic equation can be expressed as

ϕ = α ±
√

α2 − 4

2
,

in this case, since α2 ≤ 4, then,

|ϕ|2 = 1,

and then, the scheme is conditionally stable.

FIGURE 4

Clouds of points for the selected regions.
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Let us consider the case α2 = 4; for this value, we get the bound

1t = 2

c
√
r2 + s2

. (13)

Following the same idea, for the implicit scheme (12),

uk+1
0 = 2uk0 − uk−1

0 + λ

( q
∑

i=0

Ŵiu
k
i

)

+ (1− λ)

( q
∑

i=0

Ŵiu
k+1
i

)

,

where the error can be written as

ϕk+1ei(rx0+sy0) = 2ϕkei(rx0+sy0) − ϕk−1ei(rx0+sy0)

+ λ

( q
∑

l=0

Ŵlϕ
kei[r(x0+1xl)+s(y0+1yl)]

)

+ (1− λ)

( q
∑

l=0

Ŵlϕ
k+1ei[r(x0+1xl)+s(y0+1yl)]

)

.

Then, the amplification factor satisfies

ϕ2 − 2ϕ + 1 = λ

(

ϕ

q
∑

l=0

Ŵle
i[r1xl+s1yl]

)

+ (1− λ)

(

ϕ2
q
∑

l=0

Ŵle
i[r1xl+s1yl]

)

= λϕ

q
∑

l=0

Ŵl

[

1+
(

r1xl − s1yl
)

i−

1

2

(

r21x2l + 2rs1xl1yl + s21y2
)

−O
(

1xl,1yl
)3
]

+ (1− λ)ϕ2

q
∑

l=0

Ŵl

[

1+
(

r1xl − s1yl
)

i

−1

2

(

r21x2l + 2rs1xl1yl + s21y2
)

−O
(

1xl,1yl
)3
]

Once again, by applying the consistency conditions up to the

second order,

ϕ2 − 2ϕ + 1 = −1t2c2
(

r2 + s2
)

λϕ − 1t2c2
(

r2 + s2
)

(1− λ)ϕ2,

now, considering

β = 1t2c2(r2 + s2),

it is possible to write

ϕ2 − 2ϕ + 1 = −λβϕ − (1− λ)βϕ2,

this is,

[

1+ (1− λ)β
]

ϕ2 + (λβ − 2)ϕ + 1 = 0,

and, solving for ϕ,

ϕ =
−(λβ − 2)±

√

(λβ − 2)2 − 4
(

1+ (1− λ)β
)

2
[

1+ (1− λ)β
]

= 2− λβ ±
√

λ2β2 − 4β

2
[

1+ (1− λ)β
] ,

now, considering λ2β ≤ 4, and using ‖·‖2,

‖ϕ‖2 =
∥

∥

∥

∥

∥

2− λβ ±
√

λ2β2 − 4β

2
[

1+ (1− λ)β
]

∥

∥

∥

∥

∥

2

= (2− λβ)2 − λ2β2 + 4β

4
[

1+ (1− λ)β
]2

= 1+ β(1− λ)
[

1+ (1− λ)β
]2

= 1

1+ (1− λ)β

≤ 1.

With this, in general, the implicit scheme turns out to

be stable and, for the case λ = 0, it turns out to be

unconditionally stable.

TABLE 1 Errors of Example 1 in all the clouds.

λ CUA ENG HAB PAT

Mean of ‖e‖2 over time

1.00 1.5825E− 05 3.0564E− 05 4.8777E− 05 2.4829E− 05

0.75 2.5161E− 05 3.1885E− 05 5.1472E− 05 2.6410E− 05

0.50 4.0724E− 05 3.5452E− 05 5.7336E− 05 3.0710E− 05

0.25 5.8066E− 05 4.0557E− 05 6.5363E− 05 3.6958E− 05

0.00 7.5567E− 05 4.6622E− 05 7.4800E− 05 4.4487E− 05

‖e‖2 at the last time step

1.00 3.7234E− 05 2.2742E− 05 5.1216E− 05 1.4055E− 05

0.75 2.1676E− 05 2.4077E− 05 5.5139E− 05 1.3595E− 05

0.50 6.9974E− 05 2.5633E− 05 5.9473E− 05 1.3490E− 05

0.25 1.1087E− 05 2.7329E− 05 6.4081E− 05 1.3674E− 05

0.00 2.6295E− 05 2.9110E− 05 6.8864E− 05 1.4089E− 05

TABLE 2 Errors of Example 2 in all the clouds.

λ CUA ENG HAB PAT

Mean of ‖e‖2 over time

1.00 1.6692E− 05 2.1843E− 05 4.6704E− 05 2.0647E− 05

0.75 3.0000E− 05 2.4928E− 05 5.3828E− 05 2.4939E− 05

0.50 5.1578E− 05 2.9951E− 05 6.6166E− 05 3.2298E− 05

0.25 7.4769E− 05 3.6139E− 05 8.1291E− 05 4.1375E− 05

0.00 9.8444E− 05 4.3027E− 05 9.7904E− 05 5.1234E− 05

‖e‖2 at the last time step

1.00 4.8541E− 05 2.8511E− 05 2.2892E− 05 1.4463E− 05

0.75 4.5108E− 05 4.2010E− 05 3.9316E− 05 3.3290E− 05

0.50 4.1720E− 05 5.5972E− 05 5.9469E− 05 5.4240E− 05

0.25 3.8345E− 05 7.0039E− 05 8.0735E− 05 7.5361E− 05

0.00 3.4979E− 05 8.4109E− 05 1.0254E− 04 9.6404E− 05
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FIGURE 5

Numerical and Exact solutions for PAT at di�erent time levels.

Example 1.

4. Numerical tests

To show the performance of the explicit and the implicit

proposed schemes, four different regions were selected for the

numerical tests: The unitary square [0, 1]× [0, 1], denoted as CUA,

and three irregular, non-rectangular, non-symmetrical geometries

designated as ENG, HAB, and PAT. Arbitrary clouds of points

were generated for each region using an algorithm designed

by Persson and Strang and presented in [24]. In Figure 4, it

is possible to see one of the generated clouds of points for

each region.

Two examples were solved for each region to show

the method’s accuracy. In both examples, the time

interval [0, 1] was subdivided into 1, 000 subintervals, i.e.,

1t = 0.001, to assure stability in most tests with the

explicit scheme. Then, the norm of the quadratic error was

computed as

‖e‖(k)2 =

√

∑n
i (u

k
i − Uk

i )
2

n

where Uk
i and uki are the approximated and theoretical solutions,

respectively, at the i-th node and at a time k; and n is

the total number of cloud nodes. Numerical solutions were

computed for the explicit scheme (λ = 1) and implicit scheme

with λ = 0.75, 0.50, 0.25, 0.00.

4.1. Example 1

Considering, as presented in [25], the equation

2
∂2u

∂t2
− ∂2u

∂x2
− ∂2u

∂y2
= 0,

with initial conditions given by

u(x, y, 0) = sin(π(x+ y)),
∂u

∂t
|t=0= 0,

and the following boundary condition

u(x, y, t) |�= cos (π t) sin (π(x+ y))

4.2. Example 2

For this second test, following the idea on [11], the equation

∂2u

∂t2
− ∂2u

∂x2
− ∂2u

∂y2
= 0,

is considered, with initial conditions given by

u(x, y, 0) = sin (πx) sin
(

πy
)

,
∂u

∂t
|t=0= 0,
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FIGURE 6

Numerical and Exact solutions for PAT at di�erent time levels. Example 2.

and the boundary condition

u(x, y, t) |�= cos
(

π t
√
2
)

sin (πx) sin
(

πy
)

.

Tables 1, 2 depict the error norms for the tests. Two different

values of the error norm are considered in each case: in the first

set of results, the mean of the error norm, over all time steps, is
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TABLE 3 Empirical spatial and temporal convergence orders.

Region e1m 1m ps e1t 1t pt

CUA

6.7874E− 03 1.8939E− 03 6.6585E− 03 1.0000E− 02

7.1725E− 04 4.9579E− 04 1.68 3.3544E− 03 5.0000E− 03 0.99

1.4989E− 04 1.2965E− 04 1.17 1.7055E− 03 2.5000E− 03 0.98

ENG

1.2077E− 03 7.3529E− 03 1.3100E− 03 1.0000E− 02

1.5165E− 04 2.5445E− 03 1.96 6.2682E− 04 5.0000E− 03 1.06

3.5820E− 05 7.9239E− 04 1.24 3.1831E− 04 2.5000E− 03 0.98

HAB

1.5941E− 03 6.4516E− 03 1.6337E− 03 1.0000E− 02

1.9456E− 04 2.1739E− 03 1.93 7.9061E− 04 5.0000E− 03 1.05

5.0418E− 05 6.5963E− 04 1.13 4.0488E− 04 2.5000E− 03 0.97

PAT

1.2817E− 03 6.1350E− 03 1.3666E− 03 1.0000E− 02

1.4367E− 04 2.0325E− 03 1.98 6.4842E− 04 5.0000E− 03 1.08

3.2835E− 05 6.0753E− 04 1.22 3.2314E− 04 2.5000E− 03 1.00

FIGURE 7

Computed wave propagation solution over CUA at di�erent time levels.
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FIGURE 8

Computed wave propagation solution over HAB at di�erent time levels.

presented in order to show the overall performance of the schemes;

in the second set of results, the error norm for the last time step

is presented.

For the case of the implicit scheme, with λ = 0.75, Figures 5, 6

present a comparison between the numerical solution (on the left)

and the theoretical solution (on the right) of the tests, in three

different time levels for PAT region. It is possible to notice that

both the approximated and the theoretical solutions present the

same behavior.

The empirical convergence order of the method was estimated

both for time and space. For the spatial case, the means of the

quadratic error were calculated for clouds with a different number

of nodes, for λ = 0. Denoting m as the total amount of nodes,

1m = 1/m, and e1m as the mean of the error computed then, given

two pairs (e1i ,1i) and (e1j ,1j), the spatial empirical convergence

order ps was computed as

ps ≈
log

(

‖e1i‖
‖e1j‖

)

log
(

1i
1j

) ,

similarly, for the temporal convergence order, pt , the computations

were performed, denoting e1t as the error computed for the cloud

using a1t value. The results for these computations are reported in

Table 3.

The method implementation was developed in Python, and

executed with Anaconda in Visual Studio Code. All tests were

performed on an iMac (21.5-inch, Late 2013) with a 2.7 GHz

quad-core Intel Core i5 processor and 8 GB of 1,600 MHz

DDR3 RAM. The execution times, for all cases, were measured
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using the time library in Python, measuring the actual execution

time instead of processor time. In the most time-consuming

case, the execution took 3.015 s, while in the fastest case, it

took 0.241 s.

Due to its stability, the implicit scheme can be applied to

compute results for problems where there is no theoretical solution,

even in non-simply-connected domains. In Figures 7, 8, it is

possible to see the propagation of a wave, over CUA and HAB

regions, with reflexive boundary conditions and a hole inside

the region.

5. Discussion and future work

In this work, two generalized finite differences schemes were

presented to numerically solve the wave equation on highly

irregular regions. Both schemes arise from the Taylor series

expansion of the consistency condition introduced in [16, 17] for all

finite difference schemes. The classical Lax-Richtmyer Equivalence

Theorem [26] states that,

consistency+ stability ⇐⇒ convergence,

since the proposed schemes arise from a consistency condition,

stability is an important issue to study for a convergent scheme.

The presented Von-Neumann’s stability analyses show that it is

possible to obtain stability for both schemes; this agrees with the

numerical results. For the case of the explicit scheme that turned

out to be conditionally stable, it is possible to use the presented

bound for 1t to get stable results. On the other hand, the implicit

scheme proved to be unconditionally stable for the case of λ = 0,

and no bound for 1t is required to compute stable results; even

more, extensive tests have shown that with relatively big time-steps,

it is possible to obtain stable results. Furthermore, the stability

analyses were performed without considering any particular data

structures. Due to this, they can be applied to all and every up-

to-second-order finite difference scheme, not only to the ones

presented in this work.

On the other hand, the numerical results show that the

proposed schemes produce stable and accurate approximations of

the exact solution of the wave equation, even in highly-irregular

ones, such as HAB and PAT. The computed norms of the quadratic

errors presented in this work show that the proposed schemes

could be effective numerical methods to model different real-

life scenarios involving the wave equation. And even more, the

performed tests show that the results obtained are accurate without

considering any weight functions, as in other methods.

A crucial issue to be remarked on is that the irregularity of the

region needs to be considered since the number of nodes on the

boundary needs to be enough to reproduce the area that is being

studied correctly; due to this, a proper selection of the number

of neighbor points and a correct choice of these might affect the

accuracy when the region boundaries are highly irregular, and this

has to be studied in the future.

Finally, it is worth highlighting the necessity of exploring the

adaptability of the proposedmethods to different physical problems

governed by partial differential equations, such as shallow-water

problems, where Robin boundary conditions are required to

describe real-life phenomena.
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