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The early detection and preliminary diagnosis of COVID-19 play a crucial role

in e�ectively managing the pandemic. Radiographic images have emerged as

valuable tool in achieving this objective. Deep learning techniques, a subset of

artificial intelligence, have been extensively employed for the processing and

analysis of these radiographic images. Notably, their ability to identify and detect

patterns within radiographic images can be extended beyond COVID-19 and can

be applied to recognize patterns associatedwith other pandemics or diseases. This

paper seeks to provide an overview of the deep learning techniques developed

for detection of corona-virus (COVID-19) based on radiological data (X-Ray and

CT images). It also sheds some information on the methods utilized for feature

extraction and data preprocessing in this field. The purpose of this study is to

make it easier for researchers to comprehend various deep learning techniques

that are used to detect COVID-19 and to introduce or ensemble those approaches

to prevent the spread of corona virus in future.
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1 Introduction

An infection of the respiratory system called COVID-19 mainly affects the lungs. One of

the most crucial measures in identifying and managing COVID-19 cases is getting a chest

X-ray. COVID-19, a unique illness, is extremely contagious and has spread quickly over

the world [1]. The pandemic was deemed a global public health emergency by the World

Health Organization (WHO) on January 30, 2020, after it had spread to 216 nations. The

World Health Organization designated this novel corona virus-associated acute respiratory

illness Corona Virus disease-19 (COVID-19) on 11th February in 2020. Our study’s objective

is to find out various deep learning techniques used to identify COVID-19 from chest

radiographic pictures.

The sample normal and corona virus pictures are shown in Figures 1, 2, respectively. As

can be observed, it is exceedingly challenging to distinguish between the two with the naked

eye [1].

This paper exclusively focuses on deep learning techniques for corona-virus

identification. This paper reviews all the approaches mentioned in the literature

in the hope of assisting researchers in the development of improved corona-virus

detection techniques. This paper discusses methodology, datasets and common

criteria for evaluation and comparison of all methods and future directions.
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The following is a summary of this review’s

major contributions:

(i) To carefully review the most recent systems for diagnosis

of COVID-19 based on deep learning using CT and X-ray

medical imaging samples.

(ii) To present the assessed works and the pertinent information

in a clear, succinct, and understandable way by taking into

account some crucial components like the data utilized for

experiments, the feature extraction methods, different deep

learning based classification methods and the performance

assessment metrics used.

(iii) To draw attention to and talk about the difficult

elements of the current deep learning-based COVID-19

diagnosing systems.

(iv) To outline potential future research trajectories for

the advancement of effective and trustworthy COVID-19

detection systems.

The remaining paper reads as follows: Section 2 contains the

background of study and Section 3 includes the related work done

in the field of Deep Learning for COVID-19 detection. The different

methods created for COVID-19 diagnosis from both CT and X-ray

samples employing pre-trained models with deep transfer learning

are also explained. Section 4 explains the evaluation matrices

required to measure the performance of models and the summary

of studied models along with their performance measures like

accuracy, sensitivity, specificity and F-score. Section 5 lists some

research gaps from the studied literature, Section 6 informs about

some limitations of the study and Section 7 involves concluding

observations and future scope.

2 Background

According to reports, as of December 6, 2020, the United States,

India, and France, respectively, had 15,318,189, 9,703,908, and

2,295,908 infected individuals, and 290,136, 140,994, and 55,521

individuals had passed away in these nations [2]. The risk of death

from this condition has been reduced with the use of various

medications. It should be mentioned that there is no effective

medication available anywhere in the world to treat COVID-19.

The patients who are in the acute phase typically receive these

prescriptions and use them. A supply chain network (SCN) that

FIGURE 1

Sample images without COVID-19 infection.

can keep track of drug inventories and manage communication

between supply chain participants. Fariba Goodarzian et al. have

fulfilled this purpose. They proposed a mathematical model MILP

i.e., Mixed Integer Linear Programming model. They designed

a sustainable-resilience network for COVID-19 pandemic. This

network was divided into five levels and a stochastic chance

constraint programming method was also used to deal with

uncertain parameters. Three hybridization based meta-heuristic

algorithms were developed. The authors main motive was to

analyze the impact of COVID-19 on environment [3].

The chest radiographs (X-Ray, CT scan) are mainly used to

detect the occurrence of COVID-19 infection inside human body.

Figure 3 shows the general procedure to detect COVID-19 from

chest images using deep learning.

Data pre-processing is the first step which comes under

data preparation and includes procedures like noise reduction,

resizing, augmentation, and so forth. The data is divided into

training, validation, and testing sets for the experiment during the

data partitioning stage. For data partitioning, the cross-validation

technique is typically used. A specific model is created using

training data, and its performance is assessed using validation data

and test data. The feature extraction and classification process is

a key stage in the deep learning-based COVID-19 diagnostic. At

this point, the deep learning technique automatically extracts the

feature by repeatedly completing a number of operations, and

classification is then completed using the different class labels like

healthy, normal infection, lung opacity, COVID-19 positive etc.

Last but not least, the constructed system is evaluated using metrics

such as accuracy, sensitivity, specificity, precision, F1-score, and

others [4].

2.1 Image datasets

Although the data may take on numerous forms, imaging

methods like CT and X-ray samples are taken for COVID-

19 diagnosis.

Some of the publicly available datasets based on chest

radiographs are.

2.2 Image augmentation

The X-ray imaging (X-ray) technology has been around for

a long time and is used in a wide range of security systems at
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FIGURE 2

Sample images with COVID-19 infection.

FIGURE 3

General classification process to detect COVID-19 using deep

learning based on image dataset.

ports, borders and in specific facilities [5]. X-ray imaging provides

a method for non-destructive detection of hidden threats by

analyzing X-ray pictures [6]. As illustrated in Figure 4, we divide

the method into two primary categories: image synthesis and image

transformation [7].

2.2.1 Image transformation
An image transformation can be employed to change an

image from one representation to another. Observing an image

in alternative domains like frequency or Hough space allows for

the detection of characteristics that might be less straightforward

to discern in the spatial domain. The primary aim is to prepare

X-ray images for use in real-world security systems. This means

the altered images should be consistent with what would be

encountered in actual security scenarios.

2.2.2 Image synthesis
The conventional approach to generate new images from

positive samples includes modifying their characteristics through

various manipulation methods. A contemporary technique known

as image synthesis combines threat-related data from positive

samples with data from negative samples to create new images.

Generative Adversarial Network (GAN) is themost widely used

image augmentation technique. GANs create distinctive images

that mirror the feature distribution of the input data by using

random noise from a latent space [7, 8].

2.3 Feature extraction

The objective of feature extraction is to enrich training data

by introducing new attributes, thus enhancing the effectiveness of

machine learning algorithms. Feature extraction achieves this by

generating novel features from the existing ones and subsequently

removing the original features, effectively reducing the feature

count in a dataset. Machine learning methods, such as deep

learning, can be employed to detect features within images. This

approach utilizes a multi-layered neural network, designed to

mimic the functioning of the human brain. Each layer in an image-

processing pipeline is capable of extracting one or more distinct

features. To expedite analysis, processing is often parallelized. Text

feature extraction, which gathers textual information, serves as a

fundamental technique for capturing the content of a text message

and forms the foundation for numerous text processing tasks [8].

The fundamental building blocks of these features are referred to

as “text features” [9]. In the process of feature extraction, irrelevant

or redundant features are removed. Feature extraction, as a data

preprocessing technique for learning algorithms, can significantly

enhance algorithm accuracy and reduce processing time.

3 Related work

When Deep Learning models are used to chest X-ray (CXR)

pictures, it has been successful in helping researchers diagnose

pulmonary disorders such as COVID-19 and pneumonia.

Shelke et al. established a deep learning based automated

COVID-19 Screening Chest Xray Classification that can further

classify mild, medium, and severe COVID-19 [10]. Hammoudi

et al. created a hierarchical classification of COVID-19 from

pneumonia viral classification using a comparison research

for performance evaluation, and their average accuracy above

84% [11].

Keidar et al. achieved 90.3% accuracy with augmentation and

normalization of CXR images utilizing ResNet50, ResNet152, and

vgg16 for COVID-19 classification [12].

Alam et al. [13] conducted feature extraction by training a

Convolutional Neural Network (CNN) with extracted features
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FIGURE 4

Taxonomy for image augmentation [7].

FIGURE 5

Measurement of performance for di�erent feature extraction model.

before performing classification. To know the effectiveness

of models including Convolutional Neural Network (CNN),

extraction was done from test images using several early trained

models. Various pre-trained models, including VGG-19, VGG-16,

Alexnet, and ResNet50, are currently employed by CNN to perform

feature extraction from both training dataset and test dataset.

For typical training data and testing data, these all models yield

similar results. However, it is evident from Figure 5 that, among the

CNN models, VGG19 exhibited superior accuracy and specificity,

although ResNet50 showed the best sensitivity [10].

The figure clearly shows that in contrast to the CNN models,

the scratch model’s performance was not adequate. VGG16 and

AlexNet models produced substantially worse outcomes overall

than ResNet50 and VGG19 models.

In order to develop effective Deep Learning models, it’s

crucial for the validation error to decrease in tandem with the

training error. Augmentation of data is a valuable for achieving

this objective. By introducing a broader spectrum of potential

data instances, augmented data can effectively minimize the gap

between the training data set and validation datasets and also

any other future testing datasets [6]. Many imaging methods used

in medicine use the GAN framework. A PGGAN (progressively

growing generative adversarial network) was trained by Beers

et al. [9] to synthesize medical images from photos of premature

retinopathic vascular pathology (ROP) and multimodal MRI

imaging of gliomas. UsingGAN,Dai et al. [14] produced segmented

pictures of the heart and lungs from a chest X-ray.

Zhao et al. [15] designed a multi-scale network i.e., VGG16

along with a model that is based on Forward and Backward

Generative Adverserial Network (F&BGAN) to generate synthetic

images for the classification of lung based nodules.

Using LBP feature extraction for texture features, significant

features are extracted from the dataset in the second stage and used

as new input data for the designated classification techniques. In

the end, the results after experiment obtained without the use of

feature extraction are computed to assess their compliance with
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TABLE 1 Publicly available datasets based on chest images.

Name of dataset Size of dataset Type of chest
images

Cohen Dataset Updated Regularly X-ray, CT scan images

Poul Mooney Dataset 5,856 images X-ray images

Kaggle Dataset 97 images X-ray, CT scan images

COVIDx Dataset 104,009 images CT scan images

ChestXray−8 Dataset 108,948 images X-ray images

CheXpert Dataset 224,316 images Chest radiographs

Kaggle 2 Dataset 2,909 images X-ray images

the performance criteria of Accuracy, Sensitivity, Specificity, and

F-Score. Aslan et al. [16] used weighted classification methods like

Ensemble, Kernel Naive Bayes, LD, QD, Cubic SVM, and KNN as

input datasets The results are displayed in Table 1.

As it is clearly visible from Table 2, the Cubic SVM method’s

greatest estimation accuracy is 94.1%. Cubic SVM’s performance

metrics for sensitivity, specificity, and F_score are 91.25, 95.61,

and 91.86%, respectively. These performance standards are also

greater than those used by other categorization systems. While the

Kernel Naive Bayes approach exhibits the lowest accuracy rate at

71.2%, both Linear Discriminant Analysis (LDA) and Quadratic

Discriminant Analysis (QDA) methods demonstrate comparably

high accuracy rates, standing at 87.0 and 86.7%, respectively.

Table 2 displays the outcomes of the use of LBP feature extraction.

LBP feature extraction is used to enhance performance

standards and raise the prediction accuracy of disease detection

in chest X-ray images. It is clearly seen in Table 3 that the use of

LBP has improved the performance of all models by increasing

their accuracy.

LBP, HOG, and Haralick feature extraction algorithms were

utilized in the work by Hasoon et al. [37] on 5,000 datasets.

As classification techniques, KNN and SVM were employed.

By averaging the 5-fold cross-validation prediction values, the

performance criteria values were determined. In the KNNweighted

classification by making use of Local Binary Pattern based feature

extraction, the highest accuracy was recorded i.e., 98.66%. In

Support Vector Machine classification with Histogram of Oriented

Gradients (HOG) feature extraction, the obtained accuracy was

low, reaching 89.20%. Additionally, the hybrid (HOG + SVM)

technique exhibited lowest sensitivity (recall) and specificity−78.61

and 65.30%, respectively.

For the first time, a new sustainable COVID-19 medical waste

supply chain network is established for allocation and location

of the detoxification center of the COVID-19 medical wastes by

Ghasemi et al. [38]. After that, the COVID-19 illness predictions are

made using the fuzzy inference algorithm. In addition, individuals

are categorized into four groups: the healthy, suspicious, mildly

suspicious, and strongly suspicious.

A new set of production, allocation, placement, inventory

management, and distribution issues for a new sustainable-resilient

healthcare network (SRHCN) were developed in relation to the

COVID-19 patients by Goodarzian et al. [3]. In order to manage

the distribution centers and warehouses, the management of

the medicine distribution and inventory, and the control of the

medication flows, a new multi-objective multi-period multi-level

multi-commodity Mixed-Integer Linear Programming (MILP)

mathematical model was developed [3]. To make location and

allocation decisions that take waste management into account, a

new fuzzy sustainable model for the COVID-19 medical waste

supply chain network was designed by Goodarzian et al. [39].

In order to reduce supply chain costs, the environmental impact

of medical waste, develop detoxification centers, and manage

social responsibility centers during the COVID-19 outbreak are

addressed. Sensitivity analysis is carried out on crucial parameters

to demonstrate how well the suggested model performs. To verify

the given paradigm, a real-world case study in Tehran, Iran,

is advised.

By applying Deep Learning models to chest X-ray (CXR)

images, researchers have achieved success in diagnosing pulmonary

disorders, including COVID-19 infection or pneumonia. For

instance, Rajpurkar et al. [40] introduced a novel architecture

which is a Convolutional Neural Network (CNN) based on

DenseNet121, to classify 14 different lung disorders. They trained

it on approximately 100,000 X-ray images, naming it CheXNet.

Their approach outperformed typical radiologists, particularly in

terms of the F1 metric. Similarly, another study [41] proposed a

method for using pre-trained convolutional neural networks to

automatically diagnose COVID-19 pneumonia from CXR images

with an accuracy of 99%. Furthermore, Vaid et al. [42] suggested

a deep learning based model for COVID-19 detection from CXR

images and images related to clustering based on the model’s

output. Lastly, another method for COVID-19 detection was

presented in Togaçar et al.[30].

Chowdhury et al. [43] employed X-radiation (X-ray) images of

chest for development of unique structure called PDCOVID Net,

which relies on CNN which is dilated in parallel. They achieved

a detection accuracy of 96.58% with this approach, using CNN in

the parallel stack to abduct and extend the required information

effectively. Abbas et al. [20] proposedDeTraC, a deep convolutional

neural network, for identifying COVID-19 patients from their chest

X-ray images. Their approach included a decomposition method

to analyze class boundaries, resulting in high accuracy (93.1%) and

sensitivity (100%) in detecting abnormalities from the dataset.

Che Azemin et al. [44] utilized DL technique based on the

residual network named as ResNet-101 which is a CNN based

model. This methodology involved pre-training with thousands of

images to identify significant objects and abnormalities in chest

X-ray images, achieving a precision rate of 71.9%.

The layers—patient layer, cloud layer and the hospital layer—

make up framework described by authors El-Rashidy et al. [45]. A

collection of data was gathered from the patient layer utilizing a

mobile app and some wearable sensors. The patient X-ray pictures

were used to train a deep learning model based on neural networks

to recognize COVID-19. The proposed model attained 98.85%

specificity and 97.9% accuracy.

Khan and Aslam [46] devised a novel architecture for

carrying out the diagnoses of radiological (X-ray) images as

either COVID-19 infected or normal, utilizing deep learning

based models like residual network (ResNet50), Visual Geometry
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TABLE 2 Results of classification without utilizing LBP (Local Binary Pattern) feature extraction [16].

Method Accuracy Sensitivity/recall Specificity F_score

Cubic Support Vector Machine (SVM) 94.1% 91.25% 95.61% 91.86%

Linear Discriminant Analysis (LDA) 87.0% 80.87% 89.91% 81.52%

Quadratic Discriminant Analysis (QDA) 86.7% 86.54% 91.64% 82.29%

Ensemble method 88.4% 79.93% 90.43% 83.12%

Kernel Naïve Bayes 71.2% 72.66% 83.89% 64.48%

KNN weighted classifier 90.0% 82.82% 91.37% 85.51%

TABLE 3 Results of classification utilizing LBP (Local Binary Pattern) feature extraction [16].

Method Accuracy Sensitivity/recall Specificity F_score

Cubic Support Vector Machine (SVM) 98.05% 90.99% 95.39% 91.71%

Linear Discriminant Analysis (LDA) 95.36% 80.56% 89.78% 81.24%

Quadratic Discriminant Analysis (QDA) 95.71% 86.41% 91.62% 82.10%

Ensemble method 95.80% 79.38% 90.06% 82.61%

Kernel Naïve Bayes 89.03% 72.46% 83.78% 64.25%

KNNWeighted Classifier 96.31% 82.27% 91.12% 84.94%

Group (VGG16), VGG19 and densely-connected-convolutional

networks (DenseNet121) which were pre-trained. Among these

models, VGG16 and VGG19 exhibited highest accuracy rate. Their

suggested technique consisted of two stages: (i) Data preprocessing

(ii) data augmentation. These stages were followed by transfer

learning, resulting in an impressive accuracy of 99.3%.

In a different approach by Loey et al. [33], a dataset containing

307 images categorized into four classes—normal, pneumonia

bacterial, pneumonia virus and COVID-19 was employed to

train deep learning based transfer models: GoogleNet, AlexNet,

and ResNet18. To optimize memory usage and execution time,

they conducted study in three scenarios. Remarkably, GoogleNet

achieved 100% accuracy for testing and its accuracy was 99.9%

for validation. Barstugan et al. [47] structured their classification

based on the quantity of patches, utilizing 150 data points and

conducting a 10-fold cross-validation. The GLCM-SVM approach

yielded the highest predicted accuracy at 98.91%, while the LDP-

SVM approach exhibited lower accuracy, at 50.70%, respectively.

Rohmah and Bustamam’s study [48], involving 2,200

data points, achieved an accuracy rate of 97.5% using the

LBP-SVM approach. In a model designed by Wang et al.

[22], two models ResNet-101, ResNet-151 were combined

in fusion to dynamically improve their weight ratio. This

model categorized chest X-ray images into three categories:

normal, viral pneumonia and COVID-19. This method gained

testing accuracy−96.1%.

Yoo et al. [49] utilized Chest X-ray radiography (CXR)

images for COVID-19 classification using deep learning-based

classifier named as decision-tree classifier. This classifier,

implemented on the PyTorch framework, incorporated

three binary decision trees, with the third tree achieving

average accuracy−95% in classifying CXR images as–

normal and abnormal. Sahlol et al. [50] proposed an

enhanced ensembled classification strategy for classifying

COVID-19 images. They utilized multiple CNN and the

marine predators algorithm, with the marine predators

method identifying the pertinent features from images after

feature extraction using the CNNs’ inception architecture.

However, the study did not explore fusion approaches

to further enhance COVID-19 image categorization and

feature extraction.

Most of the research published so far has relied on

chest X-ray images for COVID-19 diagnosis, highlighting the

importance of analyzing these images as a dependable tool

for physicians and radiographers. However, there are instances

where achieving the required accuracy in classification results

becomes challenging due to data imbalance and a deficiency

in extracting essential features from the images. To address

these limitations and enhance COVID-19 detection accuracy,

Alam et al. proposed a solution involving the combination of

features derived from HOG and CNN, followed by classification

using CNN.

4 Evaluation metrics

We evaluate how well our suggested model performs

using a number of benchmarked assessment measures for

classification tasks. The correctness of any deep learning

model is typically our main concern. The confusion matrix

accomplishes this. It is a N∗N matrix that aids in assessing

how well a deep learning model performs when applied to a

classification issue. In our study, we have considered the deep

learning algorithms utilized to detect COVID-19 and diagnose

using three measures of performance: accuracy, sensitivity,

and specificity.
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TABLE 4 Studies examining the performance of deep learning algorithms in the detection and diagnosis of COVID-19.

References Population Method Model Category of
image data

Results of validation
process (%)

Wang et al. [17] 5,372 (two

datasets)

Deep learning (DL)

method

DenseNet121-FPN CT (Computed

Tomography) images

Accuracy−87 and 88

Sensitivity/recall- 80.3 and 79.35

Specificity−76.3 and 81.1

Butt et al. [18] 618 Convolutional Neural

Network (CNN)

Residual Network

(ResNet-18)

CT (Computed

Tomography) images

Sensitivity/recall−98.2

Specificity−92.2

Waheed et al. [19] 1,124 Generative Adverserial

Network (CovidGAN)

ACGAN3, VGG-16 X-radiation (X-ray)

images

Accuracy−95

Sensitivity/recall−90

Specificity−97

Abbas et al. [20] 6,523 CoroNet (Deep learning

based method)

VGG-16 X-radiation (X-ray)

images

Accuracy−97

Panwar et al. [21] 337 Deep learning (DL)

method

VGG-16 X-radiation (X-ray)

images

Sensitivity/recall−97.62

Specificity−78.57

Accuracy−88.10

Wang et al. [22] 181 Deep learning (DL)

method

VGG-19 X-radiation (X-ray)

images

Accuracy−96.3

Hasan et al. [23] 321 Deep transfer learning

(TL) method

LSTM neural network

classifier

CT (Computed

Tomography) images

Accuracy−99.68

Ko et al. [24] 3,993 FCONet (Deep learning

method)

Residual Network

(ResNet-50)

CT (Computed

Tomography) images

Sensitivity/recall−99.58

Specificity−100

Accuracy−99.87

Li et al. [25] 4,356 Deep learning (DL)

method

Residual Network

(ResNet-50)

CT (Computed

Tomography) images

Sensitivity/recall−90

Specificity−96

Pereira et al. [26] 1,144 Convolutional Neural

Network CNN (Deep

learning method)

Inception-V3 X-radiation (X-ray)

images

F1 score−89

Rahimzadeh and

Attar [27]

11,302 Deep learning (DL)

method

ResNet50V2 and

Xception

X-radiation (X-ray)

images

Accuracy−95.5

Overall average accuracy−91.4

Sethy et al. [28] 381 Convolutional Neural

Network (CNN) and

Support Vector Machine

(SVM)

ResNet-50 X-radiation (X-ray)

images

Sensitivity/recall−95.33

Ni et al. [29] 14,531 Deep learning (DL)

method

Convolutional 3D U-Net

and MVPNet

CT (Computed

Tomography) images

Sensitivity/recall−100 for detecting

patient

Sensitivity/recall for per-lung

Lobe lesion−0.96

Ardakani et al. [30] 194 Deep learning (DL)

method

AlexNet, VGG-16,

VGG-19, GoogLeNet,

SqueezeNet

CT (Computed

Tomography) images

Accuracy−99.51

Sensitivity/recall−100

Specificity−99.02

Apostolopoulos and

Mpesiana [31]

455 CoroNet (Deep learning

method)

MobileNetV2 X-radiation (X-ray)

images

Sensitivity/recall−97.36

Specificity−99.42

Accuracy−99.18

Wu et al. [32] 495 CoroNet (Deep learning

method)

VGG-19 CT (Computed

Tomography) images

Accuracy−76.0

Sensitivity/recall−81.1

Specificity−61.15

Yang et al. [33] 295 Deep learning (DL)

method

DenseNet CT (Computed

Tomography) images

Accuracy−92

Sensitivity/recall−97

Specificity−7

Saiz and

Barandiaran, [34]

1,500 Convolutional Neural

Network (CNN) using

transfer learning

VGG-16 (SDD) X-radiation (X-ray)

images

Accuracy−94.92

Sensitivity/recall−94.92

Specificity−92

F1 score−97

Loey et al. [35] 306 Deep learning (DL)

method

GoogLeNet X-radiation (X-ray)

images

Accuracy−100

Pathak et al. [36] 852 Transfer Learning (TL)

technique

Residual Network

(ResNet-50)

CT (Computed

Tomography) images

Accuracy−93

Brunese et al. [2] 6,523 CoroNet (Deep learning

method)

VGG-16 X-radiation (X-ray)

images

Accuracy−96.3
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4.1 Accuracy

The ability of a model to correctly assign samples to their

appropriate labels is referred to as accuracy. It can be explained

mathematically as follows:

Accuracy =

(TP + TN) / (TP + TN TP + TN + FP + FN) (1)

4.2 Recall/sensitivity

Recall, often referred to as sensitivity of a model, denotes the

model’s thoroughness. It can be stated mathematically as follows:

Recall = (TP) / (TP + FN) (2)

4.3 Specificity

Specificity can be defined as the algorithm or model’s ability to

correctly predict a true negative in each of the available categories.

Specificity = (TN) / (TN + FP) (3)

4.4 F1 score

The accuracy of any test is measured by F-measure called as

F-score. It is evaluated from the recall and precision.

F1Score = 2∗ (Precision×Recall) / (Precision + Recall) (4)

where

Precision= (TP)/(TP+ FP)

In this instance, the TP (True Positive) value indicates that

the patient is COVID-19 positive and that the model properly

recognized him as such. Similar to this, FP (False Positive) denotes a

patient who does not actually have COVID-19 but whose COVID-

19 positivity has been identified by the model. While the model had

indicated that the patient would not have COVID-19, TN (True

Negative) indicates that he does not. Similar to this, FN (False

Negative) suggests that a patient has COVID-19 when the model

has shown that he does not. Table 4 presents the details of different

articles in terms of population, method, model, type of dataset and

the accuracy of the model.

5 Research gaps in studied literature

(i) Compared to other prevalent lung disorders, COVID-19 is

far less well-documented in chest X-ray and CT imaging.

The systems under review revealed this issue with the

data imbalance.

(ii) As the dataset, experimental environment and test cases for

the systems discussed in this study are all somewhat distinct, it

is difficult to single out one system in particular.

(iii) For COVID-19 patients, the available imaging data is

mislabeled, noisy, fragmentary, and unclear. It is extremely

difficult to train a deep learning architecture with such

enormous and varied data sets. Numerous issues such

as data redundancy, sparsity, and missing values must

be fixed.

6 Limitations of the study

(i) A certain amount of domain-specific knowledge is assumed

for this review work.

(ii) Certain details of the reviewed neural networks are not

covered here. These details include the number of layers,

layer specifications, learning rate, batch size, dropout layer,

optimizer, and loss function. For such details readers are urged

to consult relevant references.

(iii) This paper does not offer any qualitative findings of

diagnosis in CT or X-ray pictures.

7 Conclusion

Deep learning is increasingly utilized in the realm of COVID-

19 radiologic image analysis to reduce errors in detecting and

diagnosing the illness, thereby providing patients with a unique

opportunity for rapid, cost-effective, and secure diagnostic

services. Since the COVID-19 pandemic began in the fourth

quarter of 2019, there has been a scarcity of data to train deep

learning models. To address this scarcity, researchers generated

unique datasets by integrating multiple repositories. Our study

involved the detailed enquiry of each model independently and

then comparing their results. Among all the studied methods,

it is clear that when GoogleNet (22 layers deep CNN model) is

selected to be the main deep transfer model, it achieved 100%

accuracy for X-ray images where as Residual Network (ResNet-50)

has provided highest sensitivity−100% and specificity−99.2%

for CT images. The ensemble model (AlexNet, VGG-16, VGG-

19, GoogLeNet, SqueezeNet) reached to accuracy−99.51%,

Sensitivity/Recall−100% and Specificity−99.02%.Among all the

studied methods, deep transfer learning model (GoogleNet) and

Residual Network (ResNet-50) performs the best. The ensemble

model has also provided remarkable results and it’s worth

emphasizing that ensemble models can significantly enhance the

performance measure of deep learning algorithms. More reliable

deep learning models can be introduced by researchers to achieve

100% accuracy, 100% precision, 100% specificity, 100% sensitivity

and 100% F1-score in future.
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