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In this study, we developed an optimal control deterministic model for the

dynamics of bacterial meningitis disease. The objective was to investigate the

e�ciency and cost-e�ectiveness of the three controls (prevention, treatment,

and screening) in curtailing the spread of bacterial meningitis. To accomplish

this, we applied Pontryagin’s maximum principle to derive the optimality system.

We examined di�erent combination strategies to investigate the e�ect of the

interventions on the spread of bacterial meningitis. We used an incremental

cost-e�ectiveness ratio (ICER) to examine which control technique was the

most successful. The simulation results show that combining prevention and

screening is the most cost-e�ective strategy. The objective function and the

incremental cost-e�ectiveness ratio further support this result, indicating that

maximumutilization of prevention and screening is required for the entire period.

KEYWORDS

bacterial meningitis, optimal control analysis, Pontryagin’s principle, forward-backward

sweep method, incremental cost-e�ectiveness ratio

1 Introduction

Meningitis is an infection of the membranes surrounding the brain and spinal

cord. It can be caused by viruses, bacteria, parasites, protozoa, or fungi. Bacterial

meningitis is particularly serious if not diagnosed and treated early [1, 2]. Neisseria

meningitidis (meningococcal meningitis), Streptococcus pneumoniae (pneumococcal

meningitis), Haemophilus influenzae (haemophilus meningitis), Group B Streptococcu,

Listeria monocytogenes, Escherichia coli, and Myobacterium tuberculosis (Tuberculous

meningitis) are the principal pathogens that can cause bacterial meningitis. It transmits

from one person to another through coughing, sneezing, or close contact with an

individual carrying the bacterium [3]. Even though bacterial meningitis is widespread

worldwide, the majority of cases occur in sub-Saharan Africa. In this region, known as the

meningitis belt, 1.2 million people contract the disease annually, 135,000 of which result

in death. In wealthy nations, the case death rate can range from 3 to 10%. However, it can

reach 20% in countries located in the African meningitis belt, and up to 20% of survivors

develop neurological sequelae [4, 5].

Mathematical models are essential tools for comprehending the dynamics of disease

spread and deciding on intervention measures for disease control. In addition, they can

be used to predict how diseases will affect populations, explain key aspects of the disease

transmission cycle, and assess the severity and potential scope of an epidemic [6]. Several
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mathematical models have been investigated to study the dynamics

of bacterial meningitis using different control strategies. In light

of this, a non-linear SCIRS mathematical model for transmission

of bacterial meningitis, incorporating vaccine and therapy control,

was studied by Asamoah et al. [7]. The study’s simulations

revealed that the most effective approach for controlling bacterial

meningitis infection was to combine vaccination and therapy.

Workineh and Kassa [8] formulated an optimal control model for

the spread of bacterial meningitis, taking into account behavioral

changes in society and information-dependent vaccination to

study the interactions of bacterial meningitis spread and the cost-

effectiveness of control measures. The model employs three time-

dependent controls: education, vaccination, and treatment. The

authors found that combining education and vaccination is the

most cost-effective strategy. Agusto and Leite [9] used optimal

control to study a mathematical model of bacterial meningitis

outbreaks in Nigeria, with personal protection measures (such

as using facial masks and vaccination) as control strategies.

Their simulation results showed that combining both control

measures is the most cost-saving. The research by Asamoah

et al. [10] examined a deterministic mathematical model of

bacterial meningitis that included vaccination as a control measure.

According to their simulation results, focusing on vaccination

or supplying hospital beds was less effective than delivering

successful antibiotics for treatment by effectively providing hospital

beds and a vaccine to treat bacterial meningitis in an endemic

setting. Yano et al. [11] formulated and analyzed an optimal

control analysis of meningococcal meningitis with a variable

population. Their simulation analysis demonstrated that the

most effective control strategy for eliminating meningitis is to

combine prevention and treatment efforts. Other researchers,

such as Yusuf [12], Veronica et al. [13], Afolabi et al. [14],

Blyuss [15], Crankson [16], Elmojtaba and Adam [17], Musa

et al. [18], and Koutangni et al. [19], have also studied the

dynamics of bacterial meningitis. Belay et al. [20] formulated

and analyzed a mathematical model to study the transmission

dynamics of bacterial meningitis, including a drug-resistant class.

They provided a comprehensive stability analysis of the steady

states of their model, both qualitatively and quantitatively. In

addition, they demonstrated the effects of model parameters

on disease dynamics and conducted numerical experiments to

validate their theoretical findings. This study did not consider

cost-effectiveness analysis and optimal control theory. Therefore,

in this study, we are interested in studying an optimal control

model with a cost-effectiveness analysis of bacterial meningitis

disease, proposed by Belay et al. [20]. The study begins by

formulating a non-autonomous system for the system formulated

by Belay et al. [20]. In this study, the proposed time-dependent

controls are prevention (wearing a face mask), denoted by

u1(t); treatment applied to the infected individuals, denoted by

u2(t); and screening the carriers through test diagnosis, denoted

by u3(t).

This study is arranged as follows: In Section 2, the

formulation and description of the bacterial meningitis

model with time-dependent control measures are presented.

Section 3 contains a numerical simulation of the optimal

control problem with various control strategies and

incremental cost-effectiveness. We generalized in Section 4

with conclusion.

2 Model formulation

The bacterial meningitis epidemic model formulated by Belay

et al. [20] included a drug-resistant class and was proposed and

analyzed without control measures. The total population, N(t),

is divided into six categories: individuals susceptible to bacteria

meningitis S(t), carrier C(t), infected I(t), vaccinated V(t), drug

resistance Dr(t), and recovered R(t) individuals. Thus, the total

population is defined as follows:

N(t) = S(t)+ C(t)+ V(t)+ I(t)+ Dr(t)+ R(t). (2.1)

The model assumes that a portion of the population was

vaccinated at a rate of κ5 before the disease outbreak, leaving

the remaining (1 − κ)5 individuals susceptible. In this study, 5

represents the recruitment rate, and κ is the proportion of those

vaccinated. The susceptible population is exposed to infection by

carriers, infected individuals, or those with drug resistance, with

the force of infection denoted by λ = β(q1C + q2I + q3Dr). In this

equation, 0 < q1 < 1, 0 < q3 < 1, and 0 < q2 ≤ 1 are the

modification parameters for C,Dr , and I, respectively, and β is the

effective transmission probability per contact. Infected individuals

can recover at a per capita rate of η, with a proportion α moving to

the recovered class through proper treatment, while the remaining

(1 − α) join the drug-resistant class. Since the vaccine does not

confer complete immunity, vaccinated individuals can still become

infected at a reduced rate compared to unvaccinated individuals,

with a force of infection ελ, where ε represents vaccine inefficacy

and 0 < ε < 1. The rates of recovery for carrier and drug-

resistant individuals are represented by ω and θ , respectively. The

parameters µ and σ represent the natural and disease mortality

rates, respectively. Furthermore, we denote the vaccine waning and

uptake rates by γ1 and γ2, respectively.

The following system of non-linear differential Equations 2.2

models the transmission dynamics of bacterial meningitis disease

without control, as presented by Belay et al. [20].
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dS

dt
= 5(1− κ)+ ϑR+ γ1V − (λ+ µ+ γ2)S

dV

dt
= 5κ + γ2S− (µ+ ελ+ γ1)V

dC

dt
= λS+ ελV − (δ + ω + µ)C

dI

dt
= δC − (η + σ + µ)I

dDr

dt
= (1− α)ηI − (θ + µ)Dr

dR

dt
= ωC + αηI + θDr − (ϑ + µ)R

(2.2)

with the initial conditions,

S(0) = S0 ≥ 0 ,C(0) = C0 ≥ 0 , I(0) = I0 ≥ 0 ,V(0) = V0 ≥

0 ,Dr(0) = Dr,0 ≥ 0 , and R(0) = R0 ≥ 0.
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Theorem 2.1. �m(0) =
(

S(0),V(0),C(0), I(0),Dr(0),R(0)
)

∈ R6+

be the initial conditions for the Model 2.2, then, the set of solutions
{

S(t),V(t),C(t), I(t),Dr(t),R(t)
}

of the model Equation 2.2 is non-

negative for all t > 0.

Proof: To prove this, let us define, t1 = sup
{

t > 0 : S(t0) >

0,V(t0) > 0,C(t0) > 0, I(t0) > 0,Dr(t0) > 0,R(t0) >

0, ∀t0 in [0, t]
}

. Since, S0 > 0,V0 > 0,C0 > 0, I0 > 0,Dr0 > 0

and R0 > 0, consequently, t1 > 0. If t1 < ∞, then necessarily one

of the state variables is equal to zero at t1. By using the variation of

the constant formula to the first equation of Model 2.2 at t1 given

by

dS

dt
+
(

λ(t)+ µ+ γ2
)

S = 5(1− κ)+ ϑR+ γ1V ,

which can be rewritten as,

d

dt

[

S(t)e(µ+γ2)t+
∫ t
0 λ(m)dm

]

=

(

5(1− κ)+ ϑR+ γ1V
)

e(µ+γ2)t+
∫ t
0 λ(m)dm.

hence,

S(t1)e
(µ+γ2)t1+

∫ t1
0 λ(m)dm − S(0) =

∫ t1

0

(

5(1− κ)+ ϑR+ γ1V
)

[

e(µ+γ2)z+
∫ z
0 λ(m)dm

]

dz.

Solving for S(t1), yields,

S(t1) = S(0)e(−µ−γ2)t1−
∫ t1
0 λ(m)dm+

[

e(−µ−γ2)t1−
∫ t1
0 λ(m)dm

]

×

∫ t1

0

(

5(1− κ)+ ϑR+ γ1V
) [

e(µ+γ2)z+
∫ z
0 λ(m)dm

]

dz > 0,

Taking the second equation from 2.2,

dV

dt
+ (γ1 + ελ+ µ)V = 5κ + γ2S,

then rewrite it as

d

dt

[

V(t)e(µ+γ1)t+
∫ t
0 ελ(m)dm

]

=

(

5κ + γ2S(t)
)

e(µ+γ1)t+
∫ t
0 ελ(m)dm.

Thus,

V(t1)e
(µ+γ1)t1+

∫ t1
0 ελ(m)dm − V(0) =

∫ t1

0

(

5κ + γ2S(z)
)

[

e(µ+γ1)z+
∫ z
0 ελ(m)dm

]

dz.

Therefore,

V(t1) = V(0)e(−µ−γ1)t1−
∫ t1
0 ελ(m)dm+

[

e(−µ−γ1)t1−
∫ t1
0 ελ(m)dm

]

×

∫ t1

0

(

5κ + γ2S(z)
) [

e(µ+γ1)z+
∫ z
0 ελ(m)dm

]

dz > 0.

Take the third equation fromModel 2.2

dC

dt
= λS+ ελV − (δ + ω + µ)C,

dC

dt
≥ −(µ+ δ + ω)C,

using separation of variable approach

dC

C
≥ −(µ+ δ + ω)dt,

ln | C | ≥ −(µ+ δ + ω)t +m3,

C ≥ A3e
−(µ+δ+ω)t ,

then, applying the initial condition to obtained the value A3,

C ≥ C(0)e−(µ+δ+ω)t > 0.

Take the fourth equation fromModel 2.2,

dI

dt
= δC − (η + σ + µ)I,

dI

dt
≥ −(η + σ + µ)I,

by the help of separation of variable method

dI

I
≥ −(η + σ + µ)dt,

ln | I | ≥ −(η + σ + µ)t +m4,

I ≥ A4e
(−(η+σ+µ)t),

applying the initial condition to find the value of A4,

I ≥ I(0)e−(η+σ+µ)t > 0.

Using the fifth equation of the System 2.2

dDr

dt
= (1− α)ηI − (θ + µ)Dr ,

dDr

dt
≥ −(θ + µ)Dr ,

by the help of separation of variable,

dDr

Dr
≥ −(θ + µ)dt,

ln | Dr | ≥ −(θ + µ)t +m5,

Dr ≥ A5e
(−(θ+µ)t ,

apply the initial condition to obtain A5

Dr ≥ Dr(0)e
−(θ+µ)t > 0.

Using the last equation of Model 2.2

dR

dt
= ωC + αηI + θDr − (ϑ + µ)R,

dR

dt
≥ −(ϑ + µ)R,
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using separation of variable,

dR

R
≥ −(ϑ + µ)dt,

ln | R | − (ϑ + µ)t +m6,

R ≥ A6e
−(ϑ+µ)t ,

apply the initial condition which gives,

R ≥ R(0)e−(ϑ+µ)t > 0.

Therefore, from the above verifications, all solutions of the state

variables are positive for all non-negative initial conditions. Thus,

Model 2.2 is epidemiologically and mathematically well-posed.

Controlling infectious disease epidemics is a formidable

problem for health policymakers. Adapting the proper control

measures to eliminate or reduce infection within a society is not

easy. The optimal control analysis provides insights into selecting

an efficient approach for reducing the disease’s transmission.

In this study, three time-dependent controls on Model 2.2 are

incorporated based on the results obtained from the sensitivity

analysis and numerical results studied by Belay et al. [20]. The

first control, u1(t), stands for an appropriate personal preventive

measure (wearing a face mask, avoiding close contact with people

who are sick, and good hand washing), which protects susceptible

and vaccinated individuals from contacting the disease by reducing

the rates β and modification parameters q1, q2, and q3. A fraction

of the susceptible and vaccinated populations are becoming

infectious at a rate of (1 − u1)λ, while the rest remain susceptible

and vaccinated. The second measure, u2(t), represents treatment

to infected individuals to reduce their number. A fraction of

infected individuals who are not taking the treatment according

to prescriptions properly are joining the drug resistance class at a

rate of (1 − α)(1 − u2)η and the remaining going to the recovered

class. The third control measure, u3(t), denotes screening applied

to carriers individuals to detect bacterial meningitis disease in

populations who do not have symptoms of the disease. The control

model of System 2.2, by the incorporation of the above three control

measures, is developed as follows:






















































































































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dS

dt
= 5(1− κ)+ ϑR+ γ1V − β(1− u1)(q1C + q2I + q3Dr)S

− (µ+ γ2)S

dV

dt
= 5κ + γ2S− εβ(1− u1)(q1C + q2I + q3Dr)V

− (µ+ γ1)V

dC

dt
= β(1− u1)(q1C + q2I + q3Dr)S

+ εβ(1− u1)(q1C

+ q2I + q3Dr)V − (u3 + δ)C − (ω + µ)C

dI

dt
= (δ + u3)C − (η + u2)I − (σ + µ)I

dDr

dt
= (1− α)(1− u2)ηI − (θ + µ)Dr

dR

dt
= ωC + (u2 + αη)I + θDr − (ϑ + µ)R

(2.3)

The aim is to minimize the number of infected individuals and

the cost of control within the allocated period. To achieve this, the

objective functional (2.4) is proposed:

J = Min
U

tf
∫

0

[

k1C + k2I + k3Dr +
1

2
(w1u

2
1(t)+ w2u

2
2(t)

+ w3u
2
3(t))

]

dt (2.4)

where k1, k2, k3,w1,w2, and w3 are positive constants. The

expressions 1
2w1u

2
1(t),

1
2w2u

2
2(t), and 1

2w3u
2
3(t) represent costs

which are associated with the controls u1(t), u2(t), and u3(t),

respectively. Based on the presumption that the cost follows a

non-linear form Alemneh et al. [21], we apply a non-linear cost

to the controls. The aim is to minimize the number of carriers,

infectives, drug resistance, and overall costs. Thus, we seek to find

an optimal triple controls (u∗1 , u
∗
2 , u

∗
3) such that: J(u∗1 , u

∗
2 , u

∗
3) =

minJ(u1(t), u2(t), u3(t)) : ui(t) ∈ U, whereU = {(u1(t), u2(t), u3(t))

such that ui(t) is Lebesgue measurable function on 0 ≤ ui(t) ≤ 1

for 0 6 t 6 tf , i = 1, 2, 3}.

2.1 Existence of an optimal control

Theorem 2.2. Given J(u) subject to System 2.3 with

(S0,V0,C0, I0,Dr0,R0) ≥ (0, 0, 0, 0, 0, 0), then there exists an

optimal control (u∗1 , u
∗
2 , u

∗
3) and corresponding state variables

(S∗,V∗,C∗, I∗,D∗
r ,R

∗) that minimizes J(u) over U that means

J(u∗1 , u
∗
2 , u

∗
3) = min{J(u1, u2, u3)/(u1, u2, u3) ∈ U}

Proof: The proof relies on the following assumptions outlined by

Fleming and Rishel [22]:

1. The set of controls and their corresponding state variables are

not empty.

2. The measurable control set is convex and closed.

3. Each right-hand side of the state system is continuous,

bounded above by a sum of the bounded control and the state,

and can be written as a linear function of u with coefficients

depending on time and the state.

4. The integrand f (x, u) of the objective functional is convex on

U.

5. There exist constants d1, d2 > 0, and β∗ > 1 such that the

integrand of the objective functional satisfies

f ≥ d1(|u1|
2 + |u2|

2 + |u3|
2)

β∗

2 − d2.

Proof.

1. U is a non-empty set of measurable functions on 0 ≤ tf with

values in real numbers R. System 2.3 has bounded coefficients,

and hence, any solutions are bounded on [0, tf ]. So, the

corresponding solutions for the System 2.3 exist [23].

2. It is enough to write U = U1 × U2 × U3. Therefore, U =

U1 × U2 × U3 is bounded and convex ∀t ∈ [0, tf ].
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3. By definition, each right-hand side of System 2.3 is

continuous. The interval [0, tf ] bounds all variables

S,V ,C, I,R,Dr ,R, and U. To demonstrate the bounded

nature, we use the method of Burden et al. [24]. To this end,

we use the fact that the super solutions of System Equation 2.3

given by System Equation 2.5 are bounded within a finite time

interval.

dŜ
dt

= 5+ ϑ R̂+ γ1V̂
dV̂
dt

= πκ + γ2Ŝ
dĈ
dt

= β(q1 + q2 + q3)Ŝ+ εβ(q1 + q2 + q3)V̂
dÎ
dt

= (δ + u3)Ĉ
dD̂r
dt

= (η + αu2η)Î
dR̂
dt

= ωĈ + (u2 + αη)Î + θD̂r

(2.5)

System 2.5 can be described as

x =



















dS
dt
dV
dt
dC
dt
dI
dt
dDr
dt
dR
dt



















=



















0 γ1 0 0 0 ϑ

γ2 0 0 0 0 0

β(q1 + q2 + q3) εβ(q1 + q2 + q3) 0 0 0 0

0 0 δ + u3 0 0 0

0 0 η + αu2η 0 0 0

0 0 ω u2 + αη θ 0





































Ŝ

V̂

Ĉ

Î

D̂r

R̂



















+



















5

5κ

0

0

0

0



















.

The system is linear in finite time with bounded coefficients,

and therefore, the super solutions Ŝ, V̂ , Ĉ, Î, D̂r and R̂ are uniformly

bounded. Since the solution to each state equation is bounded, we

see that,

|f (t, x, u)| ≤
∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣



















0 γ1 0 0 0 ϑ

γ2 0 0 0 0 0

β(q1 + q2 + q3) εβ(q1 + q2 + q3) 0 0 0 0

0 0 δ + u3 0 0 0

0 0 η + αu2η 0 0 0

0 0 ω u2 + αη θ 0




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






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




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


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Ŝ
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
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



∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

I



















0

0

0

u3
0

0










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





+

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

I


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













0
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0
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αηu2
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




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



∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣



















5

5κ

0

0

0

0



















∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

≤ M1|x| + I(|u3| +M2|u2|)+M3

whereM1,M2, andM3 are depend on the coefficients of the system.

Thus, the assumption holds.

4. The integrand f (x, u) of the goal function is given by

f (x, u) = k1C + k2I + k3Dr +
1

2
(w1u

2
1 + w2u

2
2 + w3u

2
3)

Let t ∈ [0, 1], θ = (θ1, θ2, θ3) and p = (p1, p2, p3) ∈ U, and

tθ+(1−t)p =

(

tθ1+(1−t)p1, tθ2+(1−t)p2, tθ3+(1−t)p3

)

.

Then, we have

f

(

x, tθ + (1− t)p

)

−

(

tf (x, θ)+ (1− t)f (x, p)

)

=
w1

2

(

t2θ21 + 2t(1− t)θ1p1 + (1− t)2p21

)

+
w2

2

(

t2θ22 + 2t(1− t)θ2p2 + (1− t)2p22

)

+
w3

2

(

t2θ23 + 2t(1− t)θ3p3 + (1− t)2p23

)

− t

(

w1

2
θ21 +

w2

2
θ22 +

w3

2
θ23

)

− (1− t)

(

w1

2
p21 +

w2

2
p22 +

w3

2
p23

)

= (t2 − t)

(

w1

2
(p1 − θ1)

2 +
w2

2
(p2 − θ2)

2

+
w3

2
(p3 − θ3)

2

)

=
(t2 − t)

2

3
∑

i=1

wi(pi − θi)
2 ≤ 0.

Hence, f (x, tθ + (1− t)p) ≤ tf (x, θ)+ (1− t)f (x, p). Thus,

this supposition is validated.

5. There exist constants d1 and d2 > 0 and β∗ > 1 so that the

integrand f (x, u) of the goal function

f (x, u) = k1C + k2I + k3Dr +
1

2
(w1u

2
1 + w2u

2
2 + w3u

2
3)

≥
d1

2
(u21 + u22 + u23)− d2.

where d1 = min{w1,w2,w3}; β
∗ = 2, d2 > 0. Thus,

this supposition is validated. Therefore, the optimal control

u exists.
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2.2 The Hamiltonian and optimality system

To derive the essential conditions for optimizing the objective

functional, we applied Pontryagin’s [25]. Hence, using this

principle, System 2.3 and the objective functional Equation 2.4 are

transformed into a pointwise Hamiltonian (H), regarding to u1, u2,

and u3. Thus,

H(S,V ,C, I,Dr ,R) = k1C + k2I + k3Dr

+
1

2
(w1u

2
1 + w2u

2
2 + w3u

2
3)+ λ1

dS

dt
+ λ2

dV

dt

+ λ3
dC

dt
+ λ4

dI

dt
+ λ5

dDr

dt
+ λ6

dR

dt
.

where, λi, i = 1, 2, 3, 4, 5, and 6 are the adjoint variables associated

with S,V ,C, I,Dr , and R and to be determined.

Theorem 2.3. For a given optimal controls (u1, u2, u3) =

(u∗1 , u
∗
2 , u

∗
3) and corresponding state variables of Model 2.3 that

minimize J over U, there are adjoint variables λ1...λ6 such that:



































































































































































dλ1

dt
=
(

β(1− u1)(q1C + q2I + q3Dr)+ γ2 + µ
)

λ1 − γ2λ2

− β(1− u1)(q1C + q2I + q3Dr)λ3

dλ2

dt
= −γ1λ1 + (εβ(1− u1)(q1C + q2I + q3Dr)+ µ+ γ1)λ2

− (εβ(1− u1)(q1C + q2I + q3Dr)λ3

dλ3

dt
= β(1− u1)q1Sλ1 + εβ(1− u1)q1Vλ2

− βq1(1− u1)(S+ εV)λ3 + (u3 + δ + ω + µ)λ3

− (δ + u3)λ4 − ωλ6 − k1

dλ4

dt
= βq2(1− u1)Sλ1 + εβ(1− u1)q2Vλ2

− βq2(1− u1)(S+ εV)λ3 + (η + u2 + σ + µ)λ4

− (1− α)(1− u2)ηλ5 − (u2 + αη)λ6 − k2

dλ5

dt
= β(1− u1)q3Sλ1 + εβ(1− u1)q3Vλ2

− βq3(1− u1)(S+ εV)λ3 + (θ + µ)λ5 − θλ6 − k3

dλ6

dt
= −ϑλ1 + (ϑ + µ)λ6

(2.6)

with transversality conditions λi(tf ) = 0, i = 1, ..., 6. In addition,

we acquire the control set (u∗1 , u
∗
2 , u

∗
3) satisfying the optimality

conditions by

u∗1(t) = max
{

0,min(1,ψ1)
}

u∗2(t) = max
{

0,min(1,ψ2)
}

u∗3(t) = max
{

0,min(1,ψ3)
}

where

ψ1 =
β(q1C + q2I + q3Dr)((S+ εV)λ3 − λ1S− εVλ2)

w1

ψ2 =
Iλ4 + (1− α)ηIλ5 − Iλ6

w2

ψ3 =
C(λ3 − λ4)

w3

Proof. Differentiating partially the Hamiltonian equation with

respect to the state variables, S,V ,C, I,Dr , and R, respectively, and

then formulate the adjoint system as follows:

dλ1

dt
= −

∂H

∂S
=
(

β(1− u1)(q1C + q2I + q3Dr)+ γ2 + µ
)

λ1

− γ2λ2 − β(1− u1)(q1C + q2I + q3Dr)λ3

dλ2

dt
= −

∂H

∂V
= −γ1λ1 + (εβ(1− u1)(q1C + q2I + q3Dr)+ µ

+ γ1)λ2 − (εβ(1− u1)(q1C + q2I + q3Dr)λ3

dλ3

dt
= −

∂H

∂C
= β(1− u1)q1Sλ1 + εβ(1− u1)q1Vλ2

− βq1(1− u1)(S+ εV)λ3 + (u3 + δ + ω + µ)λ3

− (δ + u3)λ4 − ωλ6 − k1

dλ4

dt
= −

∂H

∂I
= βq2(1− u1)Sλ1 + εβ(1− u1)q2Vλ2

− βq2(1− u1)(S+ εV)λ3 + (η + u2 + σ + µ)λ4

− (1− α)(1− u2)ηλ5 − (u2 + αη)λ6 − k2

dλ5

dt
= −

∂H

∂Dr
= β(1− u1)q3Sλ1 + εβ(1− u1)q3Vλ2

− βq3(1− u1)(S+ εV)λ3 + (θ + µ)λ5 − θλ6 − k3

dλ6

dt
= −

∂H

∂R
= −ϑλ1 + (ϑ + µ)λ6

In a similar manner following Pontryagin’s maximum principle

to get the controls. Hence, we solved the equation ∂H
∂ui

= 0 at u∗i for

i = 1, 2, 3 and obtained

u∗1 =
β(q1C + q2I + q3Dr)((S+ εV)λ3 − λ1S− εVλ2)

w1
,

u∗2 =
Iλ4 + (1− α)ηIλ5 − Iλ6

w2
,

u∗3 =
C(λ3 − λ4)

w3
.

When we express using conventional control arguments

concerning the constraints on the controls, we conclude

u∗1 =















ψ1, if 0 < ψ1 < 1;

0, if91 ≤ 0;

1, if ψ1 ≥ 1

, u∗2 =















ψ2, if 0 < ψ2 < 1;

0, if92 ≤ 0;

1, if ψ2 ≥ 1

,

u∗3 =















ψ3, if 0 < ψ3 < 1;

0, if93 ≤ 0;

1, if ψ3 ≥ 1

.

Alternately, in compact form, each optimal control can be

expressed as

u∗1(t) = max
{

0,min(1,ψ1)
}

u∗2(t) = max
{

0,min(1,ψ2)
}

u∗3(t) = max
{

0,min(1,ψ3)
}

where

ψ1 =
β(q1C + q2I + q3Dr)((S+ εV)λ3 − λ1S− εVλ2)

w1
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ψ2 =
Iλ4 + (1− α)ηIλ5 − Iλ6

w2

ψ3 =
C(λ3 − λ4)

w3

Thus, the optimal equations are developed from the non-

autonomous System 2.3 and the adjoint Equations 2.6, with the

defined control set, initial and transversal conditions as


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




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
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




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
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
























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

dS

dt
= 5(1− κ)+ ϑR+ γ1V

− β(1− u∗1)(q1C + q2I + q3Dr)S− (µ+ γ2)S

dV

dt
= 5κ + γ2S− εβ(1− u∗1)(q1C + q2I + q3Dr)V

− (µ+ γ1)V

dC

dt
= β(1− u∗1)(q1C + q2I + q3Dr)S

+ εβ(1− u∗1)(q1C + q2I + q3Dr)V − (u∗3 + δ)C

− (ω + µ)C

dI

dt
= (δ + u∗3)C − (η + u2)I − (σ + µ)I

dDr

dt
= (1− α)(1− u∗2)ηI − (θ + µ)Dr

dR

dt
= ωC + (u∗2 + αη)I + θDr − (ϑ + µ)R

dλ1

dt
=
(

β(1− u∗1)(q1C + q2I + q3Dr)+ γ2 + µ
)

λ1 − γ2λ2

− β(1− u∗1)(q1C + q2I + q3Dr)λ3

dλ2

dt
= −γ1λ1 + (εβ(1− u1)(q1C + q2I + q3Dr)+ µ

+ γ1)λ2 − (εβ(1− u1)(q1C + q2I + q3Dr)λ3

dλ3

dt
= β(1− u∗1)q1Sλ1 + εβ(1− u∗1)q1Vλ2

− βq1(1− u∗1)(S+ εV)λ3 + (u∗3 + δ + ω + µ)λ3

− (δ + u∗3)λ4 − ωλ6 − k1

dλ4

dt
= βq2(1− u∗1)Sλ1 + εβ(1− u∗1)q2Vλ2

− βq2(1− u∗1)(S+ εV)λ3 + (η + u∗2 + σ + µ)λ4

− (1− α)(1− u∗2)ηλ5 − (u∗2 + αη)λ6 − k2

dλ5

dt
= β(1− u∗1)q3Sλ1 + εβ(1− u∗1)q3Vλ2

− βq3(1− u∗1)(S+ εV)λ3 + (θ + µ)λ5 − θλ6 − k3

dλ6

dt
= −ϑλ1 + (ϑ + µ)λ6

u∗1(t) = max



















0,min











1,

β(q1C + q2I + q3Dr)

((S+ εV)λ3 − λ1S− εVλ2)

w1





























u∗2(t) = max

{

0,min

(

1,
Iλ4 + (1− α)ηIλ5 − Iλ6

w2

)}

u∗3(t) = max

{

0,min

(

1,
C(λ3 − λ4)

w3

)}

(2.7)

λi(tf ) = 0, i = 1, ..., 6, S(0) = S0,V(0) = V0,C(0) = C0, I(0)

TABLE 1 Parameter values used for the simulations of control bacterial

meningitis model.

Parameter
symbol

Description Value References

5 Recruitment rate 111 [20]

β The transmission rate of

bacterial meningitis

0.343 [18]

η Rate of recovery due to

first line treatment of

infected individuals

0.56 [20]

δ Rate of carrier move to

infected

0.1–0.52 [7]

γ1 Vaccine waning rate 0.32 [9]

γ2 vaccine uptake rate 0.92 [20]

µ Natural death rate of

individuals

0.02 [27]

κ Fraction of vaccinated

individuals before the

out break

0.21 [20]

ω Natural recovery rate

from carrier

0.1118 [9]

σ The death rate due to

the disease at infected

0.05–0.5 [10]

q1 Relative transmissibility

of carrier

0.0016 [28]

q2 Relative transmissibility

of infected

0.08 [7]

q3 Relative transmissibility

of drug resistance

0.02 [20]

α Portion of recovery

from infected

0.125 [13]

ε Rate of vaccine

inefficacy

(0.019–0.15) [29]

θ Recovery rate after

second line treatment

0.82 [20]

ϑ Rate of recovery

individuals waning

immunity

0.0839 [30]

= I0,Dr(0) = Dr0,R(0) = R0.

3 Simulations of the optimal system

This section discusses the numerical results of Model 2.3

to demonstrate the impact of various control measures, such as

prevention, treatment, and screening of carrier individuals, on the

transmission of bacterial meningitis. Using the forward-backward

sweep method, we solved System 2.7 by addressing the state and

adjoint variables. The first step involves solving the state equations

by initializing the controls over the simulation period, utilizing

the forward fourth-order Runge–Kutta scheme. The second step

is to solve the adjoint equations using the backward fourth-order

Runge–Kutta scheme based on the solutions from the current

iteration of the state equations and the transversality conditions.

The controls are then updated based on the intervention results
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and the characteristics and outcomes of the state and adjoint

systems. Lenhart and Workman [26] stated that this process

repeats until consecutive iterations converge within a sufficiently

small tolerance.

Here, the assumption is w2 > w3 > w1 based on the fact

that the cost associated with treatment for bacterial meningitis

is higher than the costs of screening carrier individuals and

preventing susceptible populations, while the cost of prevention is

the lowest. To demonstrate the impact of different combinations of

control strategies on the transmission of bacterial meningitis in a

population, we use the initial conditions (S0,V0,C0, I0,Dr0,R0) =

(5, 550, 4, 100, 1, 620, 210, 180, 350), along with parameters k1 =

30, k2 = 10, k3 = 8,w1 = 20,w2 = 90,w3 = 50, and u1max =

u2max = u3max = 1, and values given in Table 1 for simulation of

System 2.7.

The simulation of the optimal control model is divided into

four strategies, incorporating more than control once, as we

ordered below.

Strategy one: Combination of u2(t) and u3(t),

Strategy two: Combination of u1(t) and u3(t),

Strategy three: Combination of u1(t) and u2(t),

Strategy four: Combination of u1(t), u2(t), and u3(t).

3.1 Strategy one: implementing treatment
(u2) and screening (u3) only

Figure 1 illustrates the effect of the first strategy on bacterial

meningitis dynamics. Using this strategy, the number of C(t),

I(t), and Dr(t) individuals decreases significantly compared to

the scenario without control. For ∼0.25 months, the number of

carrier individuals with control matches those without control,

as illustrated in Figure 1A. However, after ∼0.25 months, the

number of individuals in this class with control decreases

due to the implementation of the screening measure. The

results in Figure 1B indicate that the infected class receives

more individuals from the carriers due to screening. Hence,

for ∼1.5 months, the optimal control curve for the infected

class lies above the curve for the scenario without control

measures. Figure 1C shows that, with this strategy, the number

of drug-resistant individuals decreases rapidly compared to

those without the strategy. Consequently, implementing

treatment and screening measures is effective in reducing

drug-resistant individuals. The controls are implemented at

a maximum rate for the entire period, as demonstrated in

Figure 1D.

FIGURE 1

Impact of combined application of the control variables u2 and u3 on bacterial meningitis dynamics; (A) Carrier; (B) Infected; (C) Durgresist; (D)

Control profile of u2 and u3.
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FIGURE 2

Impact of combined application of the control variables u1 and u3 on bacterial meningitis dynamics; (A) Carrier; (B) Infected; (C) Durgresist; (D)

Control profile of u1 and u3.

3.2 Strategy two: implementing prevention
(u1) and screening (u3) only

In this study, by setting the treatment intervention to zero and

considering the prevention associated with screening intervention,

the aim is to illustrate the interactions of bacterial meningitis

infection. The impact of prevention and screening interventions

on various population compartments is depicted graphically in

Figure 2. The numbers of C(t) individuals in Figure 2A and I(t)

individuals in Figure 2B decline more rapidly than in strategy

one, but the numbers of drug-resistant populations in Figure 2C

decrease more slowly than in strategy one. The control profile u1
in Figure 2D is executed at a maximum level almost for the whole

time, while the control u3 is at upper bound for 3 months and then

drop down after month 3.

3.3 Strategy three: implementing
prevention (u1) and treatment (u2) only

In this strategy, we set the screening control to zero and

consider the prevention associated with the treatment control

to explain the interactions of bacterial meningitis infection.

Compared to the previous strategies, the numbers of carrier

populations in Figure 3A are decreasing slower than the numbers

of carrier individuals in strategy two but faster than in

strategy one. Similarly, the numbers of infected individuals

in Figure 3B diminish faster as assessed to strategy one but

the same as strategy two. Moreover, the numbers of drug-

resistance populations in Figure 3C decrease faster than those

in strategy two but the same as strategy one. In this study,

the control profile u1 in Figure 3D is implemented at a

maximum capacity up to 9.8 months, while the control (u2)

is at upper bound for 4.5 months and then drop down after

month 4.5.

3.4 Strategy four: implementing prevention
(u1), treatment (u2), and screening (u3)
measures

Figure 4 demonstrates the implementation of all three

interventions in Model 2.3. It shows that, as illustrated in

Figure 4A, carriers are eliminated within 2 months. Similarly, the
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FIGURE 3

Impact of combined application of the control variables u1 and u2 on bacterial meningitis dynamics; (A) Carrier; (B) Infected; (C) Durgresist; (D)

Control profile of u1 and u2.

numbers of I(t) in Figure 4B and the numbers of drug resistance

individuals in Figure 4C are eradicated approximately within 3

months. To attain these results, the control profile u1 is executed

at a maximum level for 9.3 months, while the controls u3 and

u2 are at higher limits only for 3 and 3.4 months and then drop

down after months 3 and 3.4, respectively. Thus, the optimal

control trajectories from the simulation indicate that the proper

combination of the intervention strategies may lead to a preferable

intervention of bacterial meningitis.

3.5 Cost-e�ectiveness analysis

We can compare the cost benefits of implementing the control

intervention through cost-effectiveness analysis. Consequently,

we adopted the methodology employed in numerous earlier

investigations [9, 31, 32] to calculate the incremental cost-

effectiveness ratio (ICER) and identify the less costly but more

effective intervention among the listed strategies considered in

this study. Most frequently, ICER is used to compare the costs

and health advantages of any two alternative control intervention

techniques i and j, competing for the same scarce resources. The

ICER is defined mathematically as

ICER =

Difference in the total cost produced by strategies

i and j

Difference in the total number infectious averted in

strategies i and j

(3.1)

where the total infectious averted (Ta) is the difference between

the total number of infectious without controls and with controls

during the infectious period [9, 31, 32]. It is defined mathematically

as follows:

Ta =

tf
∫

0

(

C(t)+ I(t)+ Dr(t)
)

dt −

tf
∫

0

(

C̄(t)+ Ī(t)+ D̄r(t)
)

dt

(3.2)

where

tf
∫

0

(

C(t)+ I(t)+ Dr(t)
)

dt denotes the total number of

infectious individuals without control over a given period of

time, while

tf
∫

0

(

C̄(t)+ Ī(t)+ D̄r(t)
)

dt denotes the total number of
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FIGURE 4

Impact of combined application of the control variables of u1, u2, and u3 on bacterial meningitis dynamics; (A) Carrier; (B) Infected; (C) Durgresist;

(D) Control profile of u1, u2, and u3.

infectious individuals with control over a given period of time. The

total cost (Tc) implemented during the period is also given by

Tc =
1

2

tf
∫

0

[

(w1u
2
1(t)+ w2u

2
2(t)+ w3u

2
3(t)

]

dt. (3.3)

We separated the control strategies into double and triple

scenarios to use ICER to analyze their cost efficiency. Therefore, as

shown in Table 2, to examine the cost-effectiveness for the double

scenario, the control strategies are primarily ranked in increasing

order of the aggregated count of infectious averted.

ICER(one) =
6,999.8

209,417
= 0.0334,

ICER(two) =
1,833.1− 6,999.8

385,297− 209,417
= −0.0294,

ICER(three) =
3375.9− 1,833.1

394,401− 385,297
= 0.1695.

From Table 2, we observed that the values of ICER (one)

are more significant than ICER(two). This implies that strategy

one is more costly and less effective than strategy two. For this

reason, strategy one is eliminated from the list of alternative control

TABLE 2 Incremental cost-e�ective ratio for double scenario.

Strategies Total infectious
averted

Total cost
($)

ICER

Strategy one 209,417 6,999.8 0.0334

Strategy two 385,297 1,833.1 –0.0294

Strategy three 394,401 3,375.9 0.1695

TABLE 3 Incremental cost-e�ective ratio for double scenario.

Strategies Total infectious
averted

Total cost
($)

ICER

Strategy two 385,297 1,833.1 0.00476

Strategy three 398,779 3,375.9 0.1695

interventions. Then, by recomputing ICER for strategies two and

three, we obtained Table 3.

Table 3 shows that the ICER (three) is higher than the ICER

(two). This makes strategy three strongly dominant, more costly,

and less effective than strategy two. Therefore, we eliminate strategy

three from the list of control interventions, and strategy two

(integrating the use of prevention (u1) and screening (u3)) is the
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TABLE 4 Incremental cost-e�ective ratio for triple scenario.

Strategy Total infectious
averted

Total cost
($)

ICER

Strategy four 400,348 3,551.3 0.00887

TABLE 5 Incremental cost-e�ectiveness ratio for the most e�ective

strategies.

Strategies Total infectious
averted

Total
cost($)

ICER

Strategy two 385,292 1,833.1 0.00476

Strategy four 400,348 3,551.3 0.1144

most cost-effective strategy from the double scenario. Next, we

calculate an ICER for the triple scenario, as shown in Table 4.

ICER(four) =
3,551.3

400,348
= 0.00887

Finally, we compare the most cost-saving strategy obtained

from the double and triple scenarios and calculate the ICER, as

shown in Table 5.

ICER (two) =
1,833.1

385,297
= 0.00476

ICER (four) =
3,551.3− 1,833.1

400,348− 385,297
= 0.1144

Table 5 clearly shows that strategy two has the lowest ICER

value. Thus, out of all the control measures mentioned in this study,

strategy two (the combined use of prevention and screening) is the

most cost-saving and effective control intervention.

4 Conclusion

In this study, we applied an optimal control theory to a

bacterial meningitis model developed by Belay et al. [20]. We

used Pontryagin’s maximum principle to derive the Hamiltonian

equation, adjoint variables, characterizations of the controls, and

the optimality system. In addition, the existence of the optimal

control model was proven. To control the spread of bacteria

meningitis disease, we introduced three time-dependent control

variables, such as prevention u1(t), treatment u2(t), and screening

u3(t), into Model 2.2 and investigated the associated benefits of

different control strategies using cost-effectiveness analysis. To

do this, we calculated the incremental cost-effectiveness ratio

(ICER). The numerical results indicate that all implemented control

strategies significantly reduce bacterial meningitis infections in the

population, with the combined use of all protective and control

interventions proving the most effective. Even though our result of

cost-effectiveness analysis indicates that strategy two (the combined

use of prevention and screening) is the most cost-saving and

effective strategy to eradicate the bacteria meningitis disease, in

terms of the infection averted, we saw that strategy three (the

combined use of prevention and treatment) and strategy four (the

use of all controls) were more significant than strategy two (the

combined use of prevention and screening).
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