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Dynamic complexity of a delayed
spatiotemporal predator-prey
model

Mohamed Hafdane1*, Nossaiba Baba1, Youssef El Foutayeni2 and

Naceur Achtaich1

1Analysis, Modeling and Simulation Laboratory, Hassan II University, Casablanca, Morocco, 2Cadi Ayyad
University, École Nationale des Sciences Appliquées, Marrakech, Morocco

This study investigates a delayed spatiotemporal predator-prey model that
incorporates key ecologicalmechanisms, including the Allee e�ect, fear-induced
prey behavior, Holling type II predation with cooperative hunting, toxicity
with delayed e�ects, and both nonlinear (for prey) and linear (for predators)
fishing pressures. Using tools from the theory of partial di�erential equations,
stability analysis, and Hopf bifurcation theory, we derive the conditions under
which stable coexistence or instability emerges. Our results reveal that system
stability is maintained below a critical delay threshold, beyond which oscillatory
dynamics arise. In the spatial domain, di�usion can either stabilize populations
or lead to heterogeneous patterns such as Turing structures and predator-prey
segregation, particularly when di�usion is low and delays are significant.
Numerical simulations support and illustrate the analytical findings, showing a
variety of dynamic behaviors consistent with observed ecological patterns. This
work highlights how the interplay between ecological processes, time delays,
and spatial e�ects governs predator-prey dynamics and o�ers insights relevant
to ecosystem management.
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1 Introduction

The study of predator-prey interactions has long been fundamental in ecological

modeling. Understanding how species coexist and how their populations fluctuate over

time and space is essential for both theoretical ecology and natural resource management

[1–6]. Natural ecosystems are often subject to various biological and environmental factors

that influence species dynamics. In particular, resource competition [7], predation [8], fear

effects [9, 10], and anthropogenic disturbances such as fishing play a major role in shaping

population dynamics. Numerous studies have explored these dynamics using ordinary

and partial differential equations [6, 11–14], allowing for a comprehensive representation

of these complex interactions. For example, in Chakraborty et al. [15], the authors

investigated a predator-prey model incorporating prey refuge and additional food sources

for predators. Supplemental feeding is an effective strategy in integrated pest management

and conservation programs. Their findings show that a high level of prey refuge can negate

the benefits of supplemental food, making prey control difficult. However, when prey
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refuge is limited and predators have access to an optimal level of

additional food, prey (pest) populations can be effectively regulated.

In this study, we propose a spatiotemporal predator-prey

model that incorporates several key ecological factors. First, we

integrate the Allee effect [16], which reflects the difficulty prey

face in reproducing at low densities, when cooperation among

individuals becomes insufficient. The Allee effect, represented

by F(b,N) = aN
b+N

, where N is the prey density and b

is the density threshold below which reproduction is strongly

reduced, is crucial for many animal and plant populations. This

effect is particularly significant in situations where reproduction

depends directly on the presence of a sufficient number of

individuals [46–50].

Furthermore, the fear effect alters prey behavior in response

to predator presence [14, 17, 18]. This mechanism is modeled

by a scaling term R(c, P) = 1
1+cP , which reduces prey activity

and limits their access to resources, significantly affecting

their reproduction rate. Moreover, the fear effect can amplify

the Allee effect under certain conditions, thus altering the

system dynamics and reducing the prey population in a

more complex manner than a simple density effect. Recent

studies also emphasize the combined roles of fear of predation,

supplemental food availability, and selective predation in

shaping ecological stability [19]. Fear can temporarily protect

prey by reducing predator encounters, but simultaneously

limits prey access to essential resources. Supplemental food

supports predator persistence, while selective predation, where

predators avoid infected prey, can significantly alter disease

transmission and population dynamics in both temporal and

spatial settings.

Another fundamental aspect of the model is the incorporation

of a Holling type II functional response combined with cooperative

predation. The Holling type II functional response describes a

saturable consumption rate, reflecting a predator’s physiological

limitation. However, certain predator species hunt cooperatively,

which enhances their efficiency when in groups. This cooperative

hunting behavior is integrated into the model through a

term that modifies the capture probability as a function of

predator density.

Introducing toxicity [14] and its delayed effects adds another

critical dimension to the model. Prey accumulates toxins that

do not act immediately but instead cause delayed mortality,

introducing a memory effect into the system. In contrast,

predators experience the effects of toxicity instantaneously

when consuming intoxicated prey. This temporal lag in toxin

effects can induce instabilities and influence coexistence patterns

and population regulation. In Shukla et al. [20], the authors

studied the spatial dynamics of a nutrient–phytoplankton

system under toxic effects and found that toxicity can lead

to spatially inhomogeneous distributions, producing diverse

patterns such as stripes, spots, or mixtures thereof. Their

findings revealed that certain levels of toxicity could drive

spatio-temporal oscillations, further emphasizing the potential

for toxicity to generate complex dynamical behaviors in

ecological systems.

Incorporating spatial diffusion into our predator-preymodels is

essential for realistically capturing the movement and distribution

of biological populations. Diffusion terms model the natural

tendency of individuals to migrate across space, which can interact

with local dynamics to generate spatial heterogeneity. For instance,

Shukla et al. [20] investigated the effects of cross-diffusion in

an algal bloom model and demonstrated that spatial interactions

could lead to the formation of complex patterns depending on

environmental parameters. Their analysis highlights how spatial

diffusion can either stabilize or destabilize homogeneous equilibria,

depending on system conditions, and emphasizes the necessity of

including such mechanisms in ecological models.

Finally, we account for resource exploitation through fishing.

Prey are subject to a nonlinear Michaelis–Menten-type fishing

pressure [21–23], which reflects capture saturation at high

abundance levels. Predators, on the other hand, experience linear

fishing pressure [24–26], corresponding to an extraction rate

proportional to their density. These two forms of harvesting allow

us to assess the effects of fisheries management on population

stability and resilience to anthropogenic pressures [27–30].

The main objective of this study is to analyze the stability

of the coexistence equilibrium of both species and explore

the spatiotemporal dynamics of the system using advanced

mathematical tools. We rely on eigenvalue analysis to identify

equilibrium stability conditions, Hopf bifurcation theory [31–33]

to examine the emergence of oscillatory behaviors due to time

delays, and parabolic and elliptic partial differential equations

to study spatial patterns emerging in population distribution.

Numerical simulations are also conducted to illustrate the

effects of various parameters on species coexistence and spatial

population structuring.

This study makes a significant contribution to predator-

prey system modeling by simultaneously incorporating multiple

ecological and bioeconomic factors. The results will provide

a deeper understanding of how spatial diffusion [34–36],

delayed toxicity [12, 37–44]), and predator cooperation influence

population stability and persistence. Furthermore, the inclusion of

fishing pressure in the model makes our study particularly relevant

to marine resource management policies and the conservation

of exploited species. By combining theoretical analysis with

numerical simulations, we aim to characterize the system’s

dynamic transitions and identify the conditions that promote

species coexistence.

The predator-prey system studied is described by the following

partial differential equations:











































∂N(x,t)
∂t = d11N + N

(

aN
(b+N)(1+cP)

− d − eN
)

−
(f+gP)NP

1+h(f+gP)N

−θ1NN(t − τ )−
q1E1N

m1E1+m2N
,

∂P(x,t)
∂t = d21P −mP +

k(f+gP)NP
1+h(f+gP)N

− θ2P − q2E2P,

∂N(x,t)
∂ν

= ∂P(x,t)
∂ν

= 0, ∀x ∈ ∂�, ∀t > 0

N(x, t) = N0(x, t) ≥ 0, P(x, t) = P0(x, t) ≥ 0,

x ∈ �, t ∈ [−τ , 0].

(1)

� is a smooth and bounded open region in R
N (where

N ≥ 1), and ∂� represents its smooth boundary. The operator

1 corresponds to the Laplacian in R
N . The unit outward normal

vector on ∂� is denoted as S. The usage of homogeneous
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TABLE 1 The meaning of bioeconomical parameters.

Parameter Meaning

a Maximum filtering per individual of the population

b Intensity of the Allee effect

d Mortality rate of prey

e Intensity of intraspecific competition

c Fear induced by predator population

f The attack rate per predator to prey

g Predator cooperation in hunting

h The predators handing time of a prey

m Death rate for predators

k the conversion efficiency

τ The delay for toxins to affect prey

m1 Impact of fishing effort on capture saturation

m2 Impact of fish abundance on capture saturation

θ1 , θ2 Toxicity effect

d1 , d2 Diffusive coefficients

q1 , q2 Capturability coefficients

E1 , E2 The level of fishing effort employed to exploit the targeted

species

Neumann boundary conditions implies that the population under

consideration cannot migrate or move across the boundaries of

the given domain. Furthermore, we make the assumptions that

N0(x, t) and P0(x, t) belong to the space C([−τ , 0],X), where X is

defined by:

X =

{

v,w ∈ W2,2(�) :
∂v(t, x)

∂ν
=
∂w(t, x)

∂ν
= 0, x ∈ ∂�

}

and the inner product 〈·, ·〉. For the sake of convenience, we limit

our study to the one-dimensional spatial domain � = (0, lπ)

throughout this paper. The parameters used in the model are

defined in Table 1.

The organization of this article is as follows. In the Section

1, we analyze the temporal model without considering the spatial

dimension to better understand its intrinsic dynamics. We study

the existence, positivity, and boundedness of the solutions, followed

by an analysis of local stability. The Section 2 is dedicated

to the study of the spatiotemporal model, where we establish

the existence and boundedness of solutions, derive an a priori

estimate for positive solutions, and formulate conditions for

the non-existence of non-constant positive solutions. A stability

analysis of the system is also conducted. In the Section 3,

we examine the direction of the Hopf bifurcation and analyze

the stability of the emerging periodic solutions. Finally, the

Section 4 is devoted to numerical simulations, which illustrate

the theoretical results on the effect of delay on stability and

examine the influence of diffusion coefficients on the model’s

dynamics. These analyses are followed by a discussion aimed

at interpreting the obtained results and highlighting their

biological implications.

2 Temporal model study

We consider the following model:















dN
dt

= N
(

aN
(b+N)(1+cP)

− d − eN
)

−
(f+gP)NP

1+h(f+gP)N

−θ1NN (t − τ)−
q1E1N

m1E1+m2N
dP
dt

= −mP +
k(f+gP)NP
1+h(f+gP)N

− θ2P − q2E2P

(2)

With specified initial conditions x(θ) = ϕ(θ) > 0 and

y(θ) = ψ(θ) > 0 for all θ ∈ [−τ , 0], where ϕ and ψ are

continuous functions.

2.1 Existence, positivity, and boundedness
of the solution

2.1.1 Positivity
Theorem 1. The set

{

(N, P) ∈ R
2
:N ≥ 0, P ≥ 0

}

is positively

invariant for Equation 2.

Proof. Note that the planesN = 0 and P = 0 are invariant. Indeed,

dN(t)

dt

∣

∣

∣

∣

N=0

= 0 and
dP(t)

dt

∣

∣

∣

∣

P=0

= 0.

This means that if solutions reach N = 0 or P = 0, they

do not become negative. Thus, starting with strictly positive initial

conditions N(0) > 0 and P(0) > 0, solutions remain in the positive

domain for all t > 0.

In conclusion, the set
{

(N, P) ∈ R
2
:N ≥ 0, P ≥ 0

}

is positively

invariant for Equation 2.

2.1.2 Boundedness
Theorem 2. All solutions of system (Equation 2), with positive

initial values, are bounded.

Proof. Examine the inequality below:

dN

dt
≤ N

(

a− d − eN
)

.

This implies that N is bounded above by a−d
e .

Now define U = N + 1
k
P where k is a positive constant, and let

8 be a positive constant. We get:

dU

dt
+8U =

dN

dt
+

1

k

dP

dt
+8U.

Substituting the system’s equations yields:

dU

dt
+8U = N

(

aN

(b+ N)(1+ cP)
− d − eN

)

−
(f + gP)NP

1+ h(f + gP)N

− θ1NN(t − τ )−
q1E1N

m1E1 +m2N
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+
1

k

(

−mP +
k(f + gP)NP

1+ h(f + gP)N

− θ2P − q2E2P
)

+8

(

N +
1

k
P

)

.

Simplify this expression to get:

dU

dt
+8U ≤ aN + (8− d)N +

1

k
(8−m)P.

Using the bound N ≤ a−d
e , we obtain:

dU

dt
+8U ≤

a(a− d)

e
+ (8− d)N +

1

k
(8−m)P.

By choosing8 ≤ min{d,m}, we have:

dU

dt
+8U ≤ ω =

a(a− d)

e
.

Thus, the inequality becomes:

U(t) ≤
ω

8
+ U(t0)e

−8(t−t0).

Therefore,

lim sup
t→∞

U(t) ≤
ω

8
,

Concluding that the solution of the system is bounded.

2.1.3 Existence and uniqueness of solution
We consider the following delayed system

Ẋ = g
(

X(t),X(t − τ )
)

, (3)

where X = (N, P)T represents the state vector, and the function

g is defined as

g =

(

g1
g2

)

,

with















g1 = N
(

aN
(b+N)(1+cP)

− d − eN
)

−
(f+gP)NP

1+h(f+gP)N
− θ1NN (t − τ)

−
q1E1N

m1E1+m2N

g2 = −mP +
k(f+gP)NP
1+h(f+gP)N

− θ2P − q2E2P

Theorem 3. Equation 2 has only one possible solution.

Proof. The function g :R2 × R
2 → R

2 is well-defined and

continuous. Moreover, for each gi (i = 1, 2), the partial derivatives

exist and are assumed to be continuous and bounded. As a

result, g satisfies the Lipschitz condition locally, ensuring the

existence and uniqueness of a local solution X(t) according to

the Cauchy-Lipschitz theorem for functional differential equations

with delay [11].

2.2 Local stability

In this section, we initially identify and characterize all the

equilibrium points of Equation 2, followed by an analysis of their

local stability.

2.2.1 Equilibrium points
We concentrate exclusively on the dynamic study of internal

equilibrium points. To find these, we need to solve the

following system:







aN
(b+N)(1+cP)

− d − eN −
(f+gP)P

1+h(f+gP)N
− θ1N −

q1E1
m1E1+m2N

= 0

−m+
k(f+gP)N

1+h(f+gP)N
− θ2 − q2E2 = 0

Hence, the internal equilibrium can be expressed as E∗(N∗, P∗),

where

P∗ = −
f − 1

kN∗

(

fhN∗ + 1
) (

m+ θ2 + E2q2
)

g − g h
k

(

m+ θ2 + E2q2
)

= −
C + LN∗

DN∗

with











L = f
(

−k+ hθ2 + hm+ hE2q2
)

C = m+ θ2 + E2q2
D = g

(

hθ2 − k+ hm+ hE2q2
)

N∗ is the solution to the proposed equation:

Z7N
∗7 + Z6N

∗6 + Z5N
∗5 + Z4N

∗4 + Z3N
∗3 + Z2N

∗2 + Z1N
∗

+ Z0 = 0

Where:































































Z7 = DA3m2 (−D+ Lc) (e+ θ1)

Z6 = Y13 + X14

Z5 = Y21 + X12 + X13 + Y12

Z4 = X11 + Y14 + Y15 + Y16

Z3 = Y31 + Y32 + Y33

Z2 = Y22 + Y23

Z1 = C2
(

Ccg
(

A2 + bm2

)

− bDA2

(

g + cf
)

+3LbcgA2

)

Z0 = C3bcgA2
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And:







































































































































































































































X11 = −D2A1B1 + L3cgA2 + LfD2A2 − L2gDA2 + CfD2m2

X12 = −D2A1A3 − eD2A2B1 + L3cgm2 + LfD2m2

−L2gDm2

X13 = D2
(

A2A3 + B1m2

)(

a− d
)

+ ebDA3m2

(

Lc− D
)

X14 = −D2
(

eA2A3 + eB1m2 − aA3m2 + dA3m2 + θ1A2A3

)

Y12 = D
(

− θ1DA2B1 + cA2

(

eLB1 + CA3e
)

+ Ccm2

(

B1e

+dA3

))

+ DLcθ1B1
(

A2 + bm2

)

+ D
(

Ccθ1
+Lcd

)(

A2A3 + B1m2

)

− bD2
(

A2A3 + B1m2

)(

θ1 + e
)

Y13 = D
(

− θ1DB1m2 + eCcA3m2 + Lc
(

eB1m2 + A2A3e
)

+LcA3

(

dm2 + θ1A2

))

+ cθ1m2D
(

CA3 + LB1
)

+Dbθ1A3m2

(

− D+ Lc
)

Y14 = D
(

− 2CLm2

(

g + cf
)

+ CcA1A3 + Lc
(

A1B1 − LfA2

)

+Lbm2

(

fD− Lg
))

+ LbcA3D
(

A1 + dA2

)

+DLcdA2B1 + Dbe
(

− DA2B1 + Cc
(

A2A3 + B1m2

))

Y15 = D
(

A2B1
(

aD+ eLbc
)

+ CcA2

(

B1e+ dA3

)

+Ccdm2

(

B1 + bA3

))

+ LbcB1D
(

dm2 + θ1A2

)

+Cbcθ1D
(

A2A3 + B1m2

)

Y16 = −bD2A3

(

A1 + dA2

)

− dD2B1
(

A2 + bm2

)

+θ1DA2B1
(

Cc− bD
)

+ L2cm2

(

3Cg − bfD+ Lbg
)

Y21 = D
(

Lc
(

A1A3 − Lfm2

)

− bdDA3m2 +
(

θ1

+e
)(

bcA3

(

LA2 + Cm2

)))

+ LDbcm2

(

B1e+ dA3

)

Y22 = C
(

bfD2A2 − CcfDA2 − CbgDm2 + 3L2bcgA2

+bcDA1B1
)

+ 3CDLbcgm2 − CbcfD2m2

+bcdD2A2B1
Y23 = −bD2A2B1

(

a− d
)

− C2DA2

(

bD− cg
)

Y31 = bD2A1A2A3

Y32 = bD2
(

A2
2A3 + B21m2

)

Y33 = bD2A3m2

(

a− d
)

2.2.2 Characteristic equation
We consider the following equation:

det
(

λI − J − Re−λτ
)

= 0 (4)

where

J =

(

J1 J2
J3 J4

)

, R =

(

−θ1N
∗ 0

0 0

)

and



















































J1 = N∗a N∗+2b

(Pc+1)(N+b)
2 − d − 2N∗e− P∗

f+P∗g

(N∗fh+N∗P∗gh+1)
2

−θ1N
∗ − E21m1

q1
(N∗m2+E1m1)

2

J2 = −N∗2a c
(P∗c+1)2(N∗+b)

− N∗

(N∗fh+N∗P∗gh+1)
2

(

N∗hP2g2

+2N∗hP∗fg + 2P∗g + N∗hf 2 + f
)

J3 =
k(f+P∗g)

(N∗fh+N∗P∗gh+1)
2 P

∗

J4 = −m+ N∗k
f+2P∗g+Nf 2h+NP2g2h+2N∗Pfgh

(N∗fh+N∗P∗gh+1)
2 − θ2 − q2E2

After simplifying Equation 5, we obtain the following equation:

λ2 + α0λ+ β0 +
(

θ1N
∗λ+ γ0

)

e−λτ = 0, (5)

where

α0 = −J1 − J4, β0 = J1J4 − J2J3, γ0 = −θ1N
∗J4.

2.2.3 Stability analysis without delay
By substituting τ = 0 into Equation 6, we obtain

λ2 +
(

α0 + θ1N
∗
)

λ+ β0 + γ0 = 0.

Let us make the following assumptions:

• (H0) α0 + θ1N
∗ > 0 and β0 + γ0 > 0

Theorem 4. If assumption (H0) holds, then according

to the Routh–Hurwitz criterion, the system is locally

asymptotically stable.

2.2.4 Stability analysis with delay
When τ 6= 0, by substituting λ = iω into Equation 6 and

separating the real and imaginary parts, we obtain

ω2 − β0 = θ1N
∗ω sin(ωτ )+ γ0 cos(ωτ ) (6)

α0ω = −θ1N
∗ω cos(ωτ )+ γ0 sin(ωτ ), (7)

which implies that

ω4 +
(

α20 − 2β0 −
(

θ1N
∗
)2
)

ω2 + β20 − γ
2
0 = 0. (8)

Let z = ω2, then Equation 9 becomes

z2 +
(

α20 − 2β0 −
(

θ1N
∗
)2
)

z + β20 − γ
2
0 = 0. (9)

Let us make the following assumptions:

• (H1) β
2
0 − γ

2
0 < 0

• (H2) β
2
0 − γ 2

0 > 0,
(

α20 − 2β0 − θ
2
2

)2
− 4

(

β20 − γ
2
0

)

> 0 and

α20 − 2β0 − (θ1N
∗)2 < 0

• (H3) β
2
0 − γ

2
0 > 0,

(

α20 − 2β0 − (θ1N
∗)2
)2
− 4

(

β20 − γ
2
0

)

6 0

or α20 − 2β0 − (θ1N
∗)2 > 0

• (H4) β
2
0 − γ

2
0 > 0,

(

α20 − 2β0 − (θ1N
∗)2
)2
− 4

(

β20 − γ
2
0

)

> 0

and α20 − 2β0 − (θ1N
∗)2 > 0

Theorem 5. Suppose that the conditions (H0) hold. If one of the

conditions (H3) or (H4) is satisfied, then Equation 2 is locally

asymptotically stable for all τ ≥ 0.

Next, we demonstrate under what conditions Equation 2

experiences a Hopf bifurcation by considering the delay τ as

a bifurcation parameter. The necessary condition for a shift in

stability of the interior equilibrium E∗ is that the characteristic

Equation 6 possesses purely imaginary roots. Thus, to derive the

stability criterion, we substitute τ = τ̂ and ω = ω̂ into Equations 7

and 8, and by solving these equations for cos(ω̂τ̂ ) or sin(ω̂τ̂ ),

we obtain:

τ̂n =
1

ω̂
arccos

[

γ0
(

ω̂2 − β0
)

− θ1N
∗α0ω̂

2

(θ1N∗)2 ω̂2 + γ 2
0

]

+
2πn

ω̂
,

where n ∈ N. The transversality condition for Hopf bifurcation

at τ = τ̂ is
[

dµ
dτ

]

τ=τ̂
> 0. Let λ = µ+ iω be the root of Equation 6
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satisfyingµ(τ̂ ) = 0 andω(τ̂ ) = ω̂. Differentiating both sides of this

equation with respect to τ , we get

Q1

[

dµ

dτ

]

τ=τ̂

+ Q2

[

dω

dτ

]

τ=τ̂

= M3,

−Q2

[

dµ

dτ

]

τ=τ̂

+ Q1

[

dω

dτ

]

τ=τ̂

= M4,

where

Q1 = α0 − γ0τ̂ cos(ω̂τ )− θ1N
∗τ̂ ω̂ sin(ω̂τ̂ )+ θ1N

∗ cos(ω̂τ̂ )

Q2 = −2ω̂ − γ0τ̂ sin(ω̂τ̂ )+ θ1N
∗ sin(ω̂τ̂ )+ θ1N

∗ω̂τ̂ cos(ω̂τ̂ )

Q3 = γ0ω̂ sin(ω̂τ̂ )− θ1N
∗ω̂τ̂ cos(ω̂τ̂ )

Q4 = θ1N
∗γ0ω̂

2 sin(ω̂τ̂ ) cos(ω̂τ̂ )

Thus,
[

dµ

dτ

]

τ=τ̂

=
Q3Q1 − Q4Q2

Q2
1 + Q2

2

.

The transversality condition
[

dµ
dτ

]

τ=τ̂
> 0 for the occurrence

of Hopf bifurcation at τ = τ̂ is properly satisfied as long as

Q3Q1 − Q4Q2 > 0. Consequently, we obtain the following result:

Theorem 6. Suppose that condition (H0) holds. If (H1) or (H2) is

satisfied, then Equation 2 is locally asymptotically stable for τ < τ̂

and becomes unstable when τ > τ̂ . Furthermore, when τ = τ̂ ,

Equation 2 undergoes a Hopf bifurcation at (N∗, P∗) provided that

M3M1 −M4M2 > 0.

3 Spatiotemporal model study

3.1 Existence and boundedness of the
solution

Theorem 7. For Equation 1, we have the following results:

1. If N0(x, t) ≥ 0 and P0(x, t) ≥ 0, then Equation 1 has a unique

positive solution
(

N(x, t), P(x, t)
)

for x ∈ � and t ∈ (0,∞).

2. If
(

N(x, t), P(x, t)
)

is a solution of Equation 1, then

lim sup
t→+∞

N(x, t) 6
a− d

e
.

Moreover, there exist constants C1 and C3 such that

∥

∥N(·, t)
∥

∥

C(�)
6 C1 and

∥

∥P(·, t)
∥

∥

C(�)
6 C3.

Proof. 1. We define

ϕ (N, P) = N
(

aN
(b+N)(1+cP)

− d − eN
)

−
(f+gP)NP

1+h(f+gP)N

−θ1NN(t − τ )−
q1E1N

m1E1+m2N

ψ (N, P) = −mP +
k(f+gP)NP
1+h(f+gP)N

− θ2P − q2E2P

then

ϕP = −acN

(b+N)(1+cP)2
−

fN+hf 2N2+2gNP+2hfgN2P+fg2N2P2

(1+h(f+gP)N)
2 6 0

ψN =
k(f+gP)P

(1+h(f+gP)N)
2 > 0

(10)

Next, the Equation 1 forms a mixed quasimonotone system

in the set R2+ = {(N, P) /N > 0, P > 0}. Consider the following

ordinary differential equation model:























Ṅ(t) = N
(

aN
(b+N)(1+cP)

− d − eN
)

− θ1NN(t − τ )

−
q1E1N

m1E1+m2N
,

Ṗ(t) = −mP +
k(f+gP)NP
1+h(f+gP)N

− θ2P − q2E2P,

N(t) = N0, P(t) = P0.t ∈ [−τ , 0]

(11)

Where N0 = sup� N0(x, t) and P0 = sup� P0(x, t),

∀t ∈ [−τ , 0]. Let
(

Ñ, P̃
)

be the unique solution of the

Equation 11. Then
(

N, P
)

= (0, 0) and
(

N, P
)

=
(

Ñ, P̃
)

, are

respectively the lower and upper solutions of the system 1.

Thus, the Equation 1 has a unique globally defined solution
(

N(x, t), P(x, t)
)

, which satisfies

0 6 N(x, t) 6 Ñ(t), 0 6 P(x, t) 6 P̃(t) (12)

The strong maximum principle ensures that N(x, t) > 0 and

P(x, t) > 0.

∂N(x, t)

∂t
− d11N = N

(

aN
(

b+ N
)

(1+ cP)
− d − eN

)

−

(

f + gP
)

NP

1+ h
(

f + gP
)

N
− θ1NN(t − τ )

−
q1E1N

m1E1 +m2N

6 N
(

a− d − eN
)

Thus, using the comparison principle, we obtain

lim sup
t→+∞

max
�

N(x, t) 6
a− d

e

The maximum principle ensures that
∥

∥N(., t)
∥

∥

C
(

�
) 6 C1,

∀t> 0.

Define n(t) =
∫

�
N(x, t)dx and p(t) =

∫

�
P(x, t)dx, then

dn(t)

dt
=

∫

�

dN(x, t)

dt
dx

=

∫

�

N

(

aN
(

b+ N
)

(1+ cP)
− d − eN − θ1N(t − τ )

)

−

(

f + gP
)

NP

1+ h
(

f + gP
)

N
dx

−

∫

�

q1E1N

m1E1 +m2N
dx+ d1

∫

�

1Ndx

=

∫

�

N

(

aN
(

b+ N
)

(1+ cP)
− d − eN − θ1N(t − τ )

)

−

(

f + gP
)

NP

1+ h
(

f + gP
)

N
dx−

∫

�

q1E1N

m1E1 +m2N
dx
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And for p(t):

dp(t)

dt
=

∫

�

dP(x, t)

dt
dx

=d2

∫

�

1Pdx+

∫

�

−mP +
k
(

f + gP
)

NP

1+ h
(

f + gP
)

N

−θ2P − q2E2Pdx

=

∫

�

−mP +
k
(

f + gP
)

NP

1+ h
(

f + gP
)

N
− θ2P − q2E2Pdx

which leads to

d

dt

(

kn+ p
)

6 −m
(

kn+ p
)

+
(

a− d +mk
)

n

6 −m
(

kn+ p
)

+
(

a− d +mk
)

C1|�|

We have

∫

�

P(x, t)dx 6 kn(t)+ p(t)

6 (kn(0)+ p(0))e−mt

+

(

a− d +mk
)

C1|�|

m

(

1− e−mt
)

This means that

‖P(·, t)‖L1(�) 6 k
∥

∥N0(·)
∥

∥

L1(�)
+
∥

∥P0(·)
∥

∥

L1(�)

+

(

a− d +mk
)

C1|�|

m
: = C.

According to Theorem 3.1 in Alikakos [38], we have

‖P(·, t)‖L∞(�) 6 C2,

where C2 depends on C and
∥

∥P0(x)
∥

∥

L∞(�)
. As a result, there

exists a constant C3 such that

‖P(·, t)‖C(�) 6 C3.

3.2 A priori estimate of the positive solution

The Equation 1 reaches its corresponding steady state.



























−d11N = N
(

aN
(b+N)(1+cP)

− d − eN
)

−
(f+gP)NP

1+h(f+gP)N

−θ1N
2 −

q1E1N
m1E1+m2N

,

−d21P = −mP +
k(f+gP)NP
1+h(f+gP)N

− θ2P − q2E2P,

∂N(x)
∂ν

= ∂P(x)
∂ν

= 0, ∀x ∈ ∂�.

(13)

Lemma 1. [39] We suppose that F(x,w) ∈ C(�̄ × R). If w ∈

C2(�) ∩ C1(�̄) satisfies

{

1w(x)+ F(x,w(x)) ≥ 0, x ∈ �,
∂w
∂ν

≤ 0, x ∈ ∂�

and w (x0) = max�̄ w, then F (x0,w (x0)) ≥ 0. Similarly,

if the two inequalities are reversed and w (x0) = min�̄ w, then

F (x0,w (x0)) ≤ 0.

Theorem 8. Let
(

N(x), P(x)
)

be non-negative and nontrivial

solution of Equation 13, then it satisfies the following conditions

0 < N(x) 6 (a− d)/(e+ θ1), 0 < P(x) 6
kd2

(

a− d + md1
d2

)2

4d2m (e+ θ1)

Proof. Suppose that
(

N(x), P(x)
)

is a solution of Equation 13

satisfying N(x), P(x) > 0. According to the strong maximum

principle, we have N(x) > 0 and P(x) > 0. From Lemma 1, we

obtain thatN(x, t) 6 (a−d)/(e+θ1). Multiplying the first equation

of 13 by k and adding it to the second equation of 13, we obtain

−
(

kd11N + d21P
)

6kN
(

a− d − (e+ θ1)N
)

+
mkd1

d2
N

−
m

d2

(

d2P + kd1N
)

6kN

(

a− d +
md1

d2
− (e+ θ2)N

)

−
m

d2

(

d2P + kd1N
)

6k

(

a− d + md1
d2

)2

4 (e+ θ1)
−

m

d2

(

d2P + kd1N
)

.

It follows from Lemma 1 that

kd1N + d2P 6

kd2

(

a− d + md1
d2

)2

4m (e+ θ1)
.

Therefore,

P 6

kd2

(

a− d + md1
d2

)2

4d2m (e+ θ1)
.

3.3 Non-existence of non-constant
positive solutions

Theorem 9. For any fixed a, b, c, d, e,E1,E2, f , g, h, k,m,m1,m2, q1,

q2, θ1 and θ2, there exists a positive constant d∗ such that if

min
{

d1, d2
}

> d∗, then Equation 13 has no nonconstant solutions.

Proof. Let
(

N(x), P(x)
)

be non-negative solution of Equation 13,

We define N̄ = |�|−1
∫

�
N(x)dx and P̄ = |�|−1

∫

�
P(x)dx. It’s

clear that
∫

N − N̄dx = 0 and
∫

P − P̄dx = 0. To facilitate

the discussion, let χ(N, P) =
(

f + gP
)

NP/(1 + h
(

f + gP
)

N).

According to the mean value theorem for bivariate functions,

we have:

χ(N, P)− χ(N̄, P̄) = χ ′
N(η, ζ )

(

N − N̄
)

− χ ′
P(η, ζ )

(

P − P̄
)

Obviously χ ′
N < k1 and χ

′
P < k2, where

k1 = fC1 + gC1C2,

k2 = fC1 + hf 2C2
1 + 2gC1C2 + 2hfgC2

1C2 + fg2C2
1C

2
2 .
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Bymultiplying the first equation of 13 byN−N̄ and integrating

over�, we arrive at

d1

∫

|∇(N − N̄)|2dx 6 ρ

∫

(N − N̄)2dx+
(

M2
1

ac

b
+

ac

b2
M3

1

+ k2
)

∫

‖N − N̄‖‖P − P̄‖dx

6

(

ρ +M2
1

ac

2b
+

ac

2b2
M3

1 +
k2

2

)∫

(N

− N̄)2dx+

(

M2
1

ac

2b
+

ac

2b2
M3

1 +
k2

2

)

∫

(P − P̄)2dx

Where

ρ =
(

d + 2 (e+ θ1)M1 +
2a

b
M1 +

2M1M2ac

b
+

aM2
1

b2

+
ac

b2
M2

1M2 +
q1

m1
+ k1

)

Likewise, by multiplying the second equation of 13 by P−P̄ and

integrating, we achieve

d2

∫

|∇(P − P̄)|2dx 6
(

m+ θ2 + q2E2 + k · K2

)

∫

(P − P̄)2dx

+
(

kk1
)

∫

‖N − N̄‖‖P − P̄‖dx

6

(

m+ v2 + q2E2 + kk2 + k
k1

2

)∫

(P

− P̄)2dx+
kk21
2

∫

(N − N̄)2dx

Applying the Poincaré inequality,

µ1

∫

�

(N − N̄)2 dx 6

∫

�

|∇(N − N̄)|2 dx, µ1

∫

�

(P − P̄)2 dx

6

∫

�

|∇(P − P̄)|2 dx,

where µ1 is the second eigenvalue of the Laplace operator −1

on� under homogeneous Neumann boundary condition.

d1µ1

∫

�
(N − N̄)2 dx+ d2µ1

∫

�
(P − P̄)2 dx 6 A

∫

�
(N − N̄)2 dx

+B
∫

�
(P − P̄)2 dx

where

A = ρ +M2
1

ac

2b
+

ac

2b2
M3

1 +
k2

2
+

kk21
2

B = M2
1

ac

2b
+

ac

2b2
M3

1 +
k2

2
+m+ v2 + q2E2 + kk2 + k

k1

2

This implies that if

min
{

d1, d2
}

> d∗ =
1

µ1
max{A,B},

then we can conclude that ∇(N − N̄) = ∇(P − P̄) = 0.

3.4 Stability analysis

Characteristic equation
We consider the following equation:

det
(

λI − Dn − J − Re−λτ
)

= 0

where

I =

(

1 0

0 1

)

, and Dn = −
n2

l2

(

d1 0

0 d2

)

.

By solving the previous equation, we obtain the characteristic

equation corresponding to the Equation 1

λ2 + αnλ+ βn +
(

θ1N
∗λ+ γn

)

e−λτ = 0, (14)

where

αn =
(

d1 + d2
) n2

l2
− (J1 + J4) ,

βn = d1d2
n4

l4
−
(

d2J1 + d1J4
) n2

l2
+ J1J4 − J2J3,

γn = θ1N
∗d1

n2

l2
− θ1N

∗J4.

Without delay
If no delay is present, the characteristic equation will take the

following form:

λ2 +
(

αn + θ1N
∗
)

λ+ βn + γn = 0, (15)

We make the following assumption:

• (H5) αn + θ1N
∗ > 0, βn + γn > 0, for n ∈ N0,

• (H6), α0 + θ1N
∗ > 0, αk + θ1N

∗ < 0, (or βk + γk < 0), for

some k ∈ N.

Theorem 10. For the Equation 1, suppose that τ = 0. The point

(N∗, P∗) is locally asymptotically stable under (H5) and is Turing

unstable under (H6).

Proof. If (H5) holds, we can determine that the characteristic roots

of Equation 15 all have negative real parts. Hence, (N∗, P∗) is locally

asymptotically stable. If (H6) holds, then the characteristic roots

for k ∈ N have at least one positive real part, but with n =

0, they all have negative real parts. This implies that (N∗, P∗) is

Turing unstable.

With delay
Let iω(ω > 0) be a solution of Equation 14; then,

−ω2 + iωαn + βn +
(

γn + θ1N
∗iω

)

(cosωτ − i sinωτ ) = 0 (16)

We obtain:

cosωτ =
ω2 (γn − θ1N

∗αn)− βnγn

γ 2
n + (θ1N∗)2 ω2

,
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sinωτ =
ω
(

αnγn − θ1N
∗βn + θ1N

∗ω2
)

γ 2
n + (θ1N∗)2 ω2

. (17)

This leads to:

ω4 +
(

α2n − 2βn −
(

θ1N
∗
)2
)

ω2 + β2n − γ
2
n = 0. (18)

Let z = ω2; then,

z2 +
(

α2n − 2βn −
(

θ1N
∗
)2
)

z + β2n − γ
2
n = 0 (19)

and the roots of Equation 19 are

z± =
1

2

[

−Ln ±
√

L2n − 4MnNn

]

,

where

Ln = α2n − 2βn −
(

θ1N
∗
)2
, Mn = βn + γn, Nn = βn − γn.

If (H5) is satisfied,Mn > 0 (n ∈ N0). Define

W1 = {n | Nn < 0, n ∈ N0} ,

W2 =
{

n | Nn > 0, Ln < 0, L2n − 4MnNn > 0, n ∈ N
}

,

W3 =
{

n | Rn > 0, L2n − 4MnNn < 0, n ∈ N
}

,

and

ω±
n =

√

z±n , τ
j,±
n =















1
ω±
n
arccos

(

V
(n,±)
cos

)

+ 2jπ , V
(n,±)
sin ≥ 0,

1
ω±
n

[

2π − arccos
(

V
(n,±)
cos

)]

+2jπ , V
(n,±)
sin < 0.

where

V(n,±)
cos =

(

ω±
n

)2
(γn − θ1N

∗αn)− βnγn

γ 2
n + (θ1N∗)2

(

ω±
n

)2
,

V
(n,±)
sin =

ω±
n

(

αnγn − θ1N
∗βn + θ1N

∗
(

ω±
n

)2
)

γ 2
n + (θ1N∗)2

(

ω±
n

)2
.

Lemma 2. Assuming that (H5) is satisfied, the following

results hold:

• The Equation 14 has a pair of purely imaginary roots±iω+
n at

τ
j,+
n for j ∈ N0 and n ∈ W1.

• The Equation 14 has two pairs of purely imaginary roots±iω±
n

at τ
j,±
n for j ∈ N0 and n ∈ W2.

• The Equation 14 has no purely imaginary root for n ∈ W3.

Lemma 3. Suppose that (H5) is satisfied. Then,

Re
(

dλ
dτ

)∣

∣

∣

τ=τ
j,+
n

> 0, Re
(

dλ
dτ

)∣

∣

∣

τ=τ
j,−
n

< 0 for n ∈ W1 ∪ W2

and j ∈ N0.

Proof. From Equation 14, we have

(

dλ

dτ

)−1

=
2λ+ αn + θ1N

∗e−λτ

(γn + θ1N∗λ) λe−λτ
−
τ

λ
.

Thus,
[

Re

(

dλ

dτ

)−1
]

τ=τ
j,±
n

= Re

[

2λ+ αn + θ1N
∗e−λτ

(γn + θ1N∗λ) λe−λτ
−
τ

λ

]

τ=τ
j,±
n

=

[

1

γ 2
n + (θ1N∗)2 ω2

(

2ω2 + α2n − 2βn

−
(

θ1N
∗
)2
)]

τ=τ
j,±
n

= ±

[

1

γ 2
n + (θ1N∗)2 ω2

√

(

α2n − 2βn − (θ1N∗)2
)2

− 4
(

β2n − γ
2
n

)

]

τ=τ
j,±
n

.

Therefore, Re
(

dλ
dτ

)∣

∣

∣

τ=τ
j,+
n

> 0, and Re
(

dλ
dτ

)∣

∣

∣

τ=τ
j,−
n

< 0.

Let τ∗ = min
{

τ 0n | n ∈ W1 ∪W2

}

. We have the following

theorem:

Theorem 11. Suppose that (H5) is satisfied. Then, the following

results hold:

• The positive equilibrium (N∗, P∗) of the Equation 2 is

asymptotically stable for τ ∈ [0, τ∗).

• The Equation 2 undergoes a Hopf bifurcation at the positive

equilibrium (N∗, P∗) when τ = τ
j,±
n for n ∈ W1 ∪ W2 and

j ∈ N0.

4 Hopf bifurcation

In this section, our goal is to obtain the normal form of Hopf

bifurcation at the interior equilibrium. Let N̄ (x, t) = N (x, τ t)−N∗

and P̄ (x, t) = P (x, τ t)− P∗. In this context, we’ve omitted the bar

for simplicity. Thus, the resulting system is as follows











































































































∂N(x, t)

∂t
= τ

[

d11N +
(

N + N∗
)

(

a (N + N∗)
(

b+ N + N∗
)

(1+ c (P + P∗))
− d − e

(

N + N∗
)

)

−θ1
(

N + N∗
) (

N(t − 1)+ N∗
)

−

(

f + g (P + P∗)
)

(N + N∗) (P + P∗)

1+ h
(

f + g (P + P∗)
)

(N + N∗)

−
q1E1 (N + N∗)

m1E1 +m2 (N + N∗)

]

,

∂P(x, t)

∂t
= τ

[

d21P −
(

m+ θ2 + q2E2
) (

P + P∗
)

+
k
(

f + g (P + P∗)
)

(N + N∗) (P + P∗)

1+ h
(

f + g (P + P∗)
)

(N + N∗)

]

Denote τ = τ̃ + ε, and U = (N(x, t), P(x, t))T . In the phase

space C : = C([−1, 0],X) it can be reformulated as

dU(t)

dt
= τ̃D1U(t)+ Lτ̃ (Ut)+ F (Ut , ε) ,

where

Lε(ϕ) = ε

(

J1ϕ1(0)+ J2ϕ2(0)− θ1N
∗ϕ1(−1)

J3ϕ1(0)+ J4ϕ2(0)

)
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and

F(ϕ, ε) = εD1ϕ + Lε(ϕ)+ f (ϕ, ε),

such that

f (ϕ, ε) = (τ̃ + ε)
(

f1(ϕ, ε), f2(ϕ, ε)
)T

,

with

f1(ϕ, ε) =
a
(

ϕ1(0)+ N∗
)2

(

b+
(

ϕ1(0)+ N∗
)) (

1+ c
(

ϕ2(0)+ P∗
))

− d
(

ϕ1(0)+ N∗
)

− e
(

ϕ1(0)+ N∗
)2

−

(

f + g
(

ϕ2(0)+ P∗
)) (

ϕ1(0)+ N∗
) (

ϕ2(0)+ P∗
)

1+ h
(

f + g
(

ϕ2(0)+ P∗
)) (

ϕ1(0)+ N∗
)

− θ1
(

ϕ1(0)+ N∗
) (

ϕ1(−1)+ N∗
)

−
q1E1

(

ϕ1(0)+ N∗
)

m1E1 +m2

(

ϕ1(0)+ N∗
)

f2(ϕ, ε) = −
(

m+ θ2 + q2E2
) (

ϕ2(0)+ P∗
)

+
k
(

f + g
(

ϕ2(0)+ P∗
)) (

ϕ1(0)+ N∗
) (

ϕ2(0)+ P∗
)

1+ h
(

f + g
(

ϕ2(0)+ P∗
)) (

ϕ1(0)+ N∗
)

Respectively, for ϕ = (ϕ1,ϕ2)
T ∈ C1. We know that 3n : =

{iωnτ̃ ,−iωnτ̃ } are characteristic roots of

dz(t)

dt
= −τ̃D

n2

l2
z(t)+ Lτ̃ (zt)

The application of the Riesz representation theorem allows us to

establish the existence of a 2 × 2 matrix function ηn(s, τ̃ ), (−1 ≤

s ≤ 0), whose elements are of bounded variation functions

such that

−τ̃D
n2

l2
ϕ(0)+ Lτ̃ (ϕ) =

∫ 0

−1
dηn(s, τ )ϕ(s)

for ϕ ∈ C
(

[−1, 0],R2
)

. Choose

ηn(s, τ ) =











τE s = 0

0 s ∈ (−1, 0)

−τF s = −1

where

E =

(

J1 − d1
n2

l2
J2

J3 J4 − d2
n2

l2

)

, F =

(

−θ1N
∗ 0

0 0

)

Define the bilinear paring

(ψ ,ϕ) = ψ(0)ϕ(0)−

∫ 0

−1

∫ s

ξ=0
ψ(ξ − s)dηn(s, τ̃ )ϕ(ξ )dξ

= ψ(0)ϕ(0)+ τ̃

∫ 0

−1
ψ(ξ + 1)Fϕ(ξ )dξ .

for ϕ ∈ C
(

[−1, 0],R2
)

,ψ ∈ C
(

[0, 1],R2
)

.A(τ̃ ) has a

pair of simple purely imaginary eigenvalues ±iωnτ̃ , and they

are also eigenvalues of A∗. Define p1(θ) = (1, ζ )Teiωn τ̃ s (s ∈

[−1, 0]), q1(r) = (1,ϑ)e−iωn τ̃ r (r ∈ [0, 1]), where

ζ =
1

J2

(

−J1 + d1
n2

l2
+ θ1N

∗e−iτ̃ωn + iωn

)

,

ϑ =
1

J3

(

−J1 + d1
n2

l2
+ θ1N

∗eiτ̃ωn − iωn

)

,

Let8 = (81,82) and ϒ
∗ =

(

ϒ∗
1 ,ϒ

∗
2

)T
with

81(s) =
p1(s)+p2(s)

2 =

(

Re
(

eiωn τ̃ s
)

Re
(

ζ eiωnτ s
)

)

,

82(s) =
p1(s)−p2(s)

2i =

(

Im
(

eiωn τ̃ s
)

Im
(

ζ eiωn τ̃ s
)

)

for θ ∈ [−1, 0], and

ϒ∗
1 (r) =

q1(r)+q2(r)
2 =

(

Re
(

e−iωn τ̃ r
)

Re
(

ϑe−iωn τ̃ r
)

)

,

ϒ∗
2 (r) =

q1(r)−q2(r)
2i =

(

Im
(

e−iωn τ̃ r
)

Im
(

ϑe−iωn r̃r
)

)

for r ∈ [0, 1]. Define

D∗
1 : =

(

ϒ∗
1 ,81

)

,D∗
2 : =

(

ϒ∗
1 ,82

)

,D∗
3 : =

(

ϒ∗
2 ,81

)

,

D∗
4 : =

(

ϒ∗
2 ,82

)

.

Define (ϒ∗,8) =
(

ϒ∗
j ,8k

)

=

(

D∗
1 D∗

2

D2
3 D∗

4

)

and construct a

new basis ϒ for P∗ by

ϒ = (ϒ1,ϒ2)
T =

(

ϒ∗,8
)−1

ϒ∗.

Then (ϒ ,8) = I2. In addition, define fn : =
(

f 1n , f
2
n

)

, where

f 1n =

(

ψn (x)

0

)

, f 2n =

(

0

ψn (x)

)

, ψn (x) = cos
(n

l
x
)

.

We also define

c.fn = c1f
1
n + c2f

2
n , for c = (c1, c2)

T ∈ C1

and

< u, v > : =
1

lπ

∫ lπ

0
u1v1dx+

1

lπ

∫ lπ

0
u2v2dx

for u = (u1, u2) , v = (v1, v2) , u, v ∈ X

and

〈

ϕ, f0
〉

=
(

< ϕ, f 10 > , < ϕ, f 20 >
)T

Rewrite Equation 1 as the following abstract form

dU(t)

dt
= Aτ̃Ut + R (Ut , ε) ,
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where

R (Ut , ε) =

{

0, θ ∈ [−1, 0)

F (Ut , ε) , θ = 0

The solution is

Ut = 8

(

x1
x2

)

fn + h (x1, x2, ε) ,

where
(

x1
x2

)

=
(

ϒ ,< Ut , fn >
)

,

and

h (x1, x2, ε) ∈ PSC1, h(0, 0, 0) = 0, Dh(0, 0, 0) = 0

Then

Ut = 8

(

x1(t)

x2(t)

)

fn + h (x1, x2, 0)

Let z = x1 − ix2, and notice that p1 = 81 + i82. Then

8

(

x1
x2

)

fn = (81,82)

(

z+z̄
2

i(z−z̄)
2

)

fn =
1

2

(

p1z + p1z
)

fn

and h (x1, x2, 0) = h
(

z+z̄
2 , i(z−z̄)

2 , 0
)

. Then

Ut =
1

2

(

p1z + p1z
)

fn + h

(

z + z̄

2
,
i(z − z̄)

2
, 0

)

=
1

2

(

p1z + p1z
)

fn +W(z, z̄),

where W(z, z̄) = h
(

z+z̄
2 , i(z−z̄)

2 , 0
)

, and ż = iωnτ̃z + g(z, z̄),

where

g(z, z̄) =
(

ϒ1(0)− iϒ2(0)
)

< F (Ut , 0) , fn >

Let

W(z, z̄) = W20
z2

2 +W11zz̄ +W02
z̄2

2 + · · · ,

g(z, z̄) = g20
z2

2 + g11zz̄ + g02
z̄2

2 + · · · ,

then

ut(0) =
1

2
(z + z̄)ψn (x)+W

(1)
20 (0)

z2

2
+W

(1)
11 (0)zz̄ +W

(1)
02 (0)

z̄2

2

+ · · · ,

vt(0) =
1

2
(ζ z + ζ̄ z̄)ψn (x)+W

(2)
20 (0)

z2

2
+W

(2)
11 (0)zz̄

+W
(2)
02 (0)

z̄2

2
+ · · · ,

ut(−1) =
1

2

(

ze−iωn τ̃ + z̄eiωn τ̃
)

ψn (x)+W
(1)
20 (−1)

z2

2

+W
(1)
11 (−1)zz̄ +W

(1)
02 (−1)

z̄2

2
+ · · ·

and

F̄1 (Ut , 0) =
1

τ̃
F1 = a20u

2
t (0)+ a11ut(0)vt(0)+ a02v

2
t (0)

+a30u
3
t (0)+ a21u

2
t (0)vt(0)+ a12ut(0)v

2
t (0)

+a03v
3
t (0)+ c20u

2
t (−1)+ · · · ,

F̄2 (Ut , 0) =
1

τ̃
F2 = b20u

2
t (0)+ b11ut(0)vt(0)+ b02v

2
t (0)

+b30u
3
t (0)+ b21u

2
t (0)vt(0)+ b12ut(0)v

2
t (0)

+b03v
3
t (0)+ · · ·

Where

a20 =
ab2

(1+ cP∗)(b+ N∗)3
− e+

hP∗(f + gP∗)2

(1+ h(f + gP∗)N∗)3

+
q1m1m2E

2
1

(m1E1 +m2N∗)3
,

b20 = −k
hv(f + gP∗)2

(1+ h(f + gP∗)N∗)3
, a11 =

−ac
(

(N∗)2 + 2bN∗
)

(b+ N∗)2(1+ cP∗)2

−
1

k
b11,

b11 =
k
(

f + hf 2N∗ + hfgN∗P∗ + 2gP∗
)

(1+ h(f + gP∗)N∗)3
,

b30 = k
h2P∗(f + gP∗)3

(1+ h(f + gP∗)N∗)4
,

a30 =
−ab2

(1+ cP∗)2(b+ N∗)4
−

h2P∗(f + gP∗)3

(1+ h(f + gP∗)N∗)4

−
q1m1m

2
2E

2
1

(m1E1 +m2N∗)4
,

b21 =

−k
(

hf 2 + h2f 2N∗ + 2h2b2gN∗P∗ + 4hfgP∗

+h2fg2N∗ (P∗)2 + 3hg2 (P∗)2
)

(1+ hfN∗ + hgN∗P∗)4
,

a21 =
−acb2

(1+ cP∗)2(b+ N∗)3
−

1

k
b21,

b02 = kgN∗ 1+ hbN∗

(1+ hbN∗ + hgN∗P∗)3
,

b03 = −6khg2
(

N∗
)2 1+ hf ∗N
(

1+ hf ∗N + hgN∗P∗
)4
,

a02 =
ac2 (N∗)2

(b+ N∗)(1+ cP∗)3
−

1

k
b02,

a03 =
−ac3 (N∗)2

(b+ N∗)(1+ cP∗)4
−

1

k
b03,

a12 =
ac2

(

(N∗)2 + 2bN∗
)

(b+ N∗)2(1+ cP∗)3
−

1

k
b12,
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b12 =
−k

(

h2b2g (N∗)2 + h2bg2 (N∗)2 P∗ + 2hg2N∗r − g
)

(1+ hfN∗ + hgN∗r)4
,

c11 = −θ1N
∗.

Therefore

F̄1 (Ut , 0) =

(

z2

2
χ20 + zz̄χ11 +

z̄2

2
χ̄20

)

ψ2
n (x)

+
z2z̄

2

(

χ1ψn (x)+ χ2ψ
3
n (x)

)

+ · · · ,

F̄2 (Ut , 0) =

(

z2

2
ς20 + zz̄ς11 +

z̄2

2
ς̄20

)

ψ2
n (x)

+
z2z̄

2

(

ς1ψn (x)+ ς2ψ
3
n (x)

)

+ · · · ,

< F (Ut , 0) , fn ≥τ̃
(〈

F̄1 (Ut , 0) , f
1
n

〉

,
〈

F̄2 (Ut , 0) , f
2
n

〉)

=
z2

2
τ̃

(

χ20

ς20

)

3+ zz̄τ̃

(

χ11

ς11

)

3+
z̄2

2
τ̃

(

χ̄20

ς̄20

)

+
z2z̄

2
τ̃

(

κ1

κ2

)

+ · · · .

Where

Ŵ =
1

lπ

∫ lπ

0
cos3

(nx

l

)

dx,

κ1 =
χ1

lπ

∫ lπ

0
cos2

(nx

l

)

dx+
χ2

lπ

∫ lπ

0
cos4

(nx

l

)

dx,

κ2 =
ς1

lπ

∫ lπ

0
cos2

(nx

l

)

dx+
ς2

lπ

∫ lπ

0
cos4

(nx

l

)

dx,

χ20 =
1

2

(

a20 + a11ξ + a02ξ
2 + c11e

−iωτ
)

ς20 =
1

2

(

b20 + b11ξ + b02ξ
2
)

χ11 =
1

4

(

2a20 + a11(ξ + ξ̄ )+ 2a02ξ ξ̄ + c11
(

e−iωτ + eiωτ
))

ς11 =
1

4

(

2b20 + b11(ξ + ξ̄ )+ 2b02ξ ξ̄
)

χ1 = a20

(

w
(1)
20 (0)+ 2w

(1)
11 (0)

)

+ a02

(

ξ̄w
(2)
20 (0)+ 2ξw

(2)
11 (0)

)

+a11

(

w
(2)
11 (0)+

w
(2)
20 (0)

2
+

w
(1)
20 (0)

2
ξ̄ + w

(1)
11 (0)ξ

)

+c11

(

w
(1)
20 (0)

2
eiwnτ + w

(1)
11 (0)e

−iwnτ + w
(1)
11 (−1)

+
w
(1)
20 (−1)

2

)

ς1 = b20

(

w
(1)
20 (0)+ 2w

(1)
11 (0)

)

+ b02

(

ξ̄w
(2)
20 (0)+ 2ξw

(2)
11 (0)

)

+b11

(

w
(2)
11 (0)+

w
(2)
20 (0)

2
+

w
(1)
20 (0)

2
ξ̄ + w

(1)
11 (0)ξ

)

χ2 =
1

4

(

3a30 + 3a03ξ
2ξ̄ + a21(2ξ + ξ̄ )+ a12

(

ξ 2 + 2ξ ξ̄
))

ς2 =
1

4

(

3b30 + 3b03ξ
2ξ̄ + b21(2ξ + ξ̄ )+ b12

(

ξ 2 + 2ξ ξ̄
))

Let us denote ϒ1(0)− iϒ2(0) = (γ1, γ2), and note that

Ŵ =
1

lπ

∫ lπ

0
cos3

(nx

l

)

dx = 0, n = 1, 2, · · ·

and we have the following equality:

(

ϒ1(0)− iϒ2(0)
)

〈

F (Ut , 0) , fn
〉

= z2

2 (γ1χ20 + γ2ς20) Ŵτ̃ + zz̄ (γ1χ11

+γ2ς11) Ŵτ̃ + z̄2

2

(

γ1χ̄20 + γ2ζ̄20
)

Ŵτ̃

+ z2 z̄
2 τ̃ [γ1κ1 + γ2κ2]+ · · · ,

Thus, we obtain g20 = g11 = g02 = 0 for n = 1, 2, · · · . If n = 0,

we have:

g20 = γ1τ̃χ20 + γ2τ̃ ς20, g11 = γ1τ̃χ11 + γ2τ̃ ς11,

g02 = γ1τ̃ χ̄20 + γ2τ̃ ζ̄20.

And for n ∈ N0

g21 = τ̃ (γ1κ1 + γ2κ2)

Let

Ẇ(z, z̄) = W20zż +W11żz̄ +W11z ˙̄z +W02 ˙̄z + · · · ,

Aτ̃W(z, z̄) = Aτ̃W20
z2

2 + Aτ̃W11zz̄ + Aτ̃W02
z̄2

2 + · · · ,

and

Ẇ(z, z̄) = Aτ̃W + H(z, z̄)

where

H(z, z̄) = H20
z2

2
+W11zz̄ +H02

z̄2

2
+ · · ·

= X0F (Ut , 0)−8
(

ϒ ,< X0F (Ut , 0) , fn > ·fn
)

Hence, we have

(2iωnτ̃ − Aτ̃ ) W20 = H20, −Aτ̃W11 = H11,

(−2iωnτ̃ − Aτ̃ )W02 = H02.

that is

W20 = (2iωnτ̃ − Aτ̃ )
−1 H20,W11 = −A−1

τ̃
H11,

W02 = (−2iωnτ̃ − Aτ̃ )
−1 H02.
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Then

H(z, z̄) =−8(θ)ϒ(θ) < F (Ut , θ) , fn > ·fn

=−

(

p1(θ)+ p2(θ)

2
,
p1(θ)− p2(θ)

2i

)

(

81(0)

82(0)

)

< F (Ut , θ) , fn > ·fn

=−
1

2

[

p1(θ)
(

81(θ)− i82(θ)
)

+ p2(θ)
(

81(θ)

+i82(θ)
)]

< F (Ut , θ) , fn > ·fn

=−
1

2

[

(

p1(θ)g20 + p2(θ)ḡ02
) z2

2
+
(

p1(θ)g11

+ p2(θ)ḡ11
)

zz̄ +
(

p1(θ)g02 + p2(θ)ḡ20
) z̄2

2

]

+ · · ·

Therefore,

H20(θ) =

{

0 n ∈ N,

− 1
2

(

p1(θ)g20 + p2(θ)ḡ02
)

· f0 n = 0,

H11(θ) =

{

0 n ∈ N,

− 1
2

(

p1(θ)g11 + p2(θ)ḡ11
)

· f0 n = 0,

H02(θ) =

{

0 n ∈ N,

− 1
2

(

p1(θ)g02 + p2(θ)ḡ20
)

· f0 n = 0,

and

H(z, z̄)(0) = F (Ut , 0)−8
(

ϒ ,< F (Ut , 0) , fn >
)

· fn,

where

H20(0) =























τ̃

(

χ20

ς20

)

ψ2
n (x) , n ∈ N,

τ̃

(

χ20

ς20

)

− 1
2

(

p1(0)g20 + p2(0)ḡ02
)

· f0, n = 0

H11(0) =























τ̃

(

χ11

ς11

)

ψ2
n (x) , n ∈ N,

τ̃

(

χ11

ς11

)

− 1
2

(

p1(0)g11 + p2(0)ḡ11
)

· f0, n = 0.

By the definition of Aτ̃ , we have

Ẇ20 = Aτ̃W20 = 2iωnτ̃W20 +
1

2

(

p1(θ)g20 + p2(θ)ḡ02
)

·

fn,− 1 ≤ θ < 0.

That is

W20(θ) =
i

2iωnτ̃

(

g20p1(θ)+
ḡ02

3
p2(θ)

)

· fn + E1e
2iωn τ̃ θ ,

where

E1 =

{

W20(0) n = 1, 2, 3, . . . ,

W20(0)−
i

2iωn τ̃

(

g20p1(θ) +
ḡ02
3 p2(θ)

)

· f0 n = 0.

According to the definition of Aτ̃ , the following holds for−1 ≤

θ < 0

−

(

g20p1(0)+
ḡ02

3
p2(0)

)

· f0 + 2iωnτ̃E1

− Lτ̃

(

i

2ωnτ̃

(

g20p1(0)+
ḡ02

3
p2(0)

)

· fn + E1e
2iωn τ̃ θ

)

− Aτ̃E1 − Aτ̃

(

i

2ωnτ̃

(

g20p1(0)+
ḡ02

3
p2(0)

)

· f0

)

= τ̃

(

χ20

ς20

)

−
1

2

(

p1(0)g20 + p2(0)ḡ02
)

· f0.

As

Aτ̃ p1(0)+ Lτ̃
(

p1 · f0
)

= iω0p1(0) · f0

and

Aτ̃ p2(0)+ Lτ̃
(

p2 · f0
)

= −iω0p2(0) · f0

we have

2iωnE1 − Aτ̃E1 − Lτ̃E1e
2iωn = τ̃

(

χ20

ς20

)

ψ2
n (x) , n ∈ N0

That is

E1 = τ̃E

(

χ20

ς20

)

ψ2
n (x)

where

E1 =

(

2iωnτ̃ + d1
n2

l2
− J1 −J2

−J3 + θ1N
∗e−2iωn τ̃ 2iωnτ̃ + d2

n2

l2
− J4

)−1

Similarly, we have

−Ẇ11 =
i

2ωnτ̃

(

p1(θ)g11 + p2(θ)ḡ11
)

· fn, −1 ≤ θ < 0.

That is

W11(θ) =
i

2iωnτ̃

(

p1(θ)ḡ11 − p1(θ)g11
)

+ E2.

Similarly, we have

E2 = τ̃E∗

(

χ11

ς11

)

ψ2
n (x) ,

where
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TABLE 2 The values of bioeconomical parameters.

Parameter a b c d e f g h q1

Value 2.2 0.1 0.8 0.8 0.1 0.6 0.04 0.6 0.07

Parameter m k m1 m2 E1 E2 q2 θ1 θ2

Value 0.2 0.25 0.5 0.4 0.8 0.9 0.05 0.08 0.05

E2 =

(

d1
n2

l2
− J1 −J2

−J3 + θ1N
∗ d2

n2

l2
− J4

)−1

Thus, we have

c1(0) =
i

2ωnτ̃

(

g20g11 − 2
∣

∣g11
∣

∣

2
−

∣

∣g02
∣

∣

2

3

)

+
1

2
g21,

µ2 = −
Re
(

c1(0)
)

Re
(

λ′
(

τ
j
n

)) , β2 = 2 Re
(

c1(0)
)

T2 = −
1

ωnτ̃

[

Im
(

c1(0)
)

+ ε2 Im
(

λ′
(

τ
j
n

))]

.

Theorem 12. The subsequent conclusions apply to any critical

value τ
j,+
n (or τ

j,−
n ).

• µ2 dictates the directions of the Hopf bifurcation: if µ2 > 0

(or µ2 < 0), the Hopf bifurcation is forward (or backward),

indicating that the resulting periodic solutions exist for µ > 0

(or µ < 0).

• β2 determines the stability of the bifurcating periodic solutions

on the center manifold: if β2 < 0 (or β2 > 0), then

the bifurcating periodic solutions are orbitally asymptotically

stable (or unstable).

• T2 dictates the period of bifurcating periodic solutions: if

T2 > 0 (or T2 < 0), then the period increases (or decreases).

5 Simulation

In this part, we provide numerical results that explore the

influence of delay and diffusion parameters on the dynamics of

our model. To achieve this goal, we employ the parameter values

provided in the Table 2.

A straightforward calculation confirms that the Equation 1 has

(2.35, 0.61) as its only strictly positive equilibrium point.

5.1 Impact of delay

In the initial segment of this discussion, we designate the

diffusion parameters as d1 = 0.1 and d2 = 0.1. In the

absence of delay, for the temporal case, we establish the positivity

of α0 and β0, and similarly, for the spatiotemporal case, αn
and βn are both positive. This ensures that the Routh–Hurwitz

FIGURE 1

Phase portrait when τ = 0.

conditions, referenced in Theorems 4 and 11, are met, implying

local asymptotic stability of the Equation 1 around the internal

equilibrium point. Additionally, based on Theorems 6 and 11,

we identify the stability interval for our model as [0, 3.217]. By

deliberately selecting various delay values inside and outside this

stability interval, we conduct an analysis of the model’s behavior

to validate our theoretical findings. This examination allows us to

draw conclusions regarding the model’s stability under different

delay scenarios. We provide a bifurcation diagram to visually

illustrate the stability and instability intervals, along with the nature

of bifurcations. Moving to Figures 1, 2, these diagrams depict the

phase portrait and the trajectories of solutions over time for both

species. Initiated from the point (1, 1), it’s evident that the solutions

converge toward the internal equilibrium point. This observation

highlights the convergence behavior of the model’s solutions under

these specified conditions.

The Figures 3, 4 represent the respectively the prey and the

predator solution over time and space in domain [0, 100]× [0,π].

For τ = 2.3 ∈ [0, τ ∗], the system maintains its stability, which

translates in Figures 5, 6.

Similarly, for the spatiotemporal case, the prey and the predator

populations converge to the equilibrium point, as shown in

Figures 7, 8.

For τ = 3.5, that is to say outside the stability interval

associated with the model, we notice that the Equation 1

experiences a Hopf bifurcation, it loses its stability with the

appearance of periodic solutions (see Figures 9, 10).
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FIGURE 2

Time series of prey and predators when τ = 0.

FIGURE 3

Spatiotemporal trajectory of prey when τ = 0.

Of the same for the spatiotemporal solution, which oscillates

around the equilibrium point without converging. which is clear in

the Figures 11, 12.

In concluding this section, we present Figures 13, 14,

showcasing the bifurcation diagrams associated with the delay

for the prey and predators, respectively. These diagrams are

constructed based on the minimum and maximum amplitudes of

N (prey) and P (predators). The color differentiation within the

diagrams signifies the nature of stability within the model: areas

marked in blue delineate the stability interval, indicating regions

where the model remains stable. A red star located at τ ∗ = 3.217

designates the bifurcation point, signifying a critical value where a

qualitative change in the system’s behavior occurs due to variations

in delay. The green curve represents the interval of instability,

indicating regions where the model exhibits instability. These

bifurcation diagrams serve as visual representations, effectively

capturing the complex dynamics associated with changes in delay.

FIGURE 4

Spatiotemporal trajectory of predators when τ = 0.

FIGURE 5

Phase portrait when τ = 2.3.

They provide an intuitive understanding of how the stability

properties evolve concerning variations in delay, offering crucial

insights into the system’s behavior and transitions between stability

and instability.

5.2 Impact of di�usion coe�cient

In the subsequent segment, our focus shifts toward

understanding how alterations in the diffusion coefficient d2
influence the dynamics of these populations. Employing identical

parameters listed in the table and initiating the system from the

point
(

2.358+ 0.001× sin(πx), 0.609+ 0.001× sin(πx)
)

, we set

τ = 0 and d2 = 0.1. This deliberate selection adheres to verifying

the Routh–Hurwitz condition, crucial for assessing the system’s

stability. Figures 15, 16 visually represent the outcomes of this

analysis, demonstrating the model’s stability under these specific
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FIGURE 6

Time series of prey and predators when τ = 2.3.

FIGURE 7

Spatiotemporal trajectory of prey when τ = 2.3.

conditions. These figures, presenting the phase portraits and

solution trajectories over time for both prey and predators, reveal

the system’s behavior when subjected to variations in the diffusion

coefficient d2. The stability observed in these diagrams indicates

the model’s robustness and predictable dynamics under these

prescribed parameters, allowing us to draw conclusions about the

impact of d2 on the overall system behavior.

When altering the diffusion coefficient to d2 = 0.01, while

maintaining consistency in the values of other parameters, the

positive equilibrium E∗ remains stable for the ordinary differential

equation (ODE) system. This means that the system exhibits

stability and remains in an equilibrium state under these adjusted

conditions. However, as per Theorem 11, the hypothesis H2 of

the theorem is validated, indicating a Turing instability in the

spatiotemporal domain. This instability arises because the system

attains a stable, nonconstant steady-state solution, causing the

previously stable positive equilibrium E∗ to become unstable. This

transformation in stability properties is depicted in Figures 17, 18.

FIGURE 8

Spatiotemporal trajectory of predators when τ = 2.3.

FIGURE 9

Phase portrait of Equation 2 when τ = 3.5.

The consequence of this instability is visually evident in the

diagrams, where uneven spatial dispersion of populations is

observed. This uneven distribution implies that the populations

no longer maintain a homogeneous spread across space; instead,

localized patterns emerge, indicative of spatial segregation or

clustering within the ecosystem. This phenomenon showcases

the intricate relationship between diffusion coefficients, stability

properties, and spatial distribution, highlighting the system’s

propensity for spatially varied population distributions when

subjected to specific parameter alterations.

When τ = 3.22 and d2 = 0.001, the system exhibits instability,

fostering the existence of periodic inhomogeneous solutions. Under

these conditions, a remarkable phenomenon emerges: the prey and

predators coexist through spatially inhomogeneous oscillations.

Notably, their densities manifest in opposing spatial distributions,

a characteristic vividly visible in Figures 19, 20. These figures

distinctly illustrate the spatial patterns where the densities of
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FIGURE 10

Time series of prey and predators when τ = 3.5.

FIGURE 11

Spatiotemporal trajectory of prey when τ = 3.5.

prey and predators display contrasting distributions within the

ecosystem, signifying a spatial separation or differentiation that

sustains their coexistence.

6 Discussion

The analysis of the delayed spatiotemporal predator-prey

system provides valuable insights into the complex dynamics

governing the interactions between predators and prey,

incorporating various biological phenomena such as the Allee

effect, fear effects on prey, cooperative hunting, the impact

of toxicity, and differential fishing pressures on both species.

Through this study, we have gained a better understanding of how

these factors influence population dynamics by examining the

stability and bifurcations of the system within both temporal and

spatiotemporal frameworks.

FIGURE 12

Spatiotemporal trajectory of predators when τ = 3.5.

FIGURE 13

Bifurcation diagram of prey population.

In the temporal case, where diffusion coefficients are set to

d1 = d2 = 0.1, we show that the positivity of the parameters

α0 and β0 ensures the local asymptotic stability of the internal

equilibrium point, as demonstrated by the model without delay.

By analyzing the eigenvalue structure and verifying the Routh–

Hurwitz conditions, we confirm that the equilibrium is stable for

small perturbations, provided the delay remains within a specific

stability interval [0, 3.217], as indicated by Theorems 4 and 11. The

bifurcation diagrams (Figures 13, 14) offer a visual representation

of the system’s dynamics, highlighting the critical bifurcation point

at τ ∗ = 3.217, beyond which a Hopf bifurcation leads to periodic

oscillations in the populations.

In the spatiotemporal case, we observe that diffusion plays a

significant role in the spatial distribution of predator and prey

populations.When the system operates within the stability interval,
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FIGURE 14

Bifurcation diagram of predator population.

FIGURE 15

Spatiotemporal trajectory of prey when τ = 0 and d2 = 0.1.

the populations converge to the equilibrium point. However, as

the delay exceeds this interval, the system undergoes periodic

oscillations, and spatially inhomogeneous patterns emerge. These

oscillations reflect the system’s inability to maintain equilibrium,

resulting in non-converging, oscillatory population densities. The

behavior of the system also depends on the diffusion coefficient

d2, as variations in this parameter influence the stability of the

system and the emergence of spatial patterns. When d2 is reduced

to 0.01, the positive equilibrium remains stable within the ODE

system, but in the spatiotemporal case, this reduction induces a

Turing instability, leading to the formation of spatial patterns.

This instability arises from the heterogeneity induced by diffusion,

even though the temporal dynamics remain stable, illustrating how

diffusion can destabilize spatial equilibrium.

Reducing d2 to 0.001 and increasing the delay to τ = 3.22

exacerbates the instability of the system, supporting spatially

FIGURE 16

Spatiotemporal trajectory of predators when τ = 0 and d2 = 0.1.

FIGURE 17

Spatiotemporal trajectory of prey when τ = 0 and d2 = 0.01.

inhomogeneous periodic solutions. These oscillations lead to

spatial segregation between predator and prey, with high prey

densities corresponding to low predator densities, and vice versa.

This spatial separation is characteristic of ecological systems

where environmental factors, habitat fragmentation, or localized

resource availability cause spatial differentiation between prey and

predator populations.

These results highlight the resilience of the predator-prey

system in maintaining coexistence, even under complex conditions

of spatial segregation. It demonstrates the model’s ability to

predict complex ecological behaviors, such as patchiness and

species clustering in shared environments, where diffusion-induced

instability and temporal delays govern population dynamics.

Our findings align with recent studies on diffusive predator-

prey systems incorporating time delays and spatial heterogeneity
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FIGURE 18

Spatiotemporal trajectory of predators when τ = 0 and d2 = 0.01.

FIGURE 19

Spatiotemporal trajectory of prey when τ = 3.22 and d2 = 0.001.

[4, 34, 37], yet they also introduce new perspectives on the

role of fishing pressures and toxicity. For example, in Yang

et al. [4], nonlocal competition was shown to induce spatially

inhomogeneous bifurcating periodic solutions. Similarly, our

model reveals that reducing the diffusion coefficient d2 triggers

Turing instabilities, leading to spatial pattern formation, suggesting

that diffusion-driven instabilities can arise in different ecological

scenarios, whether due to competition mechanisms or differential

movement rates.

In Song et al. [34], the impact of time delays in a system

with a generalist predator was studied, showing that delays induce

oscillatory behavior. Our results corroborate this, particularly with

the Hopf bifurcation observed at τ = 3.217, marking the transition

from stability to periodic oscillations. However, our study extends

this analysis by incorporating the combined effects of spatial

diffusion and delay, demonstrating that these factors together

drive more complex spatial dynamics, such as predator-prey

FIGURE 20

Spatiotemporal trajectory of predators when τ = 3.22 and
d2 = 0.001.

segregation. Moreover, in Yang et al. [37], the authors examined

how habitat complexity influences predator-prey interactions.

While their model highlights the role of environmental structure,

our approach distinguishes itself by explicitly considering how

spatial heterogeneity, coupled with diffusion and delay, can

generate inhomogeneous patterns without assuming pre-existing

habitat constraints. This distinction is crucial for understanding

how spatial structures emerge from intrinsic system dynamics,

rather than being shaped by external environmental factors. This

perspective is particularly relevant for understanding how real-

world ecosystems, where predator and prey distributions are

influenced by both internal dynamics and external pressures,

function and evolve.

The results obtained from this delayed spatiotemporal

predator-prey model emphasize the importance of spatial diffusion

and time delays in generating complex predator-prey dynamics.

These factors play a key role in determining population persistence,

stability, and spatial organization, providing a more comprehensive

framework for analyzing predator-prey interactions in both

managed and natural ecosystems. By considering the interplay

between biological and environmental factors, including toxicity

and fishing pressures, we gain a deeper understanding of

the ecological behaviors that emerge from complex predator-

prey systems.

7 Conclusion

This study provides a detailed analysis of a delayed

spatiotemporal predator-prey system, integrating various

biological and environmental factors, such as the Allee effect,

fear effects on prey, cooperative hunting, toxicity, and fishing

pressures. Our results reveal that time delays significantly impact

the system’s stability, leading to periodic oscillations when delays

cross a critical threshold. This finding aligns with previous

studies, such as those Chakrabortyet al. [45], which observed

similar oscillatory behavior in predator-prey models with delays.
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However, our model extends these findings by incorporating

spatial diffusion, which, when altered, induces Turing instabilities

and the formation of spatial patterns. While Shukla et al. [20]

demonstrated how diffusion can create spatially inhomogeneous

patterns in algal blooms, our work applies this concept to

predator-prey interactions, showing how diffusion, combined with

delays, leads to spatial segregation between predator and prey

populations. Furthermore, our study introduces the impact of

external pressures such as fishing and toxicity, which are absent

in previous models like those of Maity et al. [19], who focused on

eco-epidemic dynamics. By incorporating these factors, we provide

a more comprehensive understanding of how human interventions

destabilize predator-prey systems, a nuance not captured in earlier

works. Lastly, our study confirms the spatial patchiness observed

in ecological systems, a feature explored in Maity et al. [19],

but extends it by showing that such patterns can emerge purely

from the internal dynamics of the system, without relying on

pre-existing habitat structures, unlike studies that emphasized

habitat complexity. Overall, this work builds upon and extends

previous research by integrating both internal and external factors,

offering a more holistic understanding of predator-prey dynamics

in complex ecosystems. In future research, this model could be

extended by incorporating stochastic environmental effects and

age-structured populations, which would allow for a more realistic

representation of ecological uncertainty. Additionally, validating

the model using empirical data from real ecosystems would

enhance its practical applicability and support the development of

more effective management strategies for predator-prey systems

under human pressure.
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