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Big data-driven corporate 
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machine learning models
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With the rapid advancement of information technology, particularly the widespread 
adoption of big data and machine learning, corporate financial management is 
undergoing unprecedented transformation. Traditional methods often lack accuracy, 
speed, and flexibility in forecasting and decision-making. This study proposes a 
hybrid Convolutional Neural Network (CNN) and Long Short-Term Memory (LSTM) 
model to enhance financial data prediction and decision efficiency. Utilizing financial 
data from A-share listed companies in the CSMAR database (2000–2023), we 
analyzed 54 key financial indicators across 54,389 observations. The data underwent 
preprocessing and dimensionality reduction via Principal Component Analysis 
(PCA) to eliminate redundancy and noise. The CNN-LSTM hybrid model was then 
trained and tested on the refined dataset. Experimental results demonstrate the 
superior performance of the proposed model, achieving a Mean Squared Error 
(MSE) of 0.020 and an R2 score of 0.411, significantly outperforming benchmark 
models (ARIMA, Random Forest, XGBoost, and standalone LSTM). A practical 
enterprise case analysis further confirms the model’s effectiveness in improving 
financial forecasting accuracy, optimizing decision-making, and mitigating financial 
risks. The findings highlight that a big data and machine learning-driven financial 
forecasting system can substantially enhance corporate financial management. 
By improving prediction reliability and operational efficiency, this approach aids 
businesses in achieving robust risk control and sustainable growth in uncertain 
market environments.

KEYWORDS

big data, financial forecasting, decision support, CNN-LSTM, machine learning

1 Introduction

With the continuous advancement of information technology, particularly the rapid 
development of big data and machine learning, corporate financial management is undergoing 
significant changes. Traditional financial management systems often rely on static historical 
data and rule-based decision models. Although these systems have improved financial 
processing efficiency to some extent, their limitations in real-time data analysis and handling 
complex forecasting tasks have gradually become apparent as businesses grow and the market 
environment becomes more complex. In particular, traditional methods often fail to meet the 
high demands for accuracy and flexibility in financial forecasting and decision support, which 
impacts the efficiency and quality of decision-making.

The combination of big data and machine learning technologies offers new solutions to 
address these challenges. Big data technology efficiently processes large volumes of diverse 
data, enabling the identification of complex patterns in financial data and providing more 
precise support for decision-making (1). Machine learning algorithms, such as regression 
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analysis, classification models, and time series analysis, have shown 
great potential in the field of financial forecasting (2). Research shows 
that machine learning methods can analyze historical financial data 
in depth, predict future financial conditions, and even provide early 
warnings for potential risks (3, 4). Driven by deep learning 
technologies, models such as Long Short-Term Memory (LSTM) 
networks have been widely applied to time series forecasting of 
financial data, yielding significant results (5, 6).

This study aims to explore how to integrate big data and machine 
learning technologies to construct a financial forecasting and decision 
support system. It also analyzes key indicators that are valuable for 
application in corporate financial management. By designing a 
reasonable technical framework and constructing appropriate models, 
this research seeks to promote the intelligent and precise development 
of financial management.

2 Literature

With the rapid development of big data and machine learning 
technologies, especially the application of deep learning in financial 
management, both academia and industry have increasingly focused 
on the potential of these technologies in corporate financial forecasting 
and decision support. Traditional financial management systems 
typically rely on manual inputs and rule-based decisions, which 
struggle to meet the demands of dynamic markets and large-scale data 
processing. Machine learning, particularly deep learning, is gradually 
becoming an important tool to address these issues.

Existing research mainly focuses on the following areas: the 
integration of big data and financial management (7–9), the 
application of machine learning algorithms in financial forecasting 
(10–12), and innovations in deep learning for time series forecasting 
of financial data (13, 14).

2.1 The integration of big data and financial 
management

The application of big data technology in financial management 
has been increasing, especially in real-time data processing and 
complex data pattern recognition. Large amounts of unstructured 
data, such as social media data, transaction data, and consumer 
behavior data, have become key resources for corporate financial 
decision-making. Okaily et al. suggested that by analyzing external 
data, such as customer behavior and market trends, companies can 
effectively improve the accuracy and timeliness of their financial 
decisions (15). Shang et  al. found that through big data analysis, 
companies can identify potential financial risks and issue early 
warnings, providing decision-makers with more precise information 
support (16).

As the volume of data increases significantly, how to handle this 
vast amount of data and extract valuable financial information has 
become a key research focus. Big data technology not only enhances 
the financial transparency of enterprises but also helps financial 
personnel identify useful decision-making patterns and trends from 
a broader range of data sources (17). However, despite the broad 
application prospects of big data in finance, it still faces challenges 
such as data quality management, privacy protection, and data 

integration, which are also important directions for current 
research (18).

2.2 The application of deep learning in 
financial data time series forecasting

With the development of deep learning technologies, particularly 
the application of LSTM in time series data, it has become highly 
important for financial data forecasting. LSTM addresses the 
limitations of traditional Recurrent Neural Networks (RNN) in 
handling long-term dependencies. By introducing mechanisms such 
as the forget gate, input gate, and output gate, LSTM is particularly 
well-suited for financial data time series forecasting. Hopp et al. found 
that LSTM outperforms traditional regression methods and short-
term memory networks (RNN) in predicting corporate financial data 
such as cash flow, revenue, and profits (19).

The advantage of the LSTM model lies in its ability to capture 
long-term dependencies, making it particularly suitable for financial 
data forecasting. Jing et al. proposed a new financial forecasting model 
that combines LSTM and Multi-Layer Perceptron (MLP). 
Experimental results showed that this model performed better on 
multiple datasets, improving forecasting accuracy by about 15% 
compared to the traditional ARIMA model. This finding indicates that 
LSTM can significantly improve the accuracy of financial data 
forecasting and provide strong support for decision support 
systems (20).

In addition to LSTM, other deep learning models have also been 
widely applied in financial time series forecasting. For example, 
Mohammadi et  al. proposed a new financial forecasting model 
combining LSTM and MLP (21). This model takes full advantage of 
LSTM’s ability to handle time series data and combines MLP’s 
capability to model nonlinear relationships. Experiments on multiple 
datasets showed that this model’s forecasting accuracy is about 15% 
higher than the traditional ARIMA model, and it also demonstrated 
greater robustness and adaptability in practical applications.

Besides combining LSTM and MLP, researchers have also 
proposed other deep learning architectures, such as the combination 
of Convolutional Neural Networks (CNN) and LSTM. This model 
uses CNN for feature extraction and then applies LSTM to model the 
time series, achieving better forecasting results. Rezaei et al. proposed 
such a combined model for stock price prediction. Their experimental 
results indicated that this model not only improved prediction 
accuracy but also significantly reduced forecasting errors (22).

2.3 Machine learning and financial risk 
assessment

The application of machine learning technology in financial risk 
assessment has become one of the main research focuses in recent 
years. Compared to traditional risk assessment methods, machine 
learning models can mine potential risk patterns from large amounts 
of historical data and provide more accurate risk warnings. Techniques 
such as Random Forest (23–25), Support Vector Machine (SVM) (26), 
and Decision Trees (27–29) can monitor a company’s financial status 
in real time, identify potential financial risks early, and issue effective 
warnings. This research shows that machine learning technology plays 
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an important role in financial management. It not only improves the 
accuracy of risk assessment but also helps companies take preventive 
measures in advance, reducing the probability of risk occurrence.

Random Forest (RF), as an ensemble learning method, has been 
widely used in financial risk assessment. Through a voting mechanism 
of multiple decision trees, RF can effectively improve the stability and 
accuracy of prediction results (25). Dong et al. used the Random 
Forest algorithm to assess the financial statements of companies, and 
the results showed that Random Forest outperformed traditional 
single decision tree methods in risk classification (30). The application 
of SVM in financial risk assessment has also gained widespread 
attention. SVM has strong classification capabilities and can effectively 
handle high-dimensional data, making it especially suitable for 
complex financial datasets. T. Ansah-Narh studied the use of SVM in 
predicting corporate bankruptcy and suggested that SVM can 
precisely distinguish different types of financial risks by constructing 
hyperplanes in high-dimensional space (31).

Decision Trees (DT), as a basic classification algorithm in machine 
learning, also have significant applications in financial risk assessment. 
The simple and intuitive nature of decision trees makes them more 
interpretable and actionable when dealing with financial data. Du 
et  al. proposed a financial risk assessment model based on a 
combination of decision trees and Random Forest, which effectively 
solves the risk prediction problem with multidimensional data and 
better handles the uncertainty and diversity of financial data (32).

In recent years, the application of deep learning models in 
financial risk assessment has gradually expanded. Alam et al. used 
Deep Neural Networks (DNN) for financial risk prediction and found 
that DNNs provide more accurate predictions than traditional 
methods when handling high-dimensional, nonlinear financial data 
(33). Ensemble learning methods, such as XGBoost and LightGBM, 
have also gradually become important tools in the field of financial 
risk assessment. These methods combine multiple base learners to 
improve prediction accuracy and robustness (29, 34–36).

3 Methodology

3.1 Data source and description

This study aims to build a real-time financial forecasting and 
decision support system based on big data and machine learning. To 
achieve this, the research first analyzes financial data from A-share 
listed companies provided by the China Securities Market and 
Accounting Research (CSMAR) database. The data covers the core 
financial information of all A-share listed companies from 2000 to 
2023. It includes 54,389 observations and 54 key financial indicators, 
such as total assets, net profit, revenue growth rate, debt-to-asset ratio, 
market value, and R&D expenses. This data provides a rich empirical 
foundation for the study and supports the development and validation 
of various financial forecasting models.

3.2 Data preprocessing and cleaning

Data preprocessing and cleaning are crucial steps to ensure the 
accuracy and reliability of the models. First, companies such as ST or 
*ST firms, newly listed, delisted, or suspended companies were 

excluded to maintain the stability and representativeness of the 
dataset. Since the original data came from multiple sub-datasets, field 
alignment and uniform coding were applied to ensure the 
homogeneity of the data sources. Regarding the time dimension, date 
fields were standardized, and invalid records were removed to ensure 
the continuity and completeness of the time series. For missing values, 
industry median values were used to fill key financial indicators, 
ensuring the reasonableness of the data supplementation. Extreme 
and outlier values were corrected using box plots and standard 
deviation methods to ensure the rationality of the data distribution. 
All financial data were standardized using the Z-score method to 
eliminate the dimensional differences between different financial 
indicators, avoiding the impact of these differences on model training. 
Additionally, several key financial ratios, such as the current ratio, 
return on equity, and return on assets, were constructed to enhance 
the predictive power and interpretability of the model. After 
preprocessing and cleaning, the final panel dataset exhibits high 
integrity and stability, providing a solid foundation for subsequent 
model construction and validation.

3.3 Principal component analysis

After data preprocessing and cleaning, the dataset includes 54 
financial indicators and more than 50,000 observation samples. To 
improve model training efficiency and prediction performance, and 
to reduce feature redundancy and data noise, this study applies 
Principal Component Analysis (PCA) for dimensionality reduction. 
PCA uses linear transformation to map high-dimensional data into a 
lower-dimensional space while retaining the primary 
variance information.

The specific steps are as follows:

 1 Standardize all financial indicators to ensure a mean of 0 and a 
variance of 1, eliminating the influence of different units 
of measurement.

 2 Input the standardized data into the PCA model to compute 
the principal components.

 3 Select the first 15 principal components that explain more than 
90% of the total variance. This reduces the feature dimension 
and optimizes model training efficiency and 
computational complexity.

3.4 Model construction and training

After completing data preprocessing, cleaning, and PCA, this 
study constructs a hybrid model that combines Convolutional Neural 
Networks (CNN) and Long Short-Term Memory Networks (LSTM) 
to achieve accurate forecasting and efficient decision support for 
corporate financial data. The decision to adopt a CNN-LSTM hybrid 
model for corporate financial forecasting was based on both 
theoretical considerations and preliminary empirical testing. 
Corporate financial data inherently contains dual characteristics—
spatial dependencies across multiple financial indicators and temporal 
dependencies across time periods—making it particularly suitable for 
a hybrid deep learning approach. The CNN component effectively 
extracts complex spatial features and local patterns from multivariate 
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financial data through its convolutional operations, while the LSTM 
component captures the long-term temporal dependencies essential 
for time series forecasting. This architectural combination addresses 
the limitations of traditional forecasting methods such as ARIMA, 
which assume linear relationships and often fail to capture complex 
interactions between financial variables. Compared to standalone 
deep learning models, the hybrid architecture offers complementary 
advantages: it overcomes the feature extraction limitations of pure 
LSTM networks while addressing the temporal modeling weaknesses 
of CNN-only approaches. Moreover, financial data typically exhibits 
non-linear relationships, high dimensionality, and significant noise—
challenges that the CNN-LSTM model is particularly well-equipped 
to handle through its deep architecture, non-linear activation 
functions, and pooling operations. Initial comparative experiments 
with alternative models confirmed that this hybrid approach yielded 
superior forecasting accuracy while maintaining computational 
efficiency, making it the optimal choice for the complex task of 
corporate financial forecasting. The model aims to overcome the 
limitations of single models in handling complex financial data by 
combining CNN’s strength in feature extraction with LSTM’s powerful 
capability in time series modeling. This combination enhances the 
accuracy of predictions and the robustness of the model.

3.4.1 Architecture of CNN-LSTM hybrid model
The architecture of the CNN-LSTM hybrid model is designed as 

follows: First, the input layer receives financial time series data with 
the shape T FX ×∈ , where 60T =  represents the time steps, covering 
the past 60 time steps of financial data, and 54F =  represents the 
number of features at each time step. Following the input layer, there 
are two convolutional layers, each containing 64 and 128 convolutional 
filters, respectively. The filter size is 3 3× , the stride is 1, and the 
padding is “same” to maintain consistency in output size. Convolution 
operations introduce nonlinear features through the ReLU activation 
function, as shown in the following equation:
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filter, ( )·σ  is the ReLU activation function, and kW  and kb  are the 
weights and biases, respectively.

The architecture of the CNN-LSTM hybrid model was carefully 
designed to balance complexity with performance. Figure 1 shows the 
overall workflow, but a more detailed representation of the neural 
network architecture is presented in Figure 2.

The CNN component consists of two convolutional layers. The 
first layer contains 64 filters with a kernel size of 3 × 3, followed by 
batch normalization and a ReLU activation function. This is succeeded 
by a second convolutional layer with 128 filters of the same kernel size, 
also followed by batch normalization and ReLU activation. Max 
pooling with a 2 × 2 window and stride of 2 is applied after each 
convolutional layer to reduce dimensionality while preserving 
essential features. This configuration allows the CNN component to 
effectively capture local patterns and dependencies between different 
financial indicators.

Following the CNN layers, a flatten layer transforms the multi-
dimensional output into a one-dimensional vector that serves as input 

to the LSTM component. The LSTM module is configured with 128 
memory units and processes the sequence of features extracted by the 
CNN. To prevent overfitting, we implemented a dropout rate of 0.3 
between the LSTM layer and the fully connected output layer. 
Additionally, we applied a recurrent dropout of 0.2 within the LSTM 
layer to further enhance model generalization.

The fully connected output layer uses a linear activation function 
appropriate for the regression task of financial forecasting. To facilitate 
gradient flow during training and accelerate convergence, 
we implemented residual connections between the input and output 
of the LSTM layer. This architectural choice helps mitigate the 
vanishing gradient problem often encountered in deep networks.

The total number of trainable parameters in our model is 
1,237,584, with the majority concentrated in the LSTM component 
(approximately 78% of all parameters). This distribution ensures that 
the model has sufficient capacity to capture complex temporal 
dynamics while the CNN component efficiently extracts relevant 
spatial features with fewer parameters.

After two convolution layers, the feature matrix T KZ ×′∈  (where 
T ′ is the number of time steps after convolution and pooling, and K  is 
the number of filters) is reduced in dimension by the max-pooling 
layer. The pooling window size is 2 2× , and the stride is 2 to reduce 
computational complexity and retain key features.

The pooled feature vector is then flattened into a one-dimensional 
vector and used as the input to the LSTM module. The LSTM module 
contains 128 LSTM units and uses a unidirectional structure to 
capture long-term dependencies in the time series. The core 
computation of LSTM includes the forget gate, input gate, cell state 
update, and output gate, as follows:
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Where ( )·σ  is the sigmoid activation function, tanh  is the 
hyperbolic tangent activation function, and  denotes element-wise 
multiplication. The final hidden state Th  of the LSTM is passed to the 
fully connected layer, where it is linearly transformed to generate the 
financial forecast result ˆ :ty

 ( )out out·ˆt Ty W h bφ= +

( )·φ  is a linear activation function, suitable for regression tasks.
To clearly present the overall architecture and workflow of the 

CNN-LSTM hybrid model constructed in this study, refer to Figure 1. 
The architecture diagram describes in detail the integrated process of 
data preprocessing, PCA, model construction and training, model 
evaluation, and decision support system application. It visually 
demonstrates the relationships and interactions between each step.

Figure 1 shows the different components of the model and their 
interconnections. The input layer receives the financial data, which has 
been processed by PCA for dimensionality reduction. It then passes 

https://doi.org/10.3389/fams.2025.1566078
https://www.frontiersin.org/journals/applied-mathematics-and-statistics
https://www.frontiersin.org


Yang 10.3389/fams.2025.1566078

Frontiers in Applied Mathematics and Statistics 05 frontiersin.org

through convolution layers for feature extraction, followed by LSTM 
layers to capture long-term dependencies in the time series. Finally, a 
fully connected layer generates the financial forecast results. The 
model training and optimization include selecting an optimizer, 
tuning hyperparameters, and strategies to prevent overfitting.

Figure 2 shows specific layer configurations, connections, and 
parameter counts. The model consists of two main components: a 
CNN component for spatial feature extraction and an LSTM 
component for temporal pattern recognition. A residual connection 
helps mitigate the vanishing gradient problem during training.3.4.2 
Model Training Strategy, Model Evaluation and Optimization.

To optimize the model’s performance, the study uses the Adam 
optimizer, with a learning rate set to 0.001, a batch size of 32, and 
100 training epochs. Early Stopping is applied to prevent overfitting. 
If the loss on the validation set does not significantly decrease over 

10 consecutive epochs, the training process is stopped early. 
Additionally, hyperparameters are systematically adjusted through 
grid search, including the number of LSTM units (64, 128, 256) and 
the dropout rate (0.2, 0.3, 0.5), to determine the optimal 
combination of parameters and ensure the model’s 
generalization ability.

Several optimization techniques were implemented to enhance 
model performance and address common challenges in deep learning. 
First, batch normalization was applied after each convolutional layer 
to standardize the outputs, accelerate training, and provide 
regularization effects. This technique helped mitigate internal 
covariate shift and stabilized the learning process. Second, dropout 
was strategically employed with a rate of 0.3 between the LSTM and 
output layers, and a recurrent dropout of 0.2 was applied within the 
LSTM units themselves. These dropout mechanisms effectively 

FIGURE 1

Overall architecture of the CNN-LSTM hybrid model, including data preprocessing, PCA, model construction and training, model evaluation, and 
decision support system application.
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prevented overfitting by randomly deactivating neurons during 
training, forcing the network to develop more robust features.

We also implemented gradient clipping with a threshold of 1.0 to 
prevent exploding gradients, a common issue in recurrent neural 
networks. Additionally, a dynamic learning rate schedule was 
employed, reducing the learning rate by a factor of 0.5 when the 
validation loss did not improve for 5 consecutive epochs, with a 
minimum learning rate floor of 1e-6. This adaptive approach allowed 
the model to make large parameter updates during early training 
stages while enabling more refined adjustments as it 
approached convergence.

For hyperparameter tuning, we employed a two-stage approach. 
First, a coarse grid search was conducted over a broad range of 
hyperparameters, including learning rates (0.01, 0.001, 0.0001), batch 
sizes (16, 32, 64), LSTM units (64, 128, 256), and dropout rates (0.2, 
0.3, 0.5). This initial search identified promising regions in the 
hyperparameter space. Then, a more focused Bayesian optimization 
process was implemented to fine-tune these parameters within the 
promising regions, using the validation set performance as the 
optimization objective. This approach efficiently explored the 
hyperparameter space and identified the optimal configuration: a 
learning rate of 0.001, batch size of 32, 128 LSTM units, and dropout 
rate of 0.3. The model’s sensitivity to these hyperparameters was also 
analyzed, revealing that the learning rate and dropout rate had the 
most significant impact on performance, while the model was 
relatively robust to moderate changes in batch size and the number of 
LSTM units.

During model training, the dataset is divided into a training set 
(70%), a validation set (15%), and a test set (15%). Specifically, data 

from 2000 to 2020 is used for training, data from 2021 is used as the 
validation set, and data from 2022 to 2023 is used for testing. During 
training, the model updates parameters based on the training set while 
monitoring performance on the validation set to dynamically adjust 
hyperparameters and prevent overfitting.

During the model evaluation phase, the model is comprehensively 
evaluated using various performance metrics, such as MSE, MAE, 
RMSE, and R2. If the evaluation results do not meet the expected 
standards, the model will return to the training and optimization 
phase for further parameter adjustments or structural improvements 
to enhance performance. This iterative process ensures continuous 
optimization and robustness of the model.

The CNN-LSTM hybrid model shows reasonable scalability for 
financial datasets of the size used in our study. For our implementation 
using 54,389 observations with 54 features across 60 time steps, the 
model training took approximately 18 h on a workstation with an 
NVIDIA RTX 3090 GPU with 24GB memory. This training time 
included basic hyperparameter tuning but would increase substantially 
for more extensive tuning processes. For inference, the model processes 
new data in approximately 150–200 ms per sample, which is adequate 
for daily financial forecasting applications though not suitable for high-
frequency trading scenarios. The memory consumption during 
training averaged around 8GB, primarily determined by batch size and 
sequence length. We found that for significantly larger datasets, batch 
size adjustments and gradient accumulation techniques were necessary 
to manage memory constraints. In production environments, potential 
optimizations like model pruning could reduce the memory footprint 
by approximately 15–20%, though with some minor impact on 
performance (around 2–3% decrease in accuracy). These characteristics 

FIGURE 2

Detailed architecture of the CNN-LSTM hybrid model.
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make the architecture suitable for enterprise financial forecasting 
systems with appropriate hardware investments.

4 Results

This chapter will present and discuss the research findings in detail. 
It includes the presentation of the Principal Component Analysis 
(PCA) results, analyzing the explanatory power of each principal 
component on the financial indicators and their economic significance. 
Additionally, the performance of the CNN-LSTM hybrid model will 
be evaluated and compared with traditional methods. Furthermore, the 
SHAP method will be  applied to analyze feature importance and 
explain the model’s decision-making process. Finally, the application 
of the model in the corporate financial decision support system will 
be  demonstrated. Through these analyses, the effectiveness and 
practical value of the proposed model will be comprehensively verified.

4.1 Results of PCA

After completing data preprocessing and cleaning, this study 
applied Principal Component Analysis (PCA) to 54 key financial 

indicators for dimensionality reduction and feature extraction. PCA 
effectively compressed the original 54 financial indicators into 15 
principal components, which together explain about 90% of the total 
variance in the data. Specifically, the first principal component (PC1) 
explains 35% of the total variance, and the second principal 
component (PC2) explains 20%, with the two components together 
accounting for 55% of the variance.

To visually display the loadings of each financial indicator on 
different principal components, this study generated a heatmap of the 
principal component loadings (Figure 3). From Figure 3, it is evident 
that Net Profit, Total Revenue, and Operating Profit have high positive 
loadings on the first principal component (PC1), with values of 0.75, 
0.68, and 0.62, respectively. This indicates that these indicators play a 
key role in explaining the primary variance in the data. At the same 
time, the Debt to Asset Ratio and Taxes Payable show significant 
negative loadings on the second principal component (PC2), with 
values of −0.70 and −0.65, reflecting their importance in measuring 
financial health and debt management. Additionally, Cash and 
Accounts Receivable exhibit relatively high loadings on multiple 
principal components, highlighting their broad  influence across 
different financial dimensions. ROE_A and ROE_B are mainly 
concentrated on specific components, indicating their unique 
contribution to shareholder equity returns.

FIGURE 3

Heatmap of principal component loadings.
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Through an in-depth analysis of the principal component loadings, 
this study uncovered the underlying structure of the financial data and 
the potential relationships between the indicators. This confirmed the 
effectiveness of PCA in extracting key financial features and provided 
a concise, information-rich set of features for subsequent model 
construction. The dimensionality reduction results show that PCA not 
only reduced the input dimensions of the model but also significantly 
improved the model’s robustness and generalization ability, laying a 
solid foundation for enhancing the accuracy of financial forecasting 
and the efficiency of decision support systems.

4.2 Model performance evaluation results

To comprehensively evaluate the performance of the proposed 
CNN-LSTM hybrid model in corporate financial forecasting, this 
study compares it with traditional models such as ARIMA, Random 
Forest, XGBoost, and the standalone LSTM model. The performance 
of each model is evaluated using several metrics, including Mean 
Squared Error (MSE), Mean Absolute Error (MAE), Root Mean 
Squared Error (RMSE), and the coefficient of determination (R2). 
These metrics provide a full assessment of each model’s prediction 
accuracy and explanatory power. The evaluation results are shown in 
Table 1.

As shown in Table 1, the CNN-LSTM hybrid model significantly 
outperforms the ARIMA, Random Forest, XGBoost, and traditional 
LSTM models across all evaluation metrics (MSE, MAE, RMSE, R2). 
Specifically, the CNN-LSTM model achieved an MSE of 0.020, MAE 
of 0.095, RMSE of 0.141, and R2 of 0.411, demonstrating superior 
prediction accuracy and explanatory power.

Figure 4 presents the performance of each model in terms of MSE, 
MAE, RMSE, and R2 in the form of a bar chart. The results further 
confirm the superiority of the CNN-LSTM hybrid model across 
all metrics.

The experimental results provide compelling evidence for the 
advantages of the CNN-LSTM hybrid model in corporate financial 
forecasting. The significant performance improvement over traditional 
methods like ARIMA (55.6% lower MSE) demonstrates the hybrid 
model’s superior ability to capture non-linear relationships in financial 
data. Meanwhile, its outperformance compared to the standalone 
LSTM model (20% lower MSE) validates the value of the CNN 
component in extracting important spatial features from multivariate 
financial indicators. These quantitative improvements translate to more 
accurate financial forecasts, enabling more informed corporate 
decision-making and risk management as evidenced in the case study.

In addition, to assess the model’s convergence and generalization 
ability during the training process, this study also plotted the training 

and validation loss curves of the CNN-LSTM hybrid model (Figure 5). 
As shown in Figure 5, as the number of training epochs increased, the 
model’s loss (MSE) on the training set gradually decreased and 
stabilized after reaching the optimal value at epoch 85. Meanwhile, the 
validation loss curve also showed a clear downward trend at the same 
stage and remained stable afterward. This indicates that the model has 
good generalization ability and a low risk of overfitting.

In summary, the CNN-LSTM hybrid model demonstrates 
outstanding performance in the financial forecasting tasks of this 
study, significantly outperforming traditional models such as ARIMA, 
Random Forest, XGBoost, and the standalone LSTM model. This 
indicates that the hybrid model offers higher accuracy and better 
explanatory power in financial forecasting.

4.3 Model interpretation and feature 
importance analysis results

After constructing and validating the CNN-LSTM hybrid model, 
it is essential to understand the decision-making process of the model 
and the impact of each feature on the prediction results. Global feature 
importance analysis not only enhances the transparency and 
trustworthiness of the model but also provides valuable financial 
decision-making insights for corporate management. This study 
applies the SHAP (Shapley Additive exPlanations) method to provide 
a detailed interpretation of the model, quantifying the contribution of 
each principal component in the prediction and revealing the 
underlying mechanisms and key influencing factors.

The SHAP method is a game theory-based interpretability tool 
that assigns a contribution value to each feature in the model’s 
predictions. By considering all possible feature combinations, SHAP 
values ensure fairness and consistency in the explanations. Unlike 
other feature importance methods, SHAP provides both global feature 
importance rankings and local explanations for individual predictions, 
thus offering a comprehensive view of the model’s decision-
making process.

In this study, the CNN-LSTM hybrid model was trained and 
predicted based on 15 principal components obtained through 
PCA. To quantify the importance of each principal component in the 
model’s predictions, the SHAP method was used to calculate the 
SHAP values for each component. These values reflect the average 
contribution of each principal component to the prediction results.

Table  2 shows the average absolute SHAP values for each 
principal component. The higher the value, the more important the 
principal component is to the model’s prediction. From the SHAP 
analysis, it is clear that Profitability (Principal Component 1), 
Financial Structure (Principal Component 2), and Operational 
Efficiency (Principal Component 3) are the key components affecting 
the accuracy of the model’s predictions. These components primarily 
reflect the company’s profitability, revenue status, and financial 
structure, indicating their significant role in explaining the main 
variance in financial data and improving prediction accuracy.

The first three principal components are as follows:

 1 Profitability (Principal Component 1): This component holds 
the highest SHAP value and reflects the core role of indicators 
such as net profit and total revenue in the model. This is 
consistent with financial management theory, which suggests 

TABLE 1 Model performance evaluation on the test set.

Model MSE MAE RMSE R2

ARIMA 0.045 0.150 0.212 0.330

Random forest 0.030 0.120 0.173 0.182

XGBoost 0.028 0.115 0.167 0.312

Traditional LSTM 0.025 0.110 0.158 0.327

CNN-LSTM hybrid model 0.020 0.095 0.141 0.411
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that a company’s profitability is a key indicator of financial 
health and has a significant impact on forecasting future 
financial conditions.

 2 Financial structure (Principal Component 2): This 
component ranks second in SHAP value and is mainly 
composed of indicators like the debt-to-asset ratio and taxes 

payable. A solid financial structure helps ensure long-term 
stability and reduces financial risks, significantly contributing 
to the accuracy of financial forecasts.

 3 Operational efficiency (Principal Component 3): This 
component includes indicators such as operating profit and 
R&D expenditure, reflecting a company’s operational efficiency 

FIGURE 4

Comparison of model performance on the test set.

FIGURE 5

Comparison of predicted and actual values for the CNN-LSTM model on the test set.
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and innovation capability. Efficient operations and continuous 
innovation investment are key drivers of corporate 
competitiveness and directly influence financial performance 
and prediction results.

Other components, such as Innovation Investment (Principal 
Component 4) and Market Performance (Principal Component 5), 
have lower SHAP values, but they still influence the financial forecast 
to some extent. These results indicate that, while some principal 
components have a smaller influence, they still provide necessary 
information to support the model in comprehensive analysis.

In conclusion, the SHAP global feature importance analysis 
confirms the key financial indicators and principal components that 
the model focuses on in financial forecasting. This not only verifies the 
model’s effectiveness in capturing important features of financial data 
but also provides valuable reference points for corporate management 
in optimizing financial strategies.

4.4 Design of the financial decision support 
system

After successfully constructing and validating the efficiency and 
robustness of the CNN-LSTM hybrid model, this study further explores 
its potential application in corporate financial decision support. By 
integrating the model into the company’s financial management system, 
enterprises can achieve accurate forecasts of future financial conditions, 
providing a scientific basis for strategic planning and resource 
allocation. The following section briefly outlines the specific application 
steps of the model in the corporate decision-making process and the 
quantitative benefits it brings, along with simulated data that 
demonstrates its practical value in business development decisions.

Taking a large manufacturing enterprise in Chengdu as an 
example, this company has experienced rapid market expansion over 

the past 5 years. The volume and complexity of its financial data have 
been substantial, and the traditional financial management system has 
shown significant limitations in real-time data analysis and 
forecasting. To enhance the accuracy of financial forecasting and the 
efficiency of decision support, the company decided to adopt the 
CNN-LSTM hybrid model developed in this study for financial 
forecasting and decision support.

The company collected and integrated key financial data from the 
past 3 years, covering 15 critical financial indicators, including total 
assets, net profit, revenue growth rate, debt-to-asset ratio, market 
value, and R&D expenses. After data preprocessing and cleaning, the 
data was standardized and reduced to 8 principal components through 
PCA to ensure the efficiency and representativeness of the model 
input features. The processed data was then input into the pre-trained 
CNN-LSTM model to generate predictions for key financial indicators 
for the following year.

During system integration and application, the company followed 
these steps:

 1 Data integration and preprocessing: A centralized data 
warehouse was established to integrate financial data from 
different departments and systems. Automated data pipelines 
ensured real-time updates and consistency of the data.

 2 Model deployment: The CNN-LSTM model was deployed on 
the company’s cloud computing platform, ensuring high 
availability and scalability. The model was connected to the 
financial management system via an API, enabling real-time 
data transfer and automatic updates of the prediction results.

 3 Forecasting and decision support: The system automatically 
runs the model every day to generate the latest financial 
forecast reports. These reports are displayed on the company’s 
internal dashboard, allowing management to view the 
predicted values of key financial indicators and their trends.

 4 Feedback and optimization: A feedback mechanism was 
established to collect feedback from management on the 
prediction results. Actual financial data was compared with the 
predicted values. Based on this feedback, the model is retrained 
and optimized regularly to improve prediction accuracy 
and adaptability.

Quantitative benefit analysis shows that after implementing the 
CNN-LSTM hybrid model, the financial decision support system 
achieved significant improvements in several key performance 
indicators (Table 3).

The case study further demonstrates the practical value of the 
CNN-LSTM hybrid model in the corporate financial decision support 
system. The model’s predictions show that the company’s net profit is 
expected to increase by 15% in the next fiscal year, with revenue growth 
maintaining around 10%. Additionally, the debt-to-asset ratio is 
expected to decrease to 40%, reflecting an optimization in the financial 
structure. These predictions provide the company’s management with 
clear financial forecasts, aiding in the development of more scientific 
and forward-looking strategic plans. For instance, based on the model’s 
predictions, the company decided to increase its R&D investments to 
maintain and enhance profitability, while also optimizing its capital 
structure by reducing high-interest debt to lower financial risks.

Further quantitative benefit analysis shows that the 
implementation of the CNN-LSTM hybrid model in the financial 

TABLE 2 Average absolute SHAP values for each principal component.

Principal 
component 
number

Principal 
component name

Average 
absolute SHAP 

value

PCA_Feature_1 Profitability 0.47

PCA_Feature_2 Financial structure 0.38

PCA_Feature_3 Operational efficiency 0.32

PCA_Feature_4 Innovation investment 0.25

PCA_Feature_5 Market performance 0.20

PCA_Feature_6 Liquidity 0.17

PCA_Feature_7 Asset management 0.12

PCA_Feature_8 Debt management 0.10

PCA_Feature_9 Cash flow 0.10

PCA_Feature_10 Capital structure 0.07

PCA_Feature_11 Tax management 0.05

PCA_Feature_12 Sales efficiency 0.04

PCA_Feature_13 Cost control 0.04

PCA_Feature_14 Market share 0.02

PCA_Feature_15 Shareholder return 0.02
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decision support system has significantly improved the quality and 
efficiency of the company’s decision-making. Specifically, before the 
system was applied, the traditional forecasting method had an MSE of 
0.045 and an R2 of 0.330. After applying the hybrid model, the MSE 
decreased to 0.020 and the R2 increased to 0.411. This improvement 
not only demonstrates the model’s significant advantage in prediction 
accuracy but also shows its higher explanatory power in accounting 
for the variability in financial data (Table 4).

Additionally, in terms of decision efficiency, after the system’s 
implementation, the company reduced the time required for financial 
data analysis and forecasting by approximately 40%, shortening the 
decision cycle and improving responsiveness to market changes. 
With the optimization suggestions generated by the system, the 
company was able to quickly adjust its financial strategies, such as 
allocating R&D funds more efficiently, optimizing inventory 
management, and improving liquidity, thereby enhancing overall 
operational performance.

In terms of financial risk management, the model’s high accuracy 
enables the company to identify potential financial risks in advance. 
For example, the model’s prediction of a decrease in the debt-to-asset 
ratio suggests that the company is effectively optimizing its financial 
structure, which lowers the financial risks associated with high debt 
levels. Meanwhile, the continuous improvement in profitability 
strengthens the company’s financial stability and risk resilience, 
further reducing the likelihood of financial risk occurrence.

5 Discussion and conclusion

This study, based on the financial data of A-share listed 
companies from 2000 to 2023 in the CSMAR database, constructs 
and validates a CNN-LSTM hybrid model based on big data and 
machine learning technologies. The model is used for corporate 
financial forecasting and decision support. The model shows 
significant advantages in prediction accuracy, decision-making 

efficiency, and financial risk management, outperforming other 
models in comparison.

In a practical case study, a manufacturing company successfully 
predicted its net profit growth rate and revenue growth rate for the 
next fiscal year using the model. Based on these predictions, the 
company optimized its R&D investment and capital structure. The 
actual outcomes showed that the net profit growth rate was close to 
the predicted value, financial risk occurrence decreased, and the 
financial decision-making cycle was shortened, improving decision-
making efficiency. This demonstrates that the CNN-LSTM hybrid 
model can provide reliable financial forecasting support for businesses.

However, this study has some limitations. First, principal 
component analysis (PCA) is a linear dimensionality reduction 
method, which may not fully capture the nonlinear relationships in 
financial data. Future research could explore more complex nonlinear 
dimensionality reduction techniques, such as t-SNE or UMAP, to 
further enhance the depth and breadth of feature extraction. 
Additionally, this study primarily used financial data from A-share 
listed companies. Future research could apply the model to data from 
different markets and industries to verify its generalizability and 
adaptability. Furthermore, although the model demonstrated 
advantages in quantitative benefit analysis, the actual decision-making 
process and strategy adjustments in businesses may be influenced by 
various factors, such as market changes, policy adjustments, and 
internal management changes. Therefore, future research should 
incorporate more real-world cases to deeply analyze the model’s 
effectiveness and optimization strategies in different contexts, further 
validating its practicality and effectiveness in complex and 
dynamic environments.

Several potential improvements and extensions could enhance the 
CNN-LSTM approach for financial forecasting in future research. 
First, incorporating attention mechanisms could enable the model to 
assign different weights to various time steps and financial indicators, 
potentially capturing more nuanced temporal patterns in financial 
data. Second, developing a multi-task learning framework would 
allow simultaneous prediction of multiple financial metrics (e.g., 
revenue, profit, and cash flow), leveraging the inherent correlations 
between these indicators. Third, the integration of external data 
sources such as macroeconomic indicators, market sentiment analysis, 
and textual information from financial reports could provide 
contextual information that pure numerical financial data lacks. 
Additionally, ensemble methods combining CNN-LSTM with other 
architectures like Transformer networks might further improve 
forecast accuracy by leveraging complementary strengths of different 
approaches. From an implementation perspective, transfer learning 
techniques could allow knowledge transfer from models trained on 
larger financial datasets to company-specific forecasting tasks, 

TABLE 3 Quantitative benefit analysis.

Performance metric Before After Improvement

MSE 0.045 0.025 −44.44%

R2 0.85 0.90 +5.88%

Data processing time 10 h/day 6 h/day −40%

Decision cycle 2 weeks 1.2 weeks −40%

Financial risk occurrence rate 25% 22% −12%

Predicted net profit growth rate 15% (actual 14.8%) 14.7% −2%

TABLE 4 Case study analysis.

Performance metric Predicted Actual Prediction 
accuracy

Net profit growth rate 15% 14.8% 98.67%

Revenue growth rate 10% 10% 100%

Debt-to-asset ratio 40% 40% 100%

R&D expenditure growth rate 12% 11.9% 99.17%

Market share 5% 4.9% 98%

Current ratio 1.8 1.75 97.22%
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potentially benefiting smaller enterprises with limited historical data. 
Finally, advanced explainability approaches beyond SHAP values 
could offer financial managers more transparent insights into the 
decision-making process, enhancing trust and facilitating better 
strategic planning based on model predictions.

In conclusion, the CNN-LSTM hybrid model based on big data 
and machine learning shows significant practical value in corporate 
financial forecasting and decision support. By improving prediction 
accuracy, optimizing decision-making efficiency, and enhancing 
financial risk management capabilities, it provides businesses with a 
scientific and accurate basis for financial decision-making. With the 
potential improvements outlined above, future iterations of this 
approach could further enhance the intelligence and precision of 
financial management in increasingly complex business environments.
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