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tensor network logistic
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In recent years, a learning method for classifiers using tensor networks (TNs)

has attracted attention. When constructing a classification function for high-

dimensional data using a basis function model, a huge number of basis

functions and coe�cients are generally required, but the TN model makes

it possible to avoid the curse of dimensionality by representing the huge

coe�cients using TNs. However, there is a problem with TN learning, namely

the gradient vanishing, and learning using the gradient method cannot be

performed e�ciently. In this study, we propose a novel optimization algorithm

for learning TN classifiers by using alternating least square (ALS) algorithm. Unlike

conventional gradient-based methods, which su�er from vanishing gradients

and ine�cient training, our proposed approach can e�ectively minimize squared

loss and logistic loss. To make ALS applicable to logistic regression, we introduce

an auxiliary function derived from Pólya-Gamma augmentation, allowing logistic

loss to be minimized as a weighted squared loss. We apply the proposed

method to the MNIST classification task and discuss the e�ectiveness of the

proposed method.

KEYWORDS

expectation-maximization (EM), majorization-minimization (MM), alternating least

squares (ALS), tensor networks, tensor train, logistic regression, Pólya-Gamma (PG)

augmentation

1 Introduction

Tensor networks (TNs) are mathematical models that represent a high-order tensor

by decomposing it into interconnected lower-order tensors (called core tensors) [1–4]. By

decomposing into lower-order tensors, TNs can greatly improve computational efficiency

on large high-order tensors. For example, in tensor train (TT) [5] or tensor ring [6]

networks, the number of parameters required to represent high-order tensors, which is

usually exponential, can be reduced linearly with respect to the order of tensors. This

property of TNs is exploited in many machine learning applications [7–12].

In classification and regression tasks, input data can or intermediate representations

often be represented as high-order tensors. Measurement data can sometimes naturally

be expressed as high-order tensors such as images, and it is also common to map the

input data into a high-dimensional feature space. However, input data or intermediate

representations given as high-order tensors lead to an exponential increase in the number

of entries as the order increases. Therefore, improving computational efficiency in solving

optimization problems for classification and regression is critically important in practical

applications. In early studies, two-dimensional linear discriminant analysis (LDA) [13]
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and generalized LDA [14] are proposed for face identification

and gate recognition. In these works, the input data are tensors,

but also the regression coefficients (optimization parameters) are

represented as tensors at the same time. The point here is that

the high-dimensional linear transformation matrix consists of

regression coefficients and is decomposed into the Kronecker

products of small linear transformation matrices. This reduces

the search space in optimization and the problem can be solved

efficiently. Machine learning with TNs [7–12] can be seen as a more

general extension of these methods. In addition, this approach

is also applied to deep learning. The canonical polyadic tensor

decomposition model is applied to convolutional layers [15], the

TT network is applied to fully connected layers [16], and the low-

rank matrix model is applied to efficient adapters in large language

models [17].

In this study, we focus on the TN regression models [7].

This model is interesting in that it can be said to be the

most fundamental model in supervised learning with TNs. The

TN model first applies a non-linear mapping to transform

input data into high-order rank-one tensors. These tensors are

then multiplied by a high-order regression coefficient tensor to

produce output vectors. The number of entries in the high-

order regression coefficient tensor is exponential with respect to

the dimension of data, and it is easily incomputable with high-

dimensional problems like image classification. Such problems

are called the curse of dimensionality [18]. In TN regression,

the problem of curse of dimensionality can be avoided by

representing this high-order regression coefficient tensor with

a TN. In addition, the TN regression model obtains inference

results through multiple tensor product (contraction) calculations

in a TN but has the advantage that it can obtain the same

results regardless of the order of tensor product (contraction)

calculations. This is an advantageous condition for parallel

computing and significantly different from neural networks, which

must obtain inference results by performing calculations from

input to output sequentially.

In the TN regression proposed by Stoudenmire [7], an

optimization algorithm based on gradient descent was proposed

for learning with squared losses. The learning algorithm using

the gradient is applicable to various objective functions and is

highly versatile, but it has problems with the difficulty of tuning

the learning rate and slow convergence. In addition, the gradient

calculated by the product of many core tensors is power-based,

so it can be said to be unstable because there is a possibility of

gradient vanishing or gradient explosion. In addition, the sweep

algorithm using truncated singular value decomposition (SVD) can

increase the objective function, which hinders optimization. Thus,

optimization methods for learning TNs are not yet mature, and

continuous basic research is necessary.

In this study, we discuss efficient optimization algorithms for

TN regression. As the first contribution, we show that the problem

of TN regression based on squared losses can be optimized by

alternating least squares (ALS). The ALS algorithm updates the

core tensor while solving sub-optimization problems for each core

tensor. Since the loss function based on squared loss takes the

form of a convex quadratic function for each core tensor, it can

be said that the solution is closed form, and the objective function

decreases monotonically. In fact, this property is very powerful.

In addition, there are no hyperparameters in ALS, different from

gradient descent such as learning rate.

As the second contribution, we propose an algorithm for

leaning TN models based on logistic loss. In theory, optimization

using gradient descent should also be possible for logistic loss,

but in practice, the tuning of learning rate is difficult and its

convergence is slow. In this study, this problem is avoided by

using a majorization-minimization (MM) algorithm and ALS.

In the MM algorithm, an auxiliary function that is the upper

bound of the target loss function is obtained, and the core tensor

is updated by minimizing the auxiliary function instead of the

original objective function. Pólya-Gamma (PG) augmentation [19,

20] can be used to derive the auxiliary function of logistic loss,

which takes the form of a weighted squared loss. Since the auxiliary

function is a quadratic function with respect to the core tensor,

the optimization problem can be solved by ALS. The combination

of the MM algorithm and ALS ensures that the objective function

decreases monotonically. The proposed algorithm can also be said

to be expectation maximization (EM) in the sense of maximum

likelihood estimation using PG augmentation [20].

As a third contribution, we extend the proposed binary

classification problem to the multi-class classification problem. By

formulating the problem based on the sum of logistic losses for all

classes, the derivation of the auxiliary function by PG augmentation

can be directly applied for multi-class problems.

In computational experiments, we evaluated the proposed

TN learning algorithms for the classification task with MNIST.

These experiments include comparison with gradient descent,

confirmation of monotonic decrease, evaluation of classification

accuracy compared with different cost functions and algorithms,

and comparison of classification accuracy under various settings.

1.1 Notations

A vector, a matrix, and a tensor are denoted by a bold lowercase

letter, a ∈ R
I , a bold uppercase letter, B ∈ R

I×J , and a bold

calligraphic letter, C ∈ R
J1×J2×···×JN , respectively. An Nth-order

tensor, X ∈ R
I1×I2×···×IN , can be reshaped into a vector which is

denoted as vec(X) ∈ R

∏N
n=1 In . The operators⊗,⊙, and ◦ represent

the Kronecker product, the Khatri-Rao product, and the outer

product, respectively. mat1(·) and mat3(·) represent the operation

of reshaping the third-order tensor into a matrix. For a third-order

tensor Z ∈ R
I×J×K , its matricizations of modes of [(1), (2, 3)] and

[(3), (1, 2)] are denoted as mat1(Z) ∈ R
I×JK andmat3(Z) ∈ R

K×IJ ,

respectively. fold1(·) and fold3(·) stand for, respectively, inverse

operations of mat1(·) and mat3(·). For a fourth-order tensor T ∈

R
I×J×K×L, its matricization of modes of [(1, 2), (3, 4)] is denoted as

mat1,2(T) ∈ R
IJ×KL. The graphical notation of the TN diagrams in

the figures follows [4].

2 Tensor network model for
supervised learning

In this section, we briefly review classification models using

TNs [7], point out some issues with optimization and loss

functions, and explain the motivations of this study.
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2.1 Tensor network model

Let us consider a problem to obtain a function ψ :R
M → R

which satisfies

y ≃ ψ(x), (1)

where x ∈ R
M represents input pattern and y ∈ R represents a

variable we want to predict from x.

The regression model using TN is given by the embedding

8 :R
M → R

d1×d2×···×dM of the feature vector x into a high-

dimensional space, and multiplying the coefficient tensor W ∈

R
d1×d2×···×dM along with the bias v ∈ R, as

ψ(x) = 〈W,8(x)〉 + v. (2)

The point here is that both W and 8(x) are represented by TNs.

Note that we introduce the bias v for a more general formulation

which is not considered in the original work by Stoudenmire and

Schwab [7]. Especially, W is represented by the tensor train (TT)

[5], and8(x) is represented by the rank-1 tensor decomposition. In

this study, we call this tensor network (TN)model.

Now, assuming that the same local mapping φ :R → R
d is

applied to each entry xj of x, the rank-1 tensor embedding can be

written as

8(x) = φ(x1) ◦ φ(x2) ◦ · · · ◦ φ(xM) ∈ R
d×d×···×d. (3)

Note that this rank-1 tensor embedding includes the standard

Gaussian radial basis function and the Fourier basis function with

the appropriate selection of φ. In the original work by Stoudenmire

and Schwab [7], the following local mapping is employed:

φ(xj) =
[

cos
(π

2
xj

)

, sin
(π

2
xj

)]⊤
. (4)

This local mapping encodes each entry xj of x into a two-

dimensional vector φ(xj), and the entire pattern x is represented

as the outer product of these local vectors. The representation of

the feature map in a tensor diagram is shown in Figure 1.

As shown in Figure 1, the large coefficient tensor W ∈

R
d×d×···×d is compactly represented using TT:

W = 〈〈A1,A2, ...,AM〉〉 , (5)

where Aj ∈ R
Rj−1×d×Rj is the j-th core tensor (TT-core), and Rj

is called TT-rank or bond dimension for 1 ≤ j ≤ M − 1 which

is an important hyper-parameter for controlling the capacity of

TN models. In the core tensors at both ends, R0 = RM = 1.

A TN model with large TT-ranks has a large capacity, but the

computational and training loads are also large.

In summary, let us put a set of all coefficients to learn as θ =

(A1,A2, ...,AM , v), then the TN model with θ is denoted by

ψ(x|θ) : = 〈〈〈A1,A2, ...,AM〉〉 ,8(x)〉 + v. (6)

The TN model is characterized by mapping the features into a very

high-dimensional space and performing linear regression in that

high-dimensional feature space, while not explicitly carrying out

the computations in the high-dimensional space.8 andW are very

higher-order tensors with dM entries, but the tensor contraction

〈W,8(x)〉 can be computed efficiently and it is not necessary

to compute 8 and W themselves explicitly. This approach helps

avoid the curse of dimensionality, which is a key issue of high-

dimensional classification models.

2.2 Gradient-based algorithm for tensor
network least squares regression

When training data {(xn, yn)}n∈[N] are given, the overall

structure of the TN regression is as shown in Figure 1. The

regression coefficients [e.g., TT-cores (A1, ...,AM)] and the bias

v are optimized using squared loss. The optimization problem is

expressed as

minimize
θ

∑

n∈[N](yn − ψ(xn|θ))
2. (7)

We refer this task as tensor network least squares regression

(TNLSR). Let the sum of squared losses be denoted as f (θ), the naive

gradient descent method is then given by

θ (t+1) ← θ (t) − µ∇θ f (θ
(t)). (8)

Here, µ is the learning rate.

In the original work by Stoudenmire and Schwab [7], a

sweep algorithm is proposed to optimize the regression coefficients

(A1,A2, ...,AM) in a block coordinate descent mannar with

truncated SVD. The sweep algorithm sequentially updates two core

tensorsAm andAm+1.

In each step of the sweep, two adjacent core tensors, Am and

Am+1, are contracted with a common TT rank Rm andmerged into

a single joint tensor Tm ∈ R
Rm−1×d×d×Rm+1 . Then, we compute

the gradient of the loss function with respect to Tm and update Tm

by gradient descent. Using truncated SVD, the matrix form of the

updated joint tensor Tm is decomposed into two matrices and their

tensorized forms are replaced by new core tensorsAm andAm+1.

Focusing to optimization with respect to Tm, the inner product

term of the TN model can be rewritten as:

〈W,8(x)〉 = 〈〈〈A1, · · · ,Am,Am+1, · · · ,AM〉〉 ,

φ(1) ◦ · · · ◦ φ(m) ◦ φ(m+1) ◦ · · · ◦ φ(M)〉 (9)

= 〈Tm, l
(m) ◦ φ(m) ◦ φ(m+1) ◦ r(m+1)〉, (10)

where we put φ(j) : = φ(xj), and l(m) and r(m+1) are respectively

results of the contraction of the left and right sides as shown in

Figure 2. In practice, this is calculated in parallel for all samples as

〈W,8(xn)〉 = 〈Tm, l
(m)
n ◦ φ

(m)
n ◦ φ

(m+1)
n ◦ r(m+1)n 〉 (11)

for all n ∈ [N]. By utilizing this, the gradient of the loss function

can be computed as

1Tm = −
∂f (Tm)

∂Tm
=

∑

n∈[N]

(yn − ψ(xn|θ))(l
(m)
n ◦ φ

(m)
n ◦ φ

(m+1)
n

◦r(m+1)n ). (12)
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FIGURE 1

Overview of least squares regression with TN model [7].

FIGURE 2

Analysis of TN model for gradient descent in tensor network

diagrams [4]. Tensor contraction results in the inner product

between Tm and l(m) ◦ φ(m) ◦ φ(m+1) ◦ r(m+1). (a) Results of

contraction. (b) Entire diagram for all samples.

Then, the joint tensor can be updated by gradient descent as Tm ←

Tm + µ1Tm.

Figure 3 shows the image of the entire sweep algorithm. The

upper part and the lower part in Figure 3 are called the forward

sweep and the backward sweep, respectively. In the forward sweep,

the following steps are performed:

Tm ←〈〈Am,Am+1〉〉 , (13)

Tm ←Tm + µ1Tm, (14)

[U,6,V]←trSVD(mat1,2(Tm),Rm), (15)

Am ←fold3(U
⊤), (16)

Am+1 ←fold1(6V
⊤), (17)

where trSVD(mat1,2(Tm),Rm) represents the truncated SVD with

rank Rm of the input matrix mat1,2(Tm) ∈ R
Rm−1d×dRm+1 . The

output matrices of trSVD(mat1,2(Tm),Rm) are U ∈ R
Rm−1d×Rm ,

6 ∈ R
Rm×Rm , and V ∈ R

dRm+1×Rm , respectively. In the backward

sweep, the following steps are performed:

Tm ←〈〈Am,Am+1〉〉 , (18)

Tm ←Tm + µ1Tm, (19)

[U,6,V]←trSVD(mat1,2(Tm),Rm), (20)

Am ←fold3(6U
⊤), (21)

Am+1 ←fold1(V
⊤). (22)

In the forward sweep, updates are performed in the order

A1,A2, · · · ,AM−2, and in the backward sweep, updates are

performed in the orderAM−1,AM−2, · · · ,A2.

In this algorithm, as an option, Rm in the truncated SVD can be

adaptively changed for each iteration. For example, one approach

is to determine Rm based on the singular values obtained via

SVD, removing components with small singular values. It should

be noted that truncated SVD can cause convergence to become

unstable. This is because truncated SVD is a process for parameter

compression and rank determination, which is not related to

minimizing the cost function. In most cases, the cost function

increases due to perturbations caused by parameter compression

using truncated SVD. The convergence behavior becomes unstable

because the cost function decreases due to gradient descent and

increases due to truncated SVD alternately.

In this paper, we refer to the above algorithm as TNLSR-GD-

SVD. Although TNLSR-GD-SVD has been reported with some

success in the classification task of MNIST [7], some problems

remain. First, the slow convergence of gradient-based methods

can be problematic. In general, many iterations are required for

the gradient method to reach the minimum since it is the first-

order method. Additionally, tuning an appropriate learning rate is

necessary and making efficient convergence challenging. Second,

instability in learning due to vanishing gradients is another issue.

When the gradient vanishes, the changes in parameters to be

updated by the optimization algorithm become negligible, which

can lead to training failure. Third, the use of squared loss is

inappropriate for classification problems. In general, logistic loss is

more suitable for learning classifiers.
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FIGURE 3

Overall sweep process in TNLSR-GD-SVD. The upper half represents a forward sweep, and the lower half represents a backward sweep. Each block

consists of contraction of two core tensor to construct a jonit tensor, the update of the joint tensor based on the gradient descent, decomposition of

the updated joint tensor with SVD, and replacement of two core tensors.

2.3 Motivation

In this study, we propose algorithms for learning TN models

based on alternating least squares (ALS), which is the workhorse

algorithm for tensor decompositions [6, 21–26]. By employing ALS,

the monotonic decrease of the objective function is guaranteed

without tuning hyperparameters, leading to stabler and faster

convergence.

In the case of classification, it is appropriate to minimize the

logistic loss

h(θ) =
∑

n∈[N]

−yn log

[

1

1+ e−ψ(xn|θ)

]

−(1− yn) log

[

e−ψ(xn|θ)

1+ e−ψ(xn|θ)

]

(23)

rather than squared loss. In this paper, we refer to this task as tensor

network logistic regression (TNLR). TNLR can be solved in the same

mannar as TNLSR-GD-SVD by replacing the gradient calculation

(Equation 12) for logistic loss, we refer to this as TNLR-GD-SVD.

However, the problems of gradient descent also remain.

In this study, we propose a new optimization algorithm to

address this problem using ALS. Instead of directly minimizing

logistic loss (Equation 23), the proposed method introduces an

auxiliary function that provides an upper bound and minimizes

logistic loss by minimizing the auxiliary function. This approach

is generally known as the majorization-minimization (MM)

algorithm [27, 28]. For the derivation of the auxiliary function, we

employ the PG augmentation [19, 20]. It results in the two-step

algorithm of (E-step) computing expectation of latent variable, (M-

step) updating θ to minimize weighted least squares by ALS. The

derived optimization algorithm can be interpreted as a kind of EM-

ALS [29, 30]. Due to the properties of MM and ALS, monotonic

decrease (non-increase) of the logistic loss can be guaranteed.

3 Alternating least squares for tensor
network least squares regression

3.1 Subproblems and their solutions

In this section, we consider solving the problem shown in

Equation 7 by using the ALS algorithm. First, we do not consider

the joint core tensor Tm here and update each core tensorAm one

by one. ALS algorithm updates each core tensor A1,A2, · · · ,AM

alternately through suboptimization. The update rules are given by

(Am, v)← argmin
Am ,v

f (Am, v), m = 1, . . . ,M. (24)
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FIGURE 4

Analysis of TN model for ALS in tensor network diagrams [4]. Tensor contraction results in the inner product between Am and l(m) ◦ φ(m) ◦ r(m).

Inserting a vectorization-tensorization operation, equivalent to identity mapping, results in the matrix-vector form with Khatri-Rao products. The

node with diagonal line represents a superdiagonal tensor.

Let us consider to reorganize the objective function by seeing

(Am, v) as optimization parameters for specific m. When

optimizing the squared loss (Equation 7) as a sub-optimization

problem for them-th core tensorAm, the inner product of the TN

model is transformed as

〈W,8(x)〉 = 〈〈〈A1, · · · ,Am, · · · ,AM〉〉 ,φ
(1)
n ◦ · · · ◦ φ

(m)

◦ · · · ◦ φ(M)〉

= 〈Am, l
(m) ◦ φ(m) ◦ r(m)〉, (25)

where we put φ(j) : = φ(xj), and l(m) and r(m) are respectively

results of the contraction of the left and right sides as shown in

Figure 4a. In practice, this is calculated in parallel for all samples

as

〈W,8(xn)〉 = 〈Am, l
(m)
n ◦ φ

(m)
n ◦ r

(m)
n 〉 (26)

for all n ∈ [N]. Let the matrices L(m), 8(m), R(m) and the vector y

be defined as

L(m) = [l
(m)
1 , l

(m)
2 , · · · , l

(m)
N ] ∈ R

Rm−1×N ,

8(m) = [φ
(m)
1 ,φ

(m)
2 , · · · ,φ

(m)
N ] ∈ R

d×N ,

R(m) = [r
(m)
1 , r

(m)
2 , · · · , r

(m)
N ] ∈ R

Rm×N ,

y = [y1, y2, · · · , yN]
⊤ ∈ R

N ,

(27)

then the objective function of the sub-optimization problem in

Equation 7 can be written as

f (Am, v) = ‖y− (L(m) ⊙8(m) ⊙ R(m))⊤vec(Am)− v1‖22. (28)

Above transformation can be graphically verified by using tensor

network diagram shown in Figure 4b.

Now, the objective function (Equation 28) can be clearly seen as

a standard least squares problem. Let us put βm = [vec(Am)
⊤, v]⊤

and Zm = [(L(m)⊙8(m)⊙R(m))⊤, 1], then the solution is given by

β̂m = (Z⊤mZm)
−1Z⊤my. (29)

Am and v can be updated by replacing with corresponding

entries from β̂m. The squared loss (Equation 7) takes the form

of a quadratic function for each parameter, and the update rule

through sub-optimization is given in closed form, ensuring that the

error always decreases (monotonic nonincrease). Compared with

gradient-based optimization algorithms, which require the careful

tuning of learning rate, ALS can stably reduce the objective function

without any hyperparameters.

In practice for stabilizing matrix computations, we use

β̂
(ǫ)

m = (Z⊤mZm + ǫI)
−1Z⊤my (30)

with small ǫ > 0. This corresponds to adding a Tikhonov

regularization, which adds the sum of squares of the regression

coefficients ǫ||βm||
2
2 as a penalty term to the objective function

(Equation 28).

3.2 Optimization with orthogonalization
and sweep

In the optimization of TNs, there is an issue of scale non-

uniqueness regarding core tensors. For example, for any c 6= 0, we

have:

W =
〈〈

A1, · · · ,Ai, · · · ,Aj, · · · ,AM

〉〉

=
〈〈

A1, · · · , cAi, · · · , c
−1

Aj, · · · ,AM

〉〉

.
(31)

Here, increasing c results in an increase in the value of cAi, while

c−1Aj decreases, but it does not affect the value of the objective

function f (θ). If such scale biases become extreme, numerical

calculations can become unstable.

To address this problem, in the optimization of TNs,

orthogonalization and sweep are combined with ALS [24].

Figure 5 shows the image of the entire algorithm. In this
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FIGURE 5

Overall sweep process in ALS. The upper half represents a forward sweep, and the lower half represents a backward sweep. Each block consists of

the update of core tensor based on the least squares, orthogonalization by QR decomposition, and contraction of the residual components and the

next core tensor.

paper, we refer to the above algorithm as TNLSR-ALS-QR.

The upper and lower parts are called the forward sweep and

the backward sweep, respectively. The half black and half

white circular objects represent the left-orthogonal or right-

orthogonal tensors.

At the start of the optimization, we assume that all

tensors except A1 are right-orthogonal tensors. In the

forward sweep, we update core tensors in the order of

A1,A2, · · · ,AM−1, and update rules for the m-th core tensor is

given by

(Am, v)← argmin
Am ,v

f (Am, v), (32)

[Q,R] ←QR(mat3(Am)
⊤), (33)

Am ←fold3(Q
⊤), (34)

Am+1 ←fold1(Rmat1(Am+1)), (35)

where QR(mat3(Am)
⊤) represents the QR decomposition of the

input matrix mat3(Am)
⊤ ∈ R

Rm−1d×Rm . The QR decomposition

results in a colum orthogonal matrix Q ∈ R
Rm−1d×Rm and

an upper triangular matrix R ∈ R
Rm×Rm . After the ALS

update, the updated core tensor Am is separated into a left-

orthogonal tensor fold3(Q
⊤) and residual components R by QR

decomposition. The residual components are integrated into the

next core tensor (i.e., Am+1). At the end of the forward sweep,

all core tensors except AM are left-orthogonal. Note that the QR

decomposition in this algorithm does not change the value of the

objective function.

In the backward sweep, we update core tensors in the order of

AM ,AM−1, · · · ,A2, and update rule for the m-th core tensor is

given by

(Am, v)← argmin
Am ,v

f (Am, v), (36)

[Q,R] ←QR(mat1(Am)
⊤), (37)

Am ←fold1(Q
⊤), (38)

Am−1 ←fold3(mat3(Am−1)
⊤R⊤). (39)

After the ALS update, the updated core tensorAm is separated into

a right-orthogonal tensor fold1(Q
⊤) and the residual components

R⊤ by QR decomposition. The residual components are integrated

into the previous core tensor Am−1. At the end of the backward

sweep, all core tensors exceptA1 are right-orthogonal.

3.3 Adaptive rank determination

TT-ranks or bond dimensions Rm are important

hyperparameters to control the capacity of the TN models

and appropriate rank settings are different for different data in

general. In Sections 3.1, 3.2, TT ranks are determined prior to

optimization and fixed until convergence. However, it is difficult

to know the appropriate rank in advance of learning. Hence, we

consider a method to determine the rank adaptively according to

the data while learning. This method is used in TNLSR-GD-SVD

[7], and also in modified ALS for the standard TT decomposition

[24]. In this option, the entire algorithm is almost the same as

TNLSR-GD-SVD but only the update rule for Tm is different.

We update Tm ∈ R
Rm−1×d×d×Rm+1 with the solution of the

suboptimization problem, and the TT rank Rm is determined using

the singular values of mat1,2(Tm). We refer to this algorithm as

TNLSR-ALS-SVD.
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3.3.1 Update rules for Tm

The objective function in Equation 7 with respect to Tm can be

reorganized as

f (Tm, v) =
∥

∥

∥y− (L(m) ⊙8(m) ⊙8(m+1) ⊙ R(m+1))⊤ vec(Tm)− v1
∥

∥

∥

2

2
.

(40)

Let us put γm = [vec(Tm)
⊤, v]⊤ and Zm,m+1 = [(L(m) ⊙ 8(m) ⊙

8(m+1) ⊙ R(m+1))⊤, 1], then the optimal solution is given by:

γ̂m,m+1 = (Z⊤m,m+1Zm,m+1)
−1Z⊤m,m+1y. (41)

In practice, we use Tikhonov regularization as

γ̂
(ǫ)
m,m+1 = (Z⊤m,m+1Zm,m+1 + ǫI)

−1Z⊤m,m+1y. (42)

3.3.2 Adaptive rank determination with singular
values

The TT-rank Rm is determined by using singular values of

mat1,2(Tm) ∈ R
Rm−1d×dRm+1 as

σ1 ≥ σ2 ≥ · · · ≥ σD (43)

where we denote the maximum rank of mat1,2(Tm) by D =

min(Rm−1d, dRm+1).

One of typical methods to determine the rank is to remove weak

components with a small threshold ε > 0. Hence, the estimated

rank is given by R̂m = max{r | σr ≥ ε}. Another typical method to

determine rank is to apply a threshold 0 < δ ≤ 1 to the cumulative

contribution ratio Cr =
∑r

i=1 σi
∑D

i=1 σi
. In this case, the estimated rank is

given by R̂m = min{r | Cr ≥ δ}.

It should be noted that when the rank is not fixed but is

determined adaptively using truncated SVD, the monotonically

decreasing nature of the objective function in ALS is no longer

guaranteed. This adverse effect can be mitigated by setting ε

to a small value or δ to a large value, but the rank may then

become large, leading to large computational cost and overfitting

to the data. This tradeoff will also be affected by the Tikhonov

regularization.

4 EM algorithm for tensor network
logistic regression

4.1 Likelihood function in logistic
regression

Minimizing the objective function given by the sum of squared

losses can be seen as the maximum likelihood estimation under

the assumption that observations y follow a normal distribution

with expectation ψ(x|θ). However, this is not appropriate from

the perspective of a classification task. In particular, in logistic

regression (binary classification), we assume that observations y

follow a Bernoulli distribution with expectation 1
1+e−ψ(x|θ)

, and the

likelihood function with training samples {xn, yn}n∈[N] we want to

maximize is given by

L(θ) =

N
∏

n=1

(

1

1+ e−ψ(xn|θ)

)yn
(

e−ψ(xn|θ)

1+ e−ψ(xn|θ)

)1−yn

. (44)

Here, we aim for maximizing the likelihood (Equation 44) or

minimizing its negative logarithm (Equation 23) by learning θ

using ALS.

4.2 Majorization-minimization with ALS

In this study, we propose to employmajorization-minimization

(MM) [28] for the optimization of Equation 44. Let us put the

objective function h(θ) = − log L(θ), we introduce auxiliary

function g(θ |θ ′) which holds the conditions

h(θ) ≤ g(θ |θ ′), h(θ) = g(θ |θ). (45)

Using this conditions, the algorithm

θ (t+1) = argmin
θ

g(θ |θ (t)) (46)

ensures the monotonic decrease of h(θ), as

h(θ (t+1)) ≤ g(θ (t+1)|θ (t)) ≤ g(θ (t)|θ (t)) = h(θ (t)). (47)

If the minimizer of the auxiliary function g(θ |θ (t)) is available

in a closed form that is efficiently computable at each step

(Equation 46), the algorithm becomes highly practical.

4.2.1 Derivation of the auxiliary function
Here, we explain how to derive an appropriate auxiliary

function for the logistic regression problem. This can be achieved

by applying the Pólya-Gamma (PG) augmentation [19]. PG

augmentation is a method primarily proposed for Bayesian

statistical modeling in logistic regression. This method introduces

latent variables following the PG distribution, which enables

efficient sampling from the posterior distribution. In addition,

an expectation-maximization algorithm utilizing PG augmentation

was proposed by Scott and Sun [20]. Please note that our study

is not based on a Bayesian framework, but rather we use a PG

augmentation to a maximum likelihood estimation with the MM

framework.

Let us put Ln(θ) the n-th contribution to the likelihood function

L(θ) =
∏

n∈[N] Ln(θ), and we aim to obtain its lower-bound

function

Bn(θ |θ
′) ≤ Ln(θ),Bn(θ |θ) = Ln(θ). (48)

The auxirialy function is given by sum of its negative logarithm as

g(θ |θ ′) =
∑

n∈[N]

− logBn(θ |θ
′). (49)

We can see clearly that Equation 49 holds Equation 45.

Applying theoretical results by Polson [19], the n-th

contribution of the likelihood function can be transformed

and bounded by Jensen’s inequality as

Ln(θ) =

(

1

1+ e−ψ(xn|θ)

)yn
(

e−ψ(xn|θ)

1+ e−ψ(xn|θ)

)1−yn

=
(eψ(xn|θ))

yn

1+ eψ(xn|θ)
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=
1

2
eκnψ(xn|θ)

∫ ∞

0
e−ωn

ψ(xn |θ)
2

2 p(ωn|1, 0)dωn

=
ρ̂n(θ

′)

2
eκnψ(xn|θ)Eωn∼PG(1,ψ(xn|θ ′))



e
−ωn

(

ψ(xn |θ)
2−ψ(xn |θ

′)2

2

)





≥
ρ̂n(θ

′)

2
eκnψ(xn|θ)e−ω̂n(θ

′) ψ(xn |θ)
2−ψ(xn |θ

′)2

2 = :Bn
(

θ |θ ′
)

,

(50)

where κn : = yn −
1
2 , p(ωn|b, c) with parameter b > 0, c ∈ R is

probability density function of PG distribution, PG(1,0) represents

PG distribution with b = 1 and c = 0, and we define

ω̂n(θ) : = Eωn∼PG(1,ψ(xn|θ))[ωn] =
1

2ψ(xn|θ)
tanh

(

ψ(xn|θ)

2

)

,

(51)

ρ̂n(θ) : = Eωn∼PG(1,0)

{

e−ωn
ψ(xn |θ)

2

2

}

. (52)

Clearly, we can see Bn(θ |θ) = Ln(θ), and it satisfies the conditions

in Equation 48.

By taking the negative logarithm of Bn, we obtain

− logBn(θ |θ
(t)) =

1

2
ω̂n(θ

(t))

(

ψ(xn|θ)−
κn

ω̂n(θ (t))

)2

+ const,

(53)

and the overall auxiliary function g(θ |θ (t)) is given as the form of

weighted least squares:

g(θ |θ (t)) =
1

2

∑

n∈[N]

ω̂n(θ
(t))

(

ψ(xn|θ)−
κn

ω̂n(θ (t))

)2

+ C, (54)

where C is a constant term that does not contribute to the

optimization. Lastly, we can see that it is an iterative algorithm

of expectation maximization (EM) in which the expectation of

the latent variable ω̂n(θ
(t)) is computed based on the current

coefficient values θ (t) by Equation 51, and the resulting ω̂n(θ
(t)) is

used as a weight coefficient to minimize the weighted least squares

(Equation 54).

4.2.2 EM-ALS algorithm
From Equation 46 and Equation 54, the EM algorithm can be

obtained as

ω̂(t)
n =

1

2ψ(xn|θ (t))
tanh

(

ψ(xn|θ
(t))

2

)

for all n ∈ [N], (55)

θ (t+1) = argmin
θ

∑

n∈[N]

ω̂(t)
n

(

ψ(xn|θ)−
κn

ω̂
(t)
n

)2

, (56)

where updating latent variable ω̂
(t)
n is E-step, and updating

coefficients θ (t+1) is M-step.

We employ the ALS update for the M-step. Objective function

of the sub-problem (Equation 56) with respect to (Am, v) can be

transformed as

g(Am, v|θ
(t)) = ‖�

1
2
t (κ ⊘ ωt)−�

1
2
t (L

(m) ⊙8(m) ⊙ R(m))⊤vec(Am)

+v�
1
2
t 1‖

2
2, (57)

1: Initialize θ = {A1,A2,...,AM, υ}

2: repeat

3: (Forward Sweep)

4: for m = 1,2,...,M− 1 do

5: Calculate ω from the current θ;

6: (Am,υ)← argmin(Am,υ)
g(Am, υ|θ);

7: Orthogonalize Am by QR decomposition and

integrate upper triangular matrix into

Am+1;

8: Overwrite θ = {A1,A2,...,AM, υ} with the

latest parameters;

9: end for

10: (Backward Sweep)

11: for m = M,M− 1,...,2 do

12: Calculate ω from the current θ;

13: (Am, υ)← argmin(Am,υ)
g(Am, υ|θ);

14: Orthogonalize Am by QR decomposition and

integrate the upper triangular matrix into

Am−1;

15: Overwrite θ = {A1,A2,...,AM,υ} with the

latest parameters;

16: end for

17: until Convergence

Algorithm 1. TNLR-EMALS-QR: EM-ALS algorithm for TN logistic

regression.

where we put �t = diag(ω̂
(t)
1 , ω̂

(t)
2 , ..., ω̂

(t)
N ) ∈ R

N×N , ωt =

[ω̂
(t)
1 , ω̂

(t)
2 , ..., ω̂

(t)
N ]⊤ ∈ R

N , κ = [κ1, κ2, ..., κN]
⊤ ∈ R

N , and ⊘

stands for entry-wise division. This is almost the same form as

Equation 28, and the minimizer is given in closed form as

β̂m = (Z⊤m�tZm)
−1Z⊤mκ . (58)

Then θ (t+1) can be updated by replacing the appropriate entries

with β̂m. In practice, we use

β̂
(ǫ)

m = (Z⊤m�tZm + ǫI)
−1Z⊤mκ (59)

with small ǫ > 0 for stable matrix computation.

The overall algorithm is shown in Algorithm 1. We refer to

the proposed algorithm as TNLR-EMALS-QR. This algorithm is

structured by combining the sweep with QR and EM-ALS, where

the parameter θ is divided into M blocks, orthogonalization using

QR decomposition at each update, forward sweep and backward

sweep. Optionally, it is possible to introduce an adaptive rank

algorithm in a similar way to TNLSR-ALS-SVD. We call this

TNLR-EMALS-SVD.

4.3 Extension to multi-class classification

4.3.1 Design of TN models
This section discusses how to extend the TN model for multi-

class classification. Thus, let us consider a problem to obtain a

function: ψ(·|θ) :RM → R
K which satisfies

y ≃ a ◦ ψ(x|θ), (60)
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FIGURE 6

Image of a multi-class classification model with TN. Additional mode of length K representing the number of classes is with the right-end core tensor

AM. The contraction with 8(x) results in a K-dimensional vector. The logistic loss is calculated for each output dimension.

where x ∈ R
M represents pattern, y ∈ {0, 1}K represents its one-hot

encoded label, and a :R
K → [0, 1]K is some non-linear activation

function.

A naive choice of activation function for multi-class

classification is softmax, and cross entropy loss is minimized

for learning θ . In this case, gradient-based optimization is possible,

but tuning the learning rate is difficult and the convergence is

inefficient. Here, PG augmentation can be applied to the above

problem setting [20], but this is not a good method for the

TN model. The PG augmentation for the multi-class problem

proposed by Scott and Sun [20] requires that each channel of output

ψ(x|θ) be calculated from separated independent coefficients:

ψ(x|θ1, θ2, ..., θK) =
[

ψ(x|θ1) ψ(x|θ2) · · · ψ(x|θK)
]⊤

. This

means learning K TN models separately, which is not practical.

In this study, we propose a more practical method for learning

single TN model in multi-class classification. An overview of the

proposed method is shown in Figure 6. In the proposed method,

similar to Stoudenmire’s TNmodel [7], a mode of length K is added

to only one core tensor in the TT decomposition. This is much

easier than constructing K TT decompositions. The TN model for

multi-class classification is given by

ψ(x|θ) = 〈〈A1,A2, ...,AM〉〉 ×8(x)+ v ∈ R
K , (61)

where× stands for the corresponding tensor contraction operation

and θ = (A1,A2, ...,AM , v). Note that 〈〈A1,A2, ...,AM〉〉 × 8(x)

outputs a K-dimensional vector and bias v is also a K-dimensional

vector.

Furthermore, we employ entry-wise logistic sigmoid for

activation function:

a(z) =













σ (z1)

σ (z2)
...

σ (zK)













(62)

for z = [z1, z2, ..., zK] ∈ R
K , where σ (z) : = 1

1+e−z
is logistic

sigmoid function. Coefficients θ is learned with training samples

{xn, yn}n∈[N] by minimizing sum of logistic loss for all channels as

∑

n∈[N]

∑

k∈[K]

−yk,n log

[

1

1+ e−ψk(xn|θ)

]

− (1− yk,n) log

[

e−ψk(xn|θ)

1+ e−ψk(xn|θ)

]

, (63)

where yk,n stands for the k-th entry of yn and ψk(xn|θ) is the k-th

output ofψ(xn|θ). Since Equation 63 is the sum of logistic losses for

individual K classes, the PG augmentation discussed in Section 4

can be applied directly to obtain its auxiliary function.

The approach using the multichannel logistic function can be

interpreted as a model where each channel independently generates

either 0 or 1. In this approach, it is assumed that each label

yk,n (k-th channel of yn) follows a Bernoulli distribution with

expectation ψk(xn|θ) independently. Consequently, the label can

contain multiple ones in a vector under the assumption, such

as [1, 0, 0, 1, 0, · · · ], making it suitable for applications beyond

classification. Specifically, this approach can also be applied to tasks

in which independent attributes are assigned to each channel of the

data. On the other hand, this model has an important limitation:

Since the outputs are independent across channels, it does not

guarantee consistency, such as ensuring that the sum of output

values equals 1. Therefore, careful consideration is required when

interpreting them as probability values.

4.3.2 EM-ALS for learning multi-class TN
classifiers

From Equation 63, auxiliary function can be directly derived by

applying PG augmentation to individual k-th channels one-by-one.

This results in the following EM algorithm:

ω̂
(t)
k,n
=

1

2ψk(xn|θ (t))
tanh

(

ψk(xn|θ
(t))

2

)

for all n ∈ [N], k ∈ [K],

(64)

θ (t+1) = argmin
θ

∑

n∈[N]

∑

k∈[K]

ω̂
(t)
k,n



ψk(xn|θ)−
κk,n

ω̂
(t)
k,n





2

, (65)

where κk,n : = yk,n −
1
2 .

Next, we reorganize the objective function with respect to Am

and v as sub-optimization parameters. Here, we assume that the

additional mode of length K is with M-th core tensor AM . Then

the size of AM is (RM−1, d,K). The term of tensor contraction in

ψ(xn|θ) can be transformed as

〈〈A1,A2, ...,AM〉〉 ×8(xn) =Am × (l(m)
n ◦ φ

(m)
n ◦ R

(m)
n )

= (l(m)
n ⊗ φ

(m)
n ⊗ R(m)

n )⊤vec(Am),

(66)
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FIGURE 7

Multi-class TN model of K classes in tensor network diagrams. A

class mode of length K is added to the right-end core tensor. The

class mode remains in R(m) after contraction.

where l
(m)
n ∈ R

Rm−1 , φ(m)
n ∈ R

d, and R
(m)
n ∈ R

Rm×K are results

of contraction as shown in Figure 7. Note that R(m) ∈ R
Rm×K is a

matrix which is different from a case of binary classification. The

entire objective function of the sub-optimization problem can be

expressed as

g(Am, v|θ
(t)) =

∥

∥

∥

∥

�
1
2
t (κ ⊘ ωt)−�

1
2
t Bm vec(Am)−�

1
2
t Kv

∥

∥

∥

∥

2

2

,

(67)

where

κ = vec













κ1,1 κ2,2 · · · κ1,N

κ2,1 κ2,2 · · · κ2,N
...

...
. . .

...

κK,1 κK,2 · · · κK,N













∈ R
KN , (68)

ωt = vec













ω̂
(t)
1,1 ω̂

(t)
2,2 · · · ω̂

(t)
1,N

ω̂
(t)
2,1 ω̂

(t)
2,2 · · · ω̂

(t)
2,N

...
...

. . .
...

ω̂
(t)
K,1 ω̂

(t)
K,2 · · · ω̂

(t)
K,N













∈ R
KN , (69)

�t = diag(ωt) ∈ R
KN×KN , (70)

Bm =



















(

l
(m)
1 ⊗ φ

(m)
1 ⊗ R

(m)
1

)⊤

(

l
(m)
2 ⊗ φ

(m)
2 ⊗ R

(m)
2

)⊤

...
(

l
(m)
N ⊗ φ

(m)
N ⊗ R

(m)
N

)⊤



















∈ R
KN×Rm−1dRm , (71)

K =













IK×K
IK×K
...

IK×K













∈ R
KN×K . (72)

Defining the optimization parameter as βm = [vec(Am)
⊤, v⊤]⊤,

the optimal solution for βm in the auxiliary function (Equation 67)

is given by

β̂m = (Z⊤m�tZm)
−1Z⊤mκ , (73)

where Zm = [Bm,K]. For the same reason as in the binary

classification case, Tikhonov regularization is applied as

β̂
(ǫ)

m = (Z⊤m�tZm + ǫI)
−1Z⊤mκ . (74)

4.4 Computational complexity

Here we show the computational complexity of the main

processes in the tensor networkmodel. First, the standard inference

is given by the inner product of two low-rank tensors and is

O(dR2M) whereM is the dimension of x, d is the local dimension,

R is the rank (assuming Rm = R for all m) and K is the number of

classes (assuming K < R).

In learning TN models, the computational complexity for

one iteration of GD-QR is O(dR2MNK). In the case of GD-

SVD, it is O(dR2(MNK + d2R)) because it requires singular value

decomposition of the matrix of size (dR, dR). The computational

complexity of ALS-QR is O(dR2(MNK + d2R4)) because it is

necessary to solve a normal equation of dimension dR2. In the same

way, the computational complexity of ALS-SVD isO(dR2(MNK +

d5R4)) because it is necessary to solve a normal equation of

dimension d2R2.

Note that the difference between squared loss and logistic loss

makes no difference in computational complexity, just a few extra

computations in the case of logistic loss.

5 Experimental results of multi-class
classification

In this experiment, we evaluate the behaviors of the proposed

algorithm and the performance of the learned classifiers in the

classification task of MNIST. The default settings for the TNmodel

are as follows: The original 28 × 28 images were downsampled

to 7 × 7 images for the comparison, and the pixel values were

normalized to the range [0,1]. The images were vectorized as 49-

dimensional vectors x ∈ [0, 1]49, and these are inputs into the

TN models. The local mapping was based on Equation 4. Let the

maximum TT-rank be R and use this as a hyperparameter of the

TN model. We compared different optimization algorithms for

learning the TN model as shown in Table 1. The learning rates for

the descent of the gradient wereµ = 10−4. The tradeoff parameters

of the Tikhonov regularization were ǫ = 10−5.

5.1 Optimization behavior

Figure 8 shows the comparison of the optimization behaviors

for various learning algorithms for the binary classification of

MNIST of even and odd numbers. TT-rank is fixed as R = 8 for all

algorithms, and the truncated SVD truncates with R̂ = 8 without

adaptive rank determination. For the gradient descent, the learning

rates were carefully tuned for better convergence. For reference, the

results for two different learning rates are shown in Figure 8. 50

sweep results are shown for gradient-based methods, and 10 sweep

results are shown for ALS-based methods.
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TABLE 1 Compared algorithms.

Algorithm Loss function Update rule Orthogonalization

TNLSR-GD-SVD [7] Squared loss Gradient SVD for Tm

TNLSR-GD-QR Squared loss Gradient QR forAm

TNLSR-ALS-SVD (proposed) Squared loss ALS SVD for Tm

TNLSR-ALS-QR (proposed) Squared loss ALS QR forAm

TNLR-GD-SVD Logistic loss Gradient SVD for Tm

TNLR-GD-QR Logistic loss Gradient QR forAm

TNLR-EMALS-SVD (proposed) Logistic loss EM-ALS SVD for Tm

TNLR-EMALS-QR (proposed) Logistic loss EM-ALS QR forAm

FIGURE 8

Optimization behaviors of various algorithms for learning TN models. Fifty sweep results are shown for gradient-based methods, and 10 sweep

results are shown for ALS-based methods.

In both the squared loss and logistic loss cases, TNLSR-ALS-

QR and TNLR-EMALS-QR converged faster and reached better

optimal solutions compared to gradient descent. For gradient

methods, SVD tends to achieve better final objective values, while

for ALS, QR tends to achieve better final objective values. The

squared/logistic loss achieved by the proposed methods after

10 sweeps was 0.0133/4.12e3 for ALS-QR and 0.0170/4.67e3 for

ALS-SVD. In contrast, the squared/logistic loss achieved by the

gradient method after 50 sweeps was 0.0511/2.96e4 for GD-QR and

0.0360/1.69e4 for GD-SVD. The proposed method achieves smaller

loss values with fewer sweeps for both loss functions. It can also

be seen that the objective function is decreasing monotonically.

Gradient descent with a high learning rate will lead to failure,

while gradient descent with a low learning rate will converge

slowly. Using the sweep algorithm with truncated SVD tends to

make optimization unstable (peaks are mixed into the convergence

curve).

Table 2 shows average computational time per iteration for

various ranks R. The measurements were performed on a

workstation with an Intel(R) Xeon(R) CPU E5-2630 v3 @ 2.40GHz

TABLE 2 Average computational time [sec] per iteration for various

ranks R.

R = 8 R = 16 R = 32 R = 64

TNLSR-GD-SVD 0.4276 1.7191 3.9143 7.2933

TNLSR-GD-QR 0.4208 1.7140 3.8246 6.7421

TNLSR-ALS-SVD 0.5203 2.3020 9.8796 88.8213

TNLSR-ALS-QR 0.4012 1.6241 5.3361 25.9800

TNLR-GD-SVD 0.5190 1.8093 3.8556 7.2808

TNLR-GD-QR 0.5125 1.7891 3.8474 6.6590

TNLR-EMALS-SVD 0.6969 2.9031 11.0452 82.5117

TNLR-EMALS-QR 0.6126 2.2878 6.8102 28.3058

with 128 GB memory. In general, we can see that ALS has a higher

computational cost than GD. QR-type algorithm is much better

than the SVD-type algorithm in computational cost for ALS.
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FIGURE 9

Classification accuracy of MNIST.

TABLE 3 Comparison of classification accuracy.

TNLSR-ALS-QR TNLR-ALS-QR TNLR-GD-QR TNLR-GD-SVD

R = 2 40.14% 59.33% 11.35% 28.24%

R = 4 49.99% 85.71% 27.38% 36.08%

R = 8 92.98% 95.49% 53.50% 66.48%

R = 16 96.86% 97.34% 73.41% 82.76%

R = 32 97.59% 97.53% 84.33% 88.31%

R = 64 97.71% 97.71% 88.51% 90.36%

R = 128 97.13% 97.62% 90.23% 91.23%

The highest accuracy values are highlighted in bold.

5.2 Classification accuracy

The classification accuracy on the MNIST dataset, tested by

varying the maximum TT-rank R to 128, is shown in Figure 9

and Table 3. Number of sweeps were 10. For training accuracy,

the proposed TNLR-EMALS-QR outperformed all algorithms for

all R. This clearly demonstrates that the proposed method works

well as an optimization algorithm. It can also be confirmed that

minimizing logistic loss is more appropriate than minimizing

squared loss in learning classifiers. For test accuracy, the proposed

TNLR-EMALS-QR outperformed all algorithms for almost all R.

Although the maximum test accuracy is the same for TNLR-

EMALS-QR and TNLSR-ALS-QR, we can see that TNLSR-ALS-

QR has a stronger tendency to overfit as R increases. These results

demonstrate the importance of enabling the optimization of logistic

losses.

5.3 Hyperparameter sensitivity

5.3.1 Increasing the local dimension d

In this section, we present experimental results for

different local dimensions. We used a local mapping

with d > 2, which is proposed by Stoudenmire and

Schwab [7], as

φs(xj) =

√

(

d − 1

s− 1

)

(

cos
(π

2
xj

))d−s (

sin
(π

2
xj

))s−1
, (75)

where s represents the index of entries of φ(xj). It matches

Equation 4 with d = 2. Using this function, the multi-class

classification of MNIST was performed by changing the local

dimension d to 2, 4, 8, and 16.

The results of training and test accuracy are shown in Figure 10.

In both squared and logistic losses, high classification performance

was observed for d = 2, d = 4, and d = 8. Training

and test accuracy both dropped significantly when d = 16.

In general, a larger d should increase the expressive power of

the TN model. However, the observed drop in training accuracy

suggests potential optimization difficulties. For larger d, it may

lead to being the landscape of the objective function complex

and to stuck poor local minima. Considering the weight of the

model and the cost of training, d = 2 seems sufficient for

this task.
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FIGURE 10

Classification accuracies for di�erent local dimensions.

5.3.2 Adaptive rank determination
Here we demonstrate TNLR-EMALS-SVD with an option of

adaptive rank determination using the cumulative contribution rate

Cr defined in Section 3.3.2. The initial rank was set to R = 8, and

the adaptive rank determination was made in the range of 2 ≤

R ≤ 100. The experiments were carried out with two cumulative

contribution rate thresholds: δ = 0.9 and δ = 0.99.

In the case of δ = 0.9, the classification accuracy of the learned

classifier was 70.95%. The minimum, median and maximum TT

ranks finally obtained were 2, 3, and 7, respectively. Oscillations of

the optimization curve are observed. It seems that the threshold was

too small.

In the case of δ = 0.99, the classification accuracy of the learned

classifier was 96.74%. The minimum, median and maximum

TT ranks finally obtained were 2, 21.5, and 100, respectively.

The objective function was stably decreased without oscillations.

Although it does not achieve the highest accuracy of the fixed rank

algorithm, it seems to be still an effective option considering the

burden of selecting hyperparameters.

5.3.3 Input dimensions
Although the input dimensionality is not a hyperparameter

for the model, it can have a significant impact on the behavior

of TN models given the vanishing gradient problem. Here we

investigate this by experimenting with different downsampling

ratios on MNIST images. Specifically, the input size was varied

from a 3 × 3 pixel (9-dimensional vector) to a 14 × 14 pixel (196-

dimensional vector), with the pixel size changing by 1 pixel. The

TT ranks were set at R = 8, and the local dimension was set

at d = 2.

The results are shown in Figure 11. It can be seen that

both training and test accuracy increases as the number of

input dimensions increases, and then decreases as the number of

dimensions increases further. It is intuitive that accuracy improves

as input dimensions increase, but the decrease in accuracy is

not. Since accuracy decreases in both training and testing, this

phenomenon is not due to overfitting, but rather is highly likely

FIGURE 11

Classification accuracies for di�erent input dimensions.

that learning is not going well. One of the causes of this may

be gradient vanishing. The level of accuracy drop is significant

in the gradient method, but it can be seen that the level of

accuracy drop is reduced in the proposed algorithms based

on ALS.

6 Conclusion

In this study, we propose the use of ALS for supervised learning

using TN models rather than gradient descent. We show that

squared loss can be directly minimized by ALS and logistic loss can
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be minimized by EM-ALS with PG augmentation. In experiments,

the effectiveness of the proposed algorithms is demonstrated in the

classification task of MNIST. For the properties of MM and ALS,

the monotonic decrease of the objective function is guaranteed

in the proposed algorithms, and convergence is much faster than

gradient descent.
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