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Subtype and Stage Inference (SuStaIn) is an unsupervised learning algorithm that uniquely enables the identification of subgroups of individuals with distinct pseudo-temporal disease progression patterns from cross-sectional datasets. SuStaIn has been used to identify data-driven subgroups and perform patient stratification in neurodegenerative diseases and in lung diseases from continuous biomarker measurements predominantly obtained from imaging. However, the SuStaIn algorithm is not currently applicable to discrete ordinal data, such as visual ratings of images, neuropathological ratings, and clinical and neuropsychological test scores, restricting the applicability of SuStaIn to a narrower range of settings. Here we propose ‘Ordinal SuStaIn’, an ordinal version of the SuStaIn algorithm that uses a scored events model of disease progression to enable the application of SuStaIn to ordinal data. We demonstrate the validity of Ordinal SuStaIn by benchmarking the performance of the algorithm on simulated data. We further demonstrate that Ordinal SuStaIn out-performs the existing continuous version of SuStaIn (Z-score SuStaIn) on discrete scored data, providing much more accurate subtype progression patterns, better subtyping and staging of individuals, and accurate uncertainty estimates. We then apply Ordinal SuStaIn to six different sub-scales of the Clinical Dementia Rating scale (CDR) using data from the Alzheimer’s disease Neuroimaging Initiative (ADNI) study to identify individuals with distinct patterns of functional decline. Using data from 819 ADNI1 participants we identified three distinct CDR subtype progression patterns, which were independently verified using data from 790 ADNI2 participants. Our results provide insight into patterns of decline in daily activities in Alzheimer’s disease and a mechanism for stratifying individuals into groups with difficulties in different domains. Ordinal SuStaIn is broadly applicable across different types of ratings data, including visual ratings from imaging, neuropathological ratings and clinical or behavioural ratings data.
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INTRODUCTION
Characterisation of disease progression patterns and heterogeneity among individuals can provide fundamental insights into the biology of a disease and is key to developing tools for patient stratification that can support precision medicine and healthcare. Disease progression models (Fonteijn et al., 2012; Jedynak et al., 2012; Donohue et al., 2014; Oxtoby et al., 2014; Young et al., 2014; Bilgel et al., 2016; Iturria-Medina et al., 2016; Schiratti, 2017; Koval et al., 2018; Li et al., 2018; Marinescu et al., 2019; Venkatraghavan et al., 2019; Firth et al., 2020) reconstruct the long-term temporal evolution of disease biomarkers from cross-sectional or short-term longitudinal data, enabling diagnosis, prognosis and stratification from biomarker measurements. In contrast to supervised machine learning techniques such as classification, which focus on a single disease stage, disease progression models infer fine-grained temporal patterns, providing the ability to generalise across disease stages and quantify disease trajectories in previously unseen detail. Disease progression models were primarily developed for use in Alzheimer’s disease, where the decades-long disease process prevents the collection of long-term datasets that span the full disease time course, but they are increasingly being applied in other neurodegenerative diseases, such as Multiple Sclerosis (Eshaghi et al., 2018) and Huntington’s disease (Wijeratne et al., 2018) and other long-term chronic conditions, such as respiratory diseases (Young et al., 2020b). However, the majority of disease progression modelling techniques rely on the assumption that all individuals follow a single common disease progression pattern, and so are unable to model disease subtypes which are prevalent in many diseases, and particularly in neurodegenerative diseases. Clustering identifies disease subgroups (Whitwell et al., 2009; Nettiksimmons et al., 2010, 2013, 2014; Noh et al., 2014; Racine et al., 2016; Zhang et al., 2016; Ferreira et al., 2020; Habes et al., 2020), providing new insights into disease heterogeneity, but lacks the ability to generalise across different disease stages, and so is unable to distinguish heterogeneity arising from differences in disease stage from heterogeneity due to the presence of disease subtypes.
The Subtype and Stage Inference (SuStaIn) algorithm (Young et al., 2018) allows disease progression modelling to be used in combination with clustering to identify subgroups of individuals with distinct disease trajectories. SuStaIn simultaneously clusters individuals into subgroups and characterises the trajectory that best defines each subgroup, thus capturing heterogeneity in both disease subtype and disease stage. The SuStaIn algorithm has been applied in a range of conditions including Alzheimer’s disease (Young et al., 2018; Aksman et al., 2020; Garcia et al., 2020; Vogel et al., 2021), frontotemporal dementia (Young et al., 2018; Young et al., 2020a), Multiple Sclerosis (Eshaghi et al., 2020) and Chronic Obstructive Pulmonary disease (Young et al., 2020b). From a mathematical perspective any disease progression model can be used in combination with SuStaIn, but in practice some disease progression models may be unfeasibly computationally intensive. Two disease progression models have been used with SuStaIn to date: the event-based model (Fonteijn et al., 2012; Young et al., 2014; Firth et al., 2020) and the piecewise linear z-score model (Young et al., 2018). The event-based model describes disease progression as a series of events, where each event corresponds to a new biomarker becoming abnormal. The piecewise linear z-score model describes disease progression as a series of stages, with each stage corresponding to a biomarker linearly increasing to a new z-score relative to a control population. The advantage of each of these two models is that they are not too computationally intensive and work with purely cross-sectional data, enabling SuStaIn to perform stratification based on a single visit.
As is the case with most disease progression models, the disease progression models used in combination with SuStaIn to date are designed to take continuous biomarker measurements as input, for example those derived from blood or fluid samples or medical imaging. Whilst continuous measures offer fine-scaled resolution and so can provide high precision, discrete ordinal data, such as visual ratings of images, neuropathological ratings, and clinical and neuropsychological test scores can provide unique and complementary information. Clinical and cognitive test scores, for example, are widely collected in clinical settings and directly measure skills and symptoms that affect an individual’s quality of life and reflect the severity of their disability. Meanwhile, neuropathological ratings offer direct measurement of disease pathologies, and thus can provide unique insights into the disease biology not possible with other techniques. Where imaging is used in a clinical setting, visual ratings of images are often already integrated into the clinical workflow, and thus can underpin diagnostic, prognostic and stratification tools that are more readily integrated into clinical practice. However, such measurements are not readily analysable by the majority of disease progression models, and neither of the disease progression models currently available for use with SuStaIn accommodate discrete ordinal data. The event-based model (Fonteijn et al., 2012; Young et al., 2014; Firth et al., 2020) doesn’t model different severity levels, instead assuming each event is a transition from ‘normal’ to ‘abnormal’. The piecewise linear z-score model (Young et al., 2018) doesn’t allow for discrete data as it describes continuous biomarker trajectories with gaussian noise. There is a need for the development of disease progression modelling techniques that can be used on discrete ordinal data to enable a broader range of analyses to be carried out on these data types, in line with the techniques already available for continuous data.
Here we introduce the scored events model, allowing SuStaIn to be used with ordinal data. The scored events model describes disease progression as a series of events, where each event corresponds to a biomarker transitioning to a new score. We term the resulting algorithm ‘Ordinal SuStaIn’. We verify the validity of Ordinal SuStaIn on simulated data, and that it out-performs the alternative option of using the existing piecewise linear z-score model (‘Z-score SuStaIn’) on ordinal data. We then demonstrate Ordinal SuStaIn by characterising heterogeneous trajectories of decline in subcategories of the Clinical Dementia Rating (CDR) scale.
MATERIALS AND METHODS
The Scored Events Model
We propose a scored events model to describe disease progression in Ordinal SuStaIn. The scored events model describes disease progression as a series of events, where each event corresponds to the transition of a biomarker to a new score. The occurrence of an event [image: image] in biomarker [image: image] for score [image: image] is informed by the measurements [image: image] of biomarker [image: image] in subject [image: image], where each biomarker has its own set of scores [image: image], and starts from a minimum score [image: image]. The whole data set [image: image] is the set of measurements of each biomarker in each subject. The most likely ordering of the scored events is the sequence [image: image] that maximises the data likelihood
[image: image]
where [image: image] is the score reached by biomarker [image: image] at stage [image: image] in the sequence [image: image]; at stage 0, w = [image: image] for all biomarkers. The number of stages [image: image] is defined by the number of scored events included in the model, [image: image], i.e., the total number of scores included across all biomarkers. The form of the distribution [image: image] is fully flexible and can be chosen by the user. The scored events model simply takes as input the probability each datapoint has each score: for each measurement [image: image] of biomarker [image: image] in subject [image: image] the user specifies the probability [image: image] that the ‘true’ score of measurement [image: image] is [image: image] for each score [image: image] as a matrix with dimensions [image: image] for each biomarker [image: image]. Here we use a categorical distribution (see Figure 1 for a visualisation) where
[image: image]
thus [image: image] indicates the proportion of correctly scored individuals for each biomarker, and all other scores are assumed to be equally probable.
[image: Figure 1]FIGURE 1 | Illustration of simulation settings. Subfigure (A) shows [image: image] for the default proportion of correctly scored individuals p = 0.9. Subfigure (B) shows [image: image] for the setting p = 0.75. [image: image] can also be set to vary for each biomarker i and/or subject j. Subfigure (C) shows the expected number of datapoints for each stage of each subtype for each simulation setting.
Ordinal SuStaIn
The SuStaIn algorithm (Young et al., 2018) assumes a dataset consists of [image: image] clusters of individuals (subtypes) that undergo a common disease progression pattern, [image: image]. Each individual is a sample of an unknown subtype [image: image] at an unknown stage [image: image] along the disease progression pattern for that subtype. SuStaIn simultaneously optimises subtype membership and subtype progression patterns (which describe the stages of the disease). SuStaIn fits an increasing number of clusters up to a user-defined maximum, using Markov Chain Monte Carlo (MCMC) sampling to obtain samples of the progression pattern for each subtype, providing an estimate of the posterior distribution of each subtype progression pattern. Information criterion can be used to choose the optimal number of clusters by evaluating the number of clusters that best balances accuracy and complexity, such as the Cross-Validation Information Criterion used in (Young et al., 2018). Our proposed Ordinal SuStaIn algorithm uses the scored events model detailed above to describe the evolution of biomarkers at different stages. To this end, Ordinal SuStaIn uses the same implementation of the SuStaIn algorithm as in (Young et al., 2018), but replaces the data likelihood [image: image] for each subtype [image: image] with that of the scored events model described above.
Simulated Data
We generated a series of simulated datasets to test the performance of Ordinal SuStaIn. To generate each dataset we randomly chose [image: image] subtype progression patterns, each described by a sequence [image: image] in which a set of scored events occur. We fixed the expected proportion [image: image] of individuals belonging to each subtype [image: image] to be
[image: image]
 or equivalently,
[image: image]
such that the proportion of individuals in each subtype decreased from the most prevalent subtype [image: image] to the least prevalent subtype [image: image]. We then randomly assigned [image: image] individuals to [image: image] subtypes and [image: image] stages, using a weighted random sampling of subtype membership [image: image] based on the proportion [image: image] of individuals belonging to each subtype, and a uniform random sampling of stage [image: image]. The set of expected biomarker scores for each individual [image: image] was then evaluated and each individual’s biomarker data [image: image] was then sampled according to the categorical distribution [image: image] and [image: image], such that [image: image] follows the categorical distribution described above, as illustrated in Figures 1A,B. In our experiments we varied the number of biomarkers [image: image], number of subjects [image: image], number of subtypes [image: image], proportion of correctly scored individuals [image: image] and a proportion of misdiagnosed individuals [image: image] who followed random subtype progression patterns not included in the simulated set of sequences [image: image]. By default we fixed the simulation settings to [image: image], [image: image], [image: image], [image: image], and [image: image], varying each setting in turn to test settings of [image: image], [image: image], [image: image], [image: image], and [image: image]. We fixed the number of scored events to [image: image] for all biomarkers [image: image]. Each experiment was performed three times for different randomly chosen subtype progression patterns and simulated datasets. The expected number of datapoints for each stage of each subtype varies across the different simulation settings, as illustrated in Figure 1C.
Comparison With Z-Score SuStaIn
We performed one further simulation in which we used the default settings to generate simulated data but used Z-score SuStaIn rather than Ordinal SuStaIn to estimate the subtype progression patterns and subtypes and stages of individuals. Z-score SuStaIn uses a piecewise linear z-score model of disease progression, which describes disease progression as a series of events, where each event corresponds to a biomarker reaching a new z-score relative to a control population. The data in the control population is assumed to be normally distributed and the data is z-scored using this control population such that the control population has a mean of 0 and standard deviation of 1. In the piecewise linear z-score model, the biomarkers start at 0 (at stage 0), accumulating linearly between z-score events (each of which corresponds to a new stage) and accumulate to a final maximum z-score (reached at the last stage). The z-score events and the maximum z-score are specified by the user. To apply Z-score SuStaIn we z-scored the data using a control population consisting of individuals assigned to stage 0 in each experiment. The z-score events in Z-score SuStaIn were set to be the same as those in Ordinal SuStaIn by z-score transforming the score corresponding to each scored event. The maximum z-score was set to be the same as the maximum score of the scored event model by z-score transforming the maximum scores.
Performance Evaluation: Progression Pattern Estimation
We estimated the most probable progression pattern [image: image] from the MCMC samples of the progression pattern by ordering the scored events according to their mean position in the sequence across samples. We measured the accuracy of the subtype progression patterns by calculating the average Kendall rank correlation [image: image] (Kendall, 1945) between the most probable subtype progression patterns [image: image] estimated by SuStaIn and the ground truth subtype progression patterns [image: image] in each simulation. This is computed as
[image: image]
where P is the number of concordant pairs, Q is the number of discordant pairs, T is the number of ties in [image: image], and U is the number of ties in [image: image]. Correspondence between the ground truth and simulated subtypes was achieved by matching each simulated subtype progression pattern [image: image] with the most similar ground truth subtype progression pattern [image: image]. In nearly all experiments this was equivalent to matching the ground truth and simulated subtype progression patterns based on the proportion of individuals belonging to each subtype. The exception was for experiments with [image: image] subtypes in which the fraction would sometimes be swapped between subtypes of similar sizes, and so matching the subtype progression patterns based on their correspondence with the ground truth ensured that correspondence was achieved between subtypes of similar sizes. We estimated the confidence in the position assigned to each scored event by evaluating the proportion of MCMC samples in which each scored event appeared in the same position as in the most probable progression pattern. We evaluated the accuracy of the confidence estimate by determining whether the ground truth position of each scored event fell within the 95% confidence estimates output by SuStaIn. To do this we tested whether the ground truth position of each scored event was within two standard deviations of the estimated mean position of each scored event across MCMC samples.
Performance Evaluation: Subtyping and Staging
We computed the probability each individual belonged to each subtype and stage by computing the probability they belonged to each subtype (summed over stage) and stage (summed over subtype) for each MCMC sample and then averaging over MCMC samples, thus taking into account the uncertainty in the progression pattern of each subtype. We then assigned each individual to their most probable subtype and most probable stage. We estimated the confidence of the subtype and stage assignments by evaluating the probability of the subtype and stage that each individual had been assigned to. We evaluated the accuracy of the confidence estimates by determining whether the ground truth subtype and stage of each individual fell within the 95% confidence estimates output by SuStaIn. To do this we tested whether the ground truth subtype of each individual was assigned an average probability of at least 0.05, and whether the ground truth stage of each individual had a cumulative probability of more than 0.025 and less than 0.975.
Performance Evaluation: Number of Subtypes
When comparing the estimated subtype progression patterns and subtype and stage assignments with the ground truth, we fixed the number of subtypes to be the same as the ground truth number of subtypes to enable a direct comparison. To give an indication of the accuracy of the number of subtypes estimated by SuStaIn we fitted up to [image: image] subtypes in each experiment. We then evaluated whether the 95% confidence intervals of the overall model likelihood (obtained from the MCMC samples of the model likelihood) for the ground truth number of subtypes [image: image] overlapped with the 95% confidence intervals of the overall model likelihood for one less ([image: image]) subtype and one more ([image: image]) subtype than the ground truth number of subtypes. We considered SuStaIn to underestimate the number of subtypes if the 95% confidence intervals of the [image: image] subtypes model likelihood overlapped the confidence intervals for [image: image] subtypes, or if the average model likelihood was greater for [image: image] subtypes. We considered SuStaIn to overestimate the number of subtypes if the average model likelihood was greater for [image: image] subtypes than [image: image] subtypes, and the 95% confidence intervals of the model likelihood for [image: image] subtypes didn’t overlap the confidence intervals for [image: image] subtypes.
Alzheimer’s Disease Neuroimaging Initiative Data
Data used in the preparation of this article were obtained from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database (http://adni.loni.usc.edu). The ADNI was launched in 2003 by the National Institute on Aging (NIA), the National Institute of Biomedical Imaging and Bioengineering (NIBIB), the Food and Drug Administration (FDA), private pharmaceutical companies and non-profit organisations, as a $60 million, 5 years public-private partnership. For up-to-date information, see http://www.adni-info.org. Written consent was obtained from all participants, and the study was approved by the Institutional Review Board at each participating institution.
CDR sub-scores (Hughes et al., 1982; Morris, 1993) from 819 participants in ADNI1 and 790 participants in ADNI2 were collated to obtain two independent datasets measuring sub-scores of memory, orientation, judgement, community, home and personal care. Each CDR sub-score can be assigned a score of 0 (no impairment), 0.5 (questionable impairment), 1 (mild impairment), 2 (moderate impairment) or 3 (severe impairment). Of the 819 ADNI1 participants, 229 were cognitively normal, 397 had mild cognitive impairment and 193 had a dementia diagnosis. Of the 790 ADNI2 participants, 293 were cognitively normal, 349 had mild cognitive impairment and 148 had a dementia diagnosis. We further collated follow-up CDR sub-scores at 6, 12, 18, 24 and 36 months follow-up visits to test the longitudinal consistency of the subtypes and stages assigned by Ordinal SuStaIn.
We ran Ordinal SuStaIn separately on baseline data from each of the ADNI1 and ADNI2 studies to obtain two independent estimates of CDR subtype progression patterns. We set the proportion [image: image] in [image: image] with an accurate score to 0.75 for each sub-score, based on the inter-rater reliability of CDR scores in the literature (Schafer et al., 2004). None of the ADNI participants had a score of three on any CDR sub-scale and so this score was excluded from the scored events model. We selected the optimal number of subtypes by performing three-fold cross-validation in each dataset and evaluating the Cross-Validation Information Criterion (Gelman et al., 2014; Young et al., 2018).
Individuals were assigned to subtypes and stages at baseline and at follow-up visits using Ordinal SuStaIn, with the subtyping and staging being performed independently in each dataset (i.e., using the subtype progression patterns estimated from the baseline data in each dataset separately). Subtypes were considered to be longitudinally consistent between a pair of visits if both visits were labelled as the same subtype. Stages were considered to be longitudinally consistent between a pair of visits if the stage either remained the same or increased at the later of the two visits.
RESULTS
Simulated Data: Progression Pattern
Figure 2A shows the accuracy of SuStaIn for estimating subtype progression patterns under different simulation settings. In general, Ordinal SuStaIn gave a good accuracy across all settings, with a Kendall rank correlation between the estimated subtype progressions and the ground truth of >0.63 for all settings. When comparing Ordinal SuStaIn and Z-score SuStaIn under the default settings, the Kendall rank correlation using Z-score SuStaIn was only 0.33, compared to 0.95 for Ordinal SuStaIn. The confidence estimates of the position of each scored event provided by Ordinal SuStaIn (Figure 2B) gave a good indication of the true accuracy of the estimated progression patterns measured against the ground truth (Figure 2B reflects the trend in Figure 2A). Likewise, Figure 2C shows that the ground truth position of each scored event was generally within the 95% confidence intervals estimated by Ordinal SuStaIn for at least 95% of scored events (minimum of 94%, maximum of 100%). The confidence intervals obtained using Z-score SuStaIn were much less accurate with only 69% of the ground truth positions of the scored events being within the 95% confidence intervals estimated by Z-score SuStaIn.
[image: Figure 2]FIGURE 2 | Performance of SuStaIn for recovering progression patterns. (A) Accuracy of Ordinal SuStaIn for recovering the ground truth subtype progression patterns, (B) the confidence SuStaIn assigned to the estimated subtype progression patterns, and (C) the accuracy of the confidence intervals SuStaIn assigned to the estimated subtype progression patterns. The x-axis shows the experiments in which we varied the simulated number of biomarkers I (orange), number of subjects J (red), number of subtypes C (purple), proportion p with an accurate score (i.e., the categorical probability each test score is accurate; blue), the proportion f of misdiagnosis (i.e., the proportion of individuals that follow randomly chosen alternative progression patterns; green), and the choice of algorithm (either the proposed Ordinal SuStaIn algorithm or the existing Z-score SuStaIn algorithm). The default value for each simulation setting is indicated with an asterisk on the x-axis.
The Kendall rank correlation between the estimated progression patterns and the ground truth varied substantially with different simulation settings. The Kendall rank correlation decreased substantially when the number of biomarkers was set to I = 15 compared with I = 5 and I = 10, when the number of subjects was set to J = 100 rather than J = 250 and J = 500, when the number of clusters was set to C = 3 or C = 5 rather than C = 1 or C = 2, and when the proportion of correctly scored individuals was set to p = 0.75 compared to p = 0.9. As shown in Figure 3A, increasing the number of biomarkers, decreasing the number of subjects and increasing the number of clusters all reduce the number of datapoints per subtype and stage combination, with this decrease in sample size correlating with the decrease in the accuracy of the progression pattern. Figure 3A also shows that decreasing the proportion p of individuals that are scored correctly from p = 0.9 to p = 0.75, which makes the data noisier, further decreases the accuracy of the estimated progression patterns in addition to the effect of sample size.
[image: Figure 3]FIGURE 3 | Relationship between sample size and accuracy. Each subfigure shows a scatter plot comparing the expected number of datapoints per stage for each simulation and the accuracy of Ordinal SuStaIn for (A) estimating subtype progression patterns, (B) subtyping individuals, and (C) staging individuals. Each simulation setting is plotted using the same colours used in Figures 2, 4, 5, except the default setting, which is shown in grey. The simulation using Z-score SuStaIn was excluded from these figures.
Simulated Data: Subtyping
Figure 4A shows how the accuracy of SuStaIn for subtyping individuals varies with different simulation settings. SuStaIn was able to subtype individuals with high accuracy, with more than 92% of individuals being subtyped correctly for all simulation settings. Figure 4B shows that the confidence was a good reflection of the subtyping accuracy, following the same trend as Figure 4A. Figure 4C shows that all simulation settings gave 95% confidence intervals that were correct in at least 95% of subjects (minimum of 97%, maximum 100%). Figure 3B shows that the accuracy of the subtyping was not particularly related to the sample size. However, the sample size does remain reasonably large for each subtype across all simulation settings: the last subtype in the C = 5 experiment was the smallest, but still had an expected sample size of 25 subjects.
[image: Figure 4]FIGURE 4 | Performance of SuStaIn for subtyping individuals. (A) Accuracy of Ordinal SuStaIn for recovering the ground truth subtypes of individuals, (B) the confidence SuStaIn assigned to the estimated subtypes, and (C) the accuracy of the confidence intervals SuStaIn assigned to the estimated subtypes. As in Figure 2, the x-axis shows the experiments in which we varied the simulated number of biomarkers I (orange), number of subjects J (red), number of subtypes C (purple), proportion p with an accurate score (i.e., the categorical probability each test score is accurate; blue), the proportion f of misdiagnosis (i.e., the proportion of individuals that follow randomly chosen alternative progression patterns; green), and the choice of algorithm (either the proposed Ordinal SuStaIn algorithm or the existing Z-score SuStaIn algorithm). The default value for each simulation setting is indicated with an asterisk on the x-axis.
Simulated Data: Staging
Figure 5A shows the accuracy of the SuStaIn stages of individuals for different simulation settings. The SuStaIn stages were around 80% accurate for most simulation settings. There were two notable exceptions. The first was when the proportion of correctly scored individuals was set to p = 0.75, introducing more noise in the data and reducing the staging accuracy to 53%. The second was when Z-score SuStaIn was used rather than Ordinal SuStaIn, which staged only 6% of individuals correctly. Figure 5B shows that Z-score SuStaIn also has a lower confidence in the stages assigned to each individual, but that the stages are not within the 95% confidence interval estimated by Z-score SuStaIn, with only 40% of individual’s stages falling within the 95% confidence interval. For all other settings the confidence assigned by SuStaIn was a good reflection of the accuracy of the stages (Figure 5B follows the same trend as Figure 5A), and the confidence intervals were a good reflection of the confidence in each individuals stage assignment (Figure 5C), with at least the expected 95% of individuals ground truth stages falling within the 95% confidence intervals estimated by SuStaIn (minimum of 91% and maximum of 97%). Figure 3C shows that the staging accuracy increases slightly with sample size, but that the effect of noisy data (reducing the proportion of correctly scored individuals from p = 0.9 to p = 0.75) is much greater. Figure 6 shows the relationship between the ground truth stage and the stage assigned by Z-score SuStaIn. Z-score SuStaIn systematically underestimates the stage of each individual, as well as being less accurate than Ordinal SuStaIn.
[image: Figure 5]FIGURE 5 | Performance of SuStaIn for staging individuals. (A) Accuracy of Ordinal SuStaIn for recovering the ground truth stages of individuals, (B) the confidence SuStaIn assigned to the estimated stages, and (C) the accuracy of the confidence intervals SuStaIn assigned to the estimated stages. As in Figures 2, 3, the x-axis shows the experiments in which we varied the simulated number of biomarkers I (orange), number of subjects J (red), number of subtypes C (purple), proportion p with an accurate score (i.e., the categorical probability each test score is accurate; blue), the proportion f of misdiagnosis (i.e., the proportion of individuals that follow randomly chosen alternative progression patterns; green), and the choice of algorithm (either the proposed Ordinal SuStaIn algorithm or the existing Z-score SuStaIn algorithm). The default value for each simulation setting is indicated with an asterisk on the x-axis.
[image: Figure 6]FIGURE 6 | Comparison of staging performance using Ordinal SuStaIn and Z-score SuStaIn. The top row shows scatter plots comparing the ground truth stage in simulation and the estimated SuStaIn stage obtained from (A) Ordinal SuStaIn and (B) Z-score SuStaIn across three simulations (shown in different colours) performed using the default settings. The bottom row shows histograms of the difference between the ground truth stage and the stage estimated by (C) Ordinal SuStaIn and (D) Z-score SuStaIn across the three simulations.
Simulated Data: Number of Subtypes
The number of subtypes was estimated accurately for all simulation settings, except when a proportion of misdiagnosed individuals f were included, or when Z-score SuStaIn was used instead of Ordinal SuStaIn. For f = 0.05, SuStaIn over-estimated the number of subtypes in two out of three experiments and for f = 0.10, SuStaIn over-estimated the number of subtypes in all three experiments. Z-score SuStaIn over-estimated the number of subtypes in two out of three experiments.
Application to Clinical Dementia Rating Sub-scores
Figure 7 shows the subtype progression patterns estimated from applying Ordinal SuStaIn to CDR sub-scores in ADNI1 and ADNI2 separately. Three subtypes with distinct progression patterns were identified independently in each dataset, which we describe as 1) ‘typical’—the most numerous group, with memory problems at early SuStaIn stages, followed by difficulties with orientation and judgement and problem solving, and then difficulties with home life and community affairs, 2) ‘orientation-spared’—remaining relatively well-oriented until later SuStaIn stages, and 3) ‘outliers’—not following the ‘typical’ or ‘orientation-spared’ CDR sub-score progression pattern. The progression patterns were consistent between the two datasets, supporting the existence of three Alzheimer’s subgroups with distinct clinical progression.
[image: Figure 7]FIGURE 7 | Clinical subtypes of Alzheimer’s disease based on CDR sub-scores. Subtypes of CDR ratings subtypes identified by applying Ordinal SuStaIn to (A) ADNI1 and (B) ADNI2. Each entry in the diagram represents the proportion of MCMC samples in which a particular scored event appears at a particular position along the progression pattern, with CDR = 0.5 shown in red, CDR = 1 in magenta and CDR = 2 in blue.
Subtyping and Staging Using Clinical Dementia Rating Sub-scores
Figures 8A,B show the distribution of the stages assigned to individuals by Ordinal SuStaIn at the baseline visit in ADNI1 and ADNI2. As expected, cognitively normal individuals had the lowest stages, followed by individuals with mild cognitive impairment, whilst individuals with Alzheimer’s disease had the highest stages. There was a clear separation between cognitively normal and Alzheimer’s disease subjects, with all cognitively normal subjects being assigned to stage 0 and all Alzheimer’s disease subjects being assigned to stage 2 or above. Figures 8C,D compare the stages assigned to individuals by Ordinal SuStaIn at baseline and at follow-up. The follow-up visits were generally longitudinally consistent, i.e., at follow-up individuals either remained at the same stage or advanced in stage compared to baseline. In ADNI 1, 2113 of 2456 follow-up visits (86%) were longitudinally consistent, and in ADNI2, 1606 of 1885 follow-up visits (85%) were longitudinally consistent.
[image: Figure 8]FIGURE 8 | Staging individuals using CDR sub-scores. The top row shows histograms of the SuStaIn stages of individuals in (A) ADNI1 and (B) ADNI2. The bottom row shows scatter plots comparing the SuStaIn stages of individuals at baseline and follow-up in (C) ADNI1 and (D) ADNI2. The size of each point represents the number of individuals. CN = cognitively normal; MCI = mild cognirive impairment; AD = Alzheimer’s dsease.
The subtypes assigned to individuals by Ordinal SuStaIn generally remained consistent at follow-up visits. Assigning individuals to subtypes using CDR scores is difficult as several of the stages are predicted to give the same CDR values across more than one subtype. For example, at stage 5 of all subtypes, CDR values are predicted to be 0 for the personal care rating and 0.5 for all the other sub-scales. Likewise, at stage 6 of all subtypes, CDR values are predicted to be 0 for the personal care rating, one for the memory score, and 0.5 for all the other sub-scales. Naively comparing each pair of visits that had CDR scores available at both visits (excluding individuals assigned to SuStaIn stage 0 at either visit and therefore unable to be subtyped), we found that the same subtype was assigned at both visits in 3,017 of 5,129 pairs of visits (59%) from ADNI1, and 2035 of 2,728 pairs of visits (75%) from ADNI2. Performing the same analysis but instead considering only individuals confidently assigned to subtypes (probability greater than or equal to 0.75), and thus removing individuals who were at stages where the subtypes are indistinguishable, we found that the same subtype was assigned at both visits in 143 of 190 pairs of visits (75%) from ADNI1, and in 157 of 169 pairs of visits (93%) from ADNI2.
DISCUSSION
In this study we developed Ordinal SuStaIn, an extension of the SuStaIn algorithm to allow SuStaIn to be used with discrete scored data. We demonstrated strong performance of Ordinal SuStaIn on simulated data and much better performance than using Z-score SuStaIn, which is designed for continuous data only. We applied Ordinal SuStaIn to CDR scores to identify three CDR subtypes that were longitudinally consistent and replicable across independent data from ADNI1 and ADNI2.
The simulation results highlight the scenarios in which Ordinal SuStaIn performs best. In particular, the progression patterns are more accurately estimated when the average number of data points is more than three per stage. However, the confidence estimates still provided accurate information about the range of possible progression patterns and subtypes and stages of individuals, regardless of the simulation setting. The accuracy of the progression patterns also does not hugely impact on the subtyping and staging accuracy. In general, noise in the data has the largest effect of all settings, adversely affecting the ability to estimate the progression patterns and the stages of individuals. We also found that the number of subtypes is likely to be overestimated when a proportion of misdiagnosed individuals are included in the dataset. Misdiagnosed individuals are typically grouped into an outlier cluster with no distinct progression pattern.
We therefore propose the following guidelines for using Ordinal SuStaIn:
• Report the uncertainty in the progression patterns and the subtypes and stages of individuals by showing the positional variance diagrams or other visual representations of the uncertainty.
• In cases where there is low confidence take uncertainty into account in any subsequent analysis and reporting of results by clearly presenting the caveat that there is low confidence in a particular progression pattern.
• Small clusters with high uncertainty (proportion of individuals belonging to the cluster less than 10% and high uncertainty in the progression patterns illustrated by the positional variance diagrams) in the progression pattern should be reported as possibly being groups of outliers rather than subtypes.
• Where possible choose datasets and scored events to have an average of more than three data points per stage.
• Where possible choose biomarkers with a good signal to noise ratio.
Ordinal SuStaIn requires the user to input the probability [image: image] that the ‘true’ score of measurement [image: image] is [image: image]. This allows complete flexibility in the probability distributions of the scores, which can vary by biomarker, score, and even by individual if desired. This allows the user to model, for example, some scores being difficult to distinguish from one another, whilst others are easily distinguished, or individualised confidence ratings for each score. [image: image] would ideally be estimated by comparing assigned scores for each biomarker with a ground truth, in which the scorer is blinded to the ground truth score. In the absence of a ground truth, [image: image] can be approximated by looking at test-retest reliability.
Z-score SuStaIn performed poorly at estimating progression patterns and stages of individuals for discrete data. Z-score SuStaIn uses a piecewise linear z-score model, which assumes that each biomarker transitions linearly between scores. This alters the expected value of each biomarker at each stage, with the majority of stages modelling biomarker values that don’t exist in the data, leading to inaccuracy in the estimation of the subtype progression patterns and the stages of individuals. Z-score SuStaIn further assumes the errors on the data are normally distributed, which means that there are predicted to be more individuals with lower and higher scores than exist in the data. This causes a systematic overestimation of the stages of individuals at early stages and an underestimation of the stages of individuals at late stages. In this case the overall trend is to underestimate the stages of individuals as there are more stages representing scored events that have a positively skewed distribution than a negatively skewed distribution. Z-score SuStaIn also tends to overestimate the number of subtypes in the data to account for poor modelling of the subtype progression patterns.
Ordinal SuStaIn identified three clinical Alzheimer’s subgroups with distinct patterns of decline in CDR sub-scores. The subgroups were independently identified in ADNI1 and ADNI2 and the subtypes and stages were longitudinally consistent at follow-up visits taken over a 3 year time frame. These subgroups may simply illustrate different cognitive trajectories experienced by individuals, there may be different underlying biological disease processes (Mukherjee et al., 2018), or there may be a proportion of individuals with other neurodegenerative diseases or atypical variants (Scheltens et al., 2017). Further work will be required to validate these subtypes in a wider range of clinical settings, and to test whether the subtypes correspond to distinct biological subgroups.
There are now three forms of SuStaIn that can be used in different settings: the new Ordinal SuStaIn algorithm proposed here, Z-score SuStaIn and Event-based SuStaIn. Ordinal SuStaIn uses a scored events model to describe discrete scored data, Z-score SuStaIn uses a piecewise linear z-score model to describe continuous data with normally distributed noise, and Event-based SuStaIn uses an event-based model to describe discrete or continuous biomarkers transitioning from normal to abnormal. Future work will explore whether it is possible to develop an integrated version of SuStaIn that can allow different types of data to be modelled simultaneously. Extensions to model subtypes conditioned on different variables would also be a valuable addition, for example modelling how genetics, demographics, lifestyle factors, multi-morbidity, and electronic health records are related to subtype assignment or how subtype assignment alters the probability of different outcomes, such as developing a particular condition or long-term health outcomes. Another important avenue for future work is incorporating longitudinal data to estimate the time between different stages.
All forms of the SuStaIn algorithm rely on several assumptions to infer temporal subtype progression patterns from cross-sectional data. One assumption is that biomarker trajectories increase monotonically with disease progression, enabling identifiability of the progression patterns. This monotonicity assumption is made at the population level rather than at an individual level, which enables SuStaIn to allow for reversion in disease stage; individuals who revert will be assigned a lower stage at follow-up than at baseline. In future work there may be possibilities to relax this assumption by allowing a subset of biomarkers to be non-monotonic or incorporating longitudinal data to establish the time directionality. Another design choice in the SuStaIn algorithm is that the number of stages is fixed based on the number of biomarkers and scores. This simplifies the discrete optimisation procedure underlying SuStaIn by reducing the number of dimensions of the search space but can lead to redundant model complexity. Future versions will test whether it is possible to optimise the number of stages to enable more compact subtype progression patterns. However, under the current version of the SuStaIn algorithm, stages of a subtype progression pattern that are under-represented by samples can be identified by looking at the uncertainty in the positional variance diagrams. In addition, the model complexity can be reduced pre-emptively by limiting the number of features for small datasets, for example by using the rule of thumb described earlier of ensuring at least three subjects per stage. Another assumption that leads to redundancy in the subtype progression patterns is that each subtype progression pattern is unique; in fact, some subtypes may merge or split at some points in the progression. Future versions of the SuStaIn algorithm will explore whether merging and splitting of subtype progression patterns can be incorporated.
We proposed Ordinal SuStaIn, a variant of the SuStaIn algorithm for use with discrete scored data. We demonstrated that Ordinal SuStaIn out-performs available versions of SuStaIn in this setting and provides good performance in simulation. Ordinal SuStaIn is applicable to any discrete scored data. Here we applied Ordinal SuStaIn to CDR scores to reveal three distinct CDR subtypes in Alzheimer’s disease, however Ordinal SuStaIn is readily applicable to visual ratings data, such as from neuropathology or imaging, other clinical, neuropsychological or behavioural scores, and across a wide range of conditions, including other neurodegenerative diseases and respiratory diseases.
DATA AVAILABILITY STATEMENT
The Alzheimer’s disease data used in this study are publicly available from the Alzheimer’s Disease Neuroimaging Initiative (ADNI) database (adni.loni.usc.edu). Source code for the Ordinal SuStaIn algorithm is available at https://github.com/ucl-pond/pySuStaIn together with a jupyter notebook enabling the simulations to be reproduced.
ETHICS STATEMENT
For data from the Alzheimer’s Disease Neuroimaging Initiative, informed written consent was obtained by the study organisers from all participants or their designated caregiver(s) and the study was approved by the institutional ethical review board for each site.
AUTHOR CONTRIBUTIONS
AY developed the scored events model, wrote the programming code for Ordinal SuStaIn, analysed the data and wrote the manuscript. JV tested the performance of Ordinal SuStaIn whilst it was under development. LA and PW implemeted and optimised the python version of the SuStaIn algorithm. AY and DA designed the SuStaIn algorithm. All authors contributed to designing the experiments and reviewing and editing the manuscript.
FUNDING
AY is supported by a Skills Development Fellowship from the Medical Research Council (MR/T027800/1). JV is supported by the National Institute of Health (T32MH019112). PW is supported by a MRC Skills Development Fellowship (MR/T027770/1). AE was supported by an award from the International Progressive MS Alliance, award reference number PA-1603-08175. NO is a UKRI Future Leaders Fellow (MR/S03546X/1). NO and DA were supported by the NIHR UCLH Biomedical Research Centre and SW was supported by the NIHR Biomedical Research Centre at South London and Maudsley NHS Foundation Trust and King’s College London. This project has received funding from the European Union Horizon 2020 research and innovation programme under grant agreement No 666992. Data collection and sharing for this project was funded by the Alzheimer’s Disease Neuroimaging Initiative (ADNI) (National Institutes of Health Grant U01 AG024904) and DOD ADNI (Department of Defense award number W81XWH-12-2-0012). ADNI is funded by the National Institute on Aging, the National Institute of Biomedical Imaging and Bioengineering, and through generous contributions from the following: AbbVie, Alzheimer’s Association; Alzheimer’s Drug Discovery Foundation; Araclon Biotech; BioClinica, Inc.; Biogen; Bristol-Myers Squibb Company; CereSpir, Inc.;Cogstate; Eisai Inc.; Elan Pharmaceuticals, Inc.; Eli Lilly and Company; EuroImmun; F. Hoffmann-La Roche Ltd and its affiliated company Genentech, Inc.; Fujirebio; GE Healthcare; IXICO Ltd.; Janssen Alzheimer Immunotherapy Research & Development, LLC.; Johnson & Johnson Pharmaceutical Research & Development LLC.; Lumosity; Lundbeck; Merck & Co., Inc.; Meso Scale Diagnostics, LLC.; NeuroRx Research; Neurotrack Technologies; Novartis Pharmaceuticals Corporation; Pfizer Inc.; Piramal Imaging; Servier; Takeda Pharmaceutical Company; and Transition Therapeutics. The Canadian Institutes of Health Research is providing funds to support ADNI clinical sites in Canada. Private sector contributions are facilitated by the Foundation for the National Institutes of Health (http://www.fnih.org). The grantee organization is the Northern California Institute for Research and Education, and the study is coordinated by the Alzheimer’s Therapeutic Research Institute at the University of Southern California. ADNI data are disseminated by the Laboratory for Neuro Imaging at the University of Southern California.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Aksman, L. M., Oxtoby, N. P., Scelsi, M. A., Wijeratne, P. A., Young, A. L., Alves, I. L., et al. (2020). Tau-first subtype of Alzheimer's disease consistently identified across in vivo and post mortem studies. bioRxiv . doi:10.1101/2020.12.18.418004
 Bilgel, M., Prince, J. L., Wong, D. F., Resnick, S. M., and Jedynak, B. M. (2016). A multivariate nonlinear mixed effects model for longitudinal image analysis: Application to amyloid imaging. Neuroimage 134, 658–670. doi:10.1016/j.neuroimage.2016.04.001 
 Donohue, M. C., Jacqmin-Gadda, H., Le Goff, M., Thomas, R. G., Raman, R., Gamst, A. C., et al. (2014). Estimating long-term multivariate progression from short-term data. Alzheimer's Demen. 10, S400–S410. doi:10.1016/j.jalz.2013.10.003 
 Eshaghi, A., Marinescu, R. V., Young, A. L., Firth, N. C., Prados, F., Jorge Cardoso, M., et al. (2018). Progression of regional grey matter atrophy in multiple sclerosis. Brain 141, 1665–1677. doi:10.1093/brain/awy088 
 Eshaghi, A., Young, A., Wijertane, P., Prados, F., Arnold, D., Narayanan, S., et al. (2020). Identifying multiple sclerosis subtypes using machine learning and MRI data. Nat. Commun. 12, 2078. 
 Ferreira, D., Nordberg, A., and Westman, E. (2020). Biological subtypes of Alzheimer disease: A systematic review and meta-analysis. Neurology 94, 436–448. doi:10.1212/WNL.0000000000009058 
 Firth, N. C., Primativo, S., Brotherhood, E., Young, A. L., Yong, K. X. X., Crutch, S. J., et al. (2020). Sequences of cognitive decline in typical Alzheimer's disease and posterior cortical atrophy estimated using a novel event‐based model of disease progression. Alzheimer's Demen. 16, 965–973. doi:10.1002/alz.12083 
 Fonteijn, H. M., Modat, M., Clarkson, M. J., Barnes, J., Lehmann, M., Hobbs, N. Z., et al. (2012). An event-based model for disease progression and its application in familial Alzheimer's disease and Huntington's disease. Neuroimage 60, 1880–1889. doi:10.1016/j.neuroimage.2012.01.062 
 Garcia, M. E., Young, A. L., Schott, J. M., and Alexander, D. C. (2020). Multimodal modelling of the heterogeneity of Alzheimer’s Disease.  Alzheimer’s Association International Conference.
 Gelman, A., Hwang, J., and Vehtari, A. (2014). Understanding predictive information criteria for Bayesian models. Stat. Comput. 24, 997–1016. doi:10.1007/s11222-013-9416-2
 Habes, M., Grothe, M. J., Tunc, B., Mcmillan, C., Wolk, D. A., and Davatzikos, C. (2020). Disentangling Heterogeneity in Alzheimer's Disease and Related Dementias Using Data-Driven Methods. Biol. Psychiatry 88, 70–82. doi:10.1016/j.biopsych.2020.01.016 
 Hughes, C. P., Berg, L., Danziger, W., Coben, L. A., and Martin, R. L. (1982). A New Clinical Scale for the Staging of Dementia. Br. J. Psychiatry 140, 566–572. doi:10.1192/bjp.140.6.566 
 Iturria-Medina, Y., Sotero, R. C., Toussaint, P. J., Mateos-Perez, J. M., and Evans, A. C. (2016). Early role of vascular dysregulation on late-onset Alzheimer’s disease based on multifactorial data-driven analysis. Nat. Commun. 7, 11934. doi:10.1038/ncomms11934 
 Jedynak, B. M., Lang, A., Liu, B., Katz, E., Zhang, Y., Wyman, B. T., et al. (2012). A computational neurodegenerative disease progression score: Method and results with the Alzheimer's disease neuroimaging initiative cohort. Neuroimage 63, 1478–1486. doi:10.1016/j.neuroimage.2012.07.059 
 Kendall, M. G. (1945). The Treatment of Ties in Ranking Problems. Biometrika 33, 239–251. doi:10.1093/biomet/33.3.239 
 Koval, I., Schiratti, J-B., Routier, A., Bacci, M., Colliot, O., Allassonnière, S., et al. (2018). Spatiotemporal Propagation of the Cortical Atrophy. Popul. Individual Patterns 9, 1–13. doi:10.3389/fneur.2018.00235 
 Li, D., Iddi, S., Thompson, W. K., Rafii, M. S., Aisen, P. S., Donohue, M. C., et al. (2018). Bayesian latent time joint mixed‐effects model of progression in the Alzheimer's Disease Neuroimaging Initiative. Alzheimer's Demen. Diagn. Assess. Dis. Monit. 10, 657–668. doi:10.1016/j.dadm.2018.07.008 
 Marinescu, R. V., Eshaghi, A., Lorenzi, M., Young, A. L., Oxtoby, N. P., Garbarino, S., et al. (2019). DIVE: A spatiotemporal progression model of brain pathology in neurodegenerative disorders. Neuroimage 192, 166–177. doi:10.1016/j.neuroimage.2019.02.053 
 Morris, J. C. (1993). The Clinical Dementia Rating (CDR) Current version and scoring rules. Neurology 43 (11), 2412–2414. doi:10.1212/wnl.43.11.2412-a 
 Mukherjee, S., Mez, J., Trittschuh, E., Saykin, A. J., Gibbons, L. E., Fardo, D. W., et al. (2018). Genetic data and cognitively-defined late-onset Alzheimer’s disease subgroups. Mol. Psychiatry , 367615. 
 Nettiksimmons, J., Beckett, L., Schwarz, C., Carmichael, O., Fletcher, E., and Decarli, C. (2013). Subgroup of ADNI normal controls characterized by atrophy and cognitive decline associated with vascular damage. Psychol. Aging 28, 191–201. doi:10.1037/a0031063 
 Nettiksimmons, J., DeCarli, C., Landau, S., and Beckett, L. (2014). Biological heterogeneity in ADNI amnestic mild cognitive impairment. Alzheimer's Demen. 10, 511–521. doi:10.1016/j.jalz.2013.09.003 
 Nettiksimmons, J., Harvey, D., Brewer, J., Carmichael, O., DeCarli, C., Jack, C. R., et al. (2010). Subtypes based on cerebrospinal fluid and magnetic resonance imaging markers in normal elderly predict cognitive decline. Neurobiol. Aging 31, 1419–1428. doi:10.1016/j.neurobiolaging.2010.04.025 
 Noh, Y., Jeon, S., Lee, J. M., Seo, S. W., Kim, G. H., Cho, H., et al. (2014). Anatomical heterogeneity of Alzheimer disease: based on cortical thickness on MRIs. Neurology 83, 1936–1944. doi:10.1212/wnl.0000000000001003 
 Oxtoby, N. P., Young, A. L., Young, A. L., Fox, N. C., Daga, P., Cash, D. M., et al. (2014). “Learning imaging biomarker trajectories from noisy Alzheimer’s disease data using a Bayesian multilevel model,” in Bayesian and Graphical Models for Biomedical Imaging (Berlin, Germany: Springer International Publishing), 85–94. doi:10.1007/978-3-319-12289-2_8
 Racine, A. M., Koscik, R. L., Berman, S. E., Nicholas, C. R., Clark, L. R., Okonkwo, O. C., et al. (2016). Biomarker clusters are differentially associated with longitudinal cognitive decline in late midlife. Brain 139, 2261–2274. doi:10.1093/brain/aww142 
 Scheltens, N. M. E., Tijms, B. M., Koene, T., Barkhof, F., Teunissen, C. E., Wolfsgruber, S., et al. (2017). Cognitive subtypes of probable Alzheimer’s disease robustly identified in four cohorts. Alzheimer’s Dement 13(11), 1226–1236. doi:10.1016/j.jalz.2017.03.002
 Schafer, K. A., Tractenberg, R., Sano, M., Mackell, J., Thomas, R., Gamst, A., et al. (2004). Reliability of monitoring the clinical dementia rating in multicenter clinical trials. Alzheimer Dis. Assoc. Disord. . 18: 219–222.
 Schiratti, J. (2017). A Bayesian Mixed-Effects Model to Learn Trajectories of Changes from Repeated Manifold-Valued Observations. J. Mach. Learn. Res. . 18: 1–33. 
 Venkatraghavan, V., Bron, E. E., Niessen, W. J., and Klein, S. (2019). Disease progression timeline estimation for Alzheimer's disease using discriminative event based modeling. NeuroImage 186, 518–532. doi:10.1016/j.neuroimage.2018.11.024 
 Vogel, J. W., Young, A. L., Oxtoby, N. P., Smith, R., Ossenkoppele, R., Strandberg, O. T., et al. (2021). Four distinct trajectories of tau deposition identified in Alzheimer’s disease. Nat. Med. 27, 871–881. doi:10.1038/s41591-021-01309-6
 Whitwell, J. L., Przybelski, S. A., Weigand, S. D., Ivnik, R. J., Vemuri, P., Gunter, J. L., et al. (2009). Distinct anatomical subtypes of the behavioural variant of frontotemporal dementia: A cluster analysis study. Brain 132, 2932–2946. doi:10.1093/brain/awp232 
 Wijeratne, P. A., Young, A. L., Oxtoby, N. P., Marinescu, R. V., Firth, N. C., Johnson, E. B., et al. (2018). An image-based model of brain volume biomarker changes in Huntington's disease. Ann. Clin. Transl Neurol. 5, 570–582. doi:10.1002/acn3.558 
 Young, A. L., Bocchetta, M., Cash, D. M., Convery, R. S., Moore, K. M., Neason, M. R., et al. (2020a). Characterizing the Clinical Features and Atrophy Patterns of MAPT-Related Frontotemporal Dementia With Disease Progression Modeling. Neurology. doi:10.1212/WNL.0000000000012410
 Young, A. L., Bragman, F. J. S., Rangelov, B., Han, M. K., Galbán, C. J., Lynch, D. A., et al. (2020b). Disease Progression Modeling in Chronic Obstructive Pulmonary Disease. Am. J. Respir. Crit. Care Med. 201, 294–302. doi:10.1164/rccm.201908-1600OC 
 Young, A. L., Marinescu, R-V. V., Oxtoby, N. P., Bocchetta, M., Yong, K., Firth, N., et al. (2018). Uncovering the heterogeneity and temporal complexity of neurodegenerative diseases with Subtype and Stage Inference. Nat. Commun. 9, 4273. doi:10.1038/s41467-018-05892-0 
 Young, A. L., Oxtoby, N. P., Daga, P., Cash, D. M., Fox, N. C., Ourselin, S., et al. (2014). A data-driven model of biomarker changes in sporadic Alzheimer's disease. Brain 137, 2564–2577. doi:10.1093/brain/awu176 
 Zhang, X., Mormino, E. C., Sun, N., Sperling, R. A., Sabuncu, M. R., and Yeo, B. T. T. (2016). Bayesian model reveals latent atrophy factors with dissociable cognitive trajectories in Alzheimer's disease. Proc. Natl. Acad. Sci. USA 113, E6535–E6544. doi:10.1073/pnas.1611073113 
Conflict of Interest: AE has received speaker’s honoraria from Biogen and At The Limits educational programme. He has received travel support from the National Multiple Sclerosis Society and honorarium from the Journal of Neurology, Neurosurgery and Psychiatry for Editorial Commentaries. He has received research grants from Biogen, and Roche. He serves on the editorial board of Neurology. AE and DA hold an equity stake in Queen Square Analytics.The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2021 Young, Vogel, Aksman, Wijeratne, Eshaghi, Oxtoby, Williams and Alexander. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
OPS/images/inline_33.gif





OPS/images/inline_32.gif





OPS/images/inline_35.gif





OPS/images/inline_34.gif





OPS/images/inline_3.gif





OPS/images/inline_29.gif





OPS/images/inline_31.gif





OPS/images/inline_30.gif







OPS/images/inline_27.gif





OPS/images/math_4.gif






OPS/images/inline_26.gif





OPS/images/math_5.gif
JP+Q+DP+Q+ U)






OPS/images/inline_28.gif





OPS/images/math_3.gif





OPS/images/inline_23.gif





OPS/images/inline_22.gif
P(x;j|Eiw)





OPS/images/inline_25.gif





OPS/images/inline_24.gif
Eiv





OPS/images/inline_2.gif





OPS/images/inline_21.gif





OPS/images/inline_20.gif





OPS/images/inline_17.gif
K=1+Y._ W,





OPS/images/inline_16.gif





OPS/images/inline_19.gif





OPS/images/inline_18.gif
P(x;j|Eiw)





OPS/images/inline_86.gif





OPS/images/inline_85.gif
(. + 1]





OPS/images/inline_88.gif





OPS/images/inline_87.gif





OPS/images/inline_84.gif





OPS/images/inline_83.gif





OPS/images/inline_13.gif





OPS/xhtml/nav.xhtml
Contents

		Cover

		Ordinal SuStaIn: Subtype and Stage Inference for Clinical Scores, Visual Ratings, and Other Ordinal Data		Introduction

		Materials and Methods		The Scored Events Model

		Ordinal SuStaIn

		Simulated Data

		Comparison With Z-Score SuStaIn

		Performance Evaluation: Progression Pattern Estimation

		Performance Evaluation: Subtyping and Staging

		Performance Evaluation: Number of Subtypes

		Alzheimer’s Disease Neuroimaging Initiative Data





		Results		Simulated Data: Progression Pattern

		Simulated Data: Subtyping

		Simulated Data: Staging

		Simulated Data: Number of Subtypes

		Application to Clinical Dementia Rating Sub-scores

		Subtyping and Staging Using Clinical Dementia Rating Sub-scores





		Discussion

		Data Availability Statement

		Ethics Statement

		Author Contributions

		Funding

		Publisher’s Note

		References









OPS/images/inline_12.gif





OPS/images/inline_15.gif
Wi





OPS/images/inline_14.gif





OPS/images/inline_9.gif





OPS/images/inline_89.gif
(. + 1]





OPS/images/inline_11.gif





OPS/images/inline_91.gif
(. + 1]





OPS/images/inline_10.gif





OPS/images/inline_90.gif





OPS/images/crossmark.jpg
©

|





OPS/images/frai-04-613261-g005.gif
TR






OPS/images/inline_76.gif





OPS/images/frai-04-613261-g006.gif





OPS/images/inline_75.gif





OPS/images/frai-04-613261-g003.gif





OPS/images/inline_78.gif





OPS/images/frai-04-613261-g004.gif





OPS/images/inline_77.gif





OPS/images/inline_1.gif
Eiv





OPS/images/frai-04-613261-g007.gif





OPS/images/inline_74.gif





OPS/images/frai-04-613261-g008.gif
ADNI1: Staging at baseline

ADNI2: Staging at baseline

i
352
s
E R

Number o su

oxEail

Sustanstage a basls

Susta stage t boseline

AN Stagng at olowup D ADNIZ: Staging a folow-up.
] I B
B | 28
8t 8t
i i
5 g1
g5 Lt
it b T e N i Y





OPS/images/inline_82.gif
(. + 1]





OPS/images/frai-04-613261-g001.gif
" B






OPS/images/inline_8.gif
Wi





OPS/images/frai-04-613261-g002.gif
ey

e

v s s






OPS/images/inline_79.gif





OPS/images/inline_81.gif





OPS/images/inline_80.gif





OPS/images/inline_92.gif





OPS/images/inline_93.gif





OPS/images/inline_96.gif





OPS/images/inline_97.gif
Eiyw





OPS/images/inline_94.gif
P(x;|Eiw)





OPS/images/inline_95.gif
P(x;|E)





OPS/images/math_1.gif
P (X15) = lj[gp<kyljl[p(xv\n..)],





OPS/images/math_2.gif





OPS/images/inline_98.gif
P(x;|E)





OPS/images/inline_99.gif
P(x;|E)





OPS/images/inline_66.gif





OPS/images/inline_65.gif





OPS/images/inline_68.gif





OPS/images/inline_67.gif





OPS/images/inline_73.gif





OPS/images/inline_72.gif





OPS/images/inline_7.gif





OPS/images/inline_69.gif





OPS/images/inline_71.gif





OPS/images/inline_70.gif
f

10, 0.05, 0.





OPS/images/logo.jpg
, frontiers
in Artificial Intelligence





OPS/images/inline_56.gif





OPS/images/inline_58.gif





OPS/images/inline_57.gif





OPS/images/inline_63.gif





OPS/images/inline_62.gif





OPS/images/inline_64.gif





OPS/images/inline_6.gif





OPS/images/inline_59.gif





OPS/images/inline_61.gif





OPS/images/inline_60.gif





OPS/images/inline_48.gif





OPS/images/inline_47.gif





OPS/images/inline_53.gif





OPS/images/inline_52.gif
P(xj = w;j






OPS/images/inline_55.gif





OPS/images/inline_54.gif
P(x;|Ei)





OPS/images/inline_5.gif





OPS/images/inline_49.gif





OPS/images/inline_51.gif





OPS/images/inline_50.gif
w; Vi where w; = s(i, k;) if kj>0and w; = wy if k; = 0}





OPS/images/inline_46.gif





OPS/images/inline_38.gif





OPS/images/inline_43.gif





OPS/images/cover.jpg
frontiers
in Artificial Intelligence

Ordinal SuStaln: Subtype and
Stage Inference for Clinical

Scores, Visual Ratings, and Other
Ordinal Data





OPS/images/inline_42.gif





OPS/images/inline_45.gif





OPS/images/inline_44.gif





OPS/images/inline_4.gif





OPS/images/inline_39.gif





OPS/images/inline_41.gif





OPS/images/inline_40.gif





OPS/images/inline_37.gif





OPS/images/inline_36.gif





