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Memorising vocabulary is an important aspect of formal foreign-language learning.
Advances in cognitive psychology have led to the development of adaptive learning
systems that make vocabulary learning more efficient. One way these computer-based
systems optimize learning is by measuring learning performance in real time to create
optimal repetition schedules for individual learners. While such adaptive learning systems
have been successfully applied to word learning using keyboard-based input, they have
thus far seen little application in word learning where spoken instead of typed input is used.
Here we present a framework for speech-based word learning using an adaptive model
that was developed for and tested with typing-based word learning. We show that typing-
and speech-based learning result in similar behavioral patterns that can be used to reliably
estimate individual memory processes. We extend earlier findings demonstrating that a
response-time based adaptive learning approach outperforms an accuracy-based, Leither
flashcard approach in learning efficiency (demonstrated by higher average accuracy and
lower response times after a learning session). In short, we show that adaptive learning
benefits transfer from typing-based learning, to speech based learning. Our work provides
a basis for the development of language learning applications that use real-time
pronunciation assessment software to score the accuracy of the learner’s
pronunciations. We discuss the implications for our approach for the development of
educationally relevant, adaptive speech-based learning applications.

Keywords: adaptive learning, memory, pronunciation, speech, reaction times (RT), ACT-R

1 INTRODUCTION

Storing word representations in the mental lexicon is one of the most important aspects of learning a
language. Since the process of memorising words is tedious and effortful, methods that can improve
the efficiency of this process are valuable for anyone who is learning a new language (Hartshorne
et al.,, 2018). Recent advances in cognitive psychology have led to the development of adaptive
learning systems that aim to improve the process of word learning by determining optimal learning
strategies for individual learners. These digital systems typically focus on teaching orthography
(i.e., the letters that spell a word) and require the learner to respond by typing or selecting the correct
answer in response to a cue (e.g., Wozniak and Gorzelanczyk, 1994; Van Rijn et al., 2009; Lindsey
et al., 2014; Papousek et al., 2014). Several variables, such as accuracy and reaction times, are

Frontiers in Artificial Inteligence | www.frontiersin.org 1

December 2021 | Volume 4 | Article 780131


http://crossmark.crossref.org/dialog/?doi=10.3389/frai.2021.780131&domain=pdf&date_stamp=2021-12-07
https://www.frontiersin.org/articles/10.3389/frai.2021.780131/full
https://www.frontiersin.org/articles/10.3389/frai.2021.780131/full
https://www.frontiersin.org/articles/10.3389/frai.2021.780131/full
http://creativecommons.org/licenses/by/4.0/
mailto:t.j.wilschut@rug.nl
https://doi.org/10.3389/frai.2021.780131
https://www.frontiersin.org/journals/artificial-intelligence
www.frontiersin.org
https://www.frontiersin.org/journals/artificial-intelligence#articles
https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org/journals/artificial-intelligence#editorial-board
https://doi.org/10.3389/frai.2021.780131

Wilschut et al.

measured during the learning process and are used in real time to
determine optimal repetition schedules for individual learners. In
practice, using such adaptive learning systems results in higher
learning efficiency than learning with traditional, non-adaptive
methods, which often translates into better retention at the end of
the study sessions (Wozniak and Gorzelanczyk, 1994; Van Rijn
et al., 2009; Lindsey et al., 2014; Papousek et al., 2014; van der
Velde et al., 2021a).

While adaptive learning systems have successfully improved
learning efficiency in systems that require physical input
(i.e., typing or clicking), the possibilities for adaptive speech-
based learning have not yet received elaborate scientific attention.
Although speech signal assessment is used by several learning
systems that are currently on the market [for example, see
Duolingo, www.duolingo.com, Graphogame, www.graphogame.
com, Rosetta Stone, www.rosettastone.com, ProTutor (Epp and
McCalla, 2011), or Alex (Munteanu et al., 2010; Munteanu et al.,
2014)], to our knowledge no learning system uses automatic
speech assessment or speech-related behavioral measures such as
response times for refined item-level adaptation. Furthermore,
the possibilities for such speech-based adaptive learning have not
received elaborate scientific attention. One important reason for
the lack of research in this area concerns the technical challenge
of automatically recording and assessing speech to use in real-
time adaptive learning systems. However, methods to
automatically score pronunciation accuracy in real time
currently exist (e.g., Moustroufas and Digalakis, 2007; Neri
et al,, 2008; Cheng et al., 2020, and see www.emotech.ai) and
pilot data from our lab shows promising results for the
application of such methods in adaptive, speech-based learning
systems (Wilschut et al, 2021). In the current study, we will
further examine how to use speech in adaptive learning systems.

Speech-based learning systems have numerous potential
advantages compared to typing-based systems. Most
importantly, adaptive speech-based systems allow the learner
to efficiently learn the correct pronunciation of words, which
is an important part of language acquisition that is completely
omitted in typing-based learning. Furthermore, speech-based
learning systems could be used by people who lack the
opportunity to type (e.g., while driving a car or walking) or
the ability to type (e.g., young participants, or people who
physically lack the ability to proficiently type), making them
applicable in a wide range of settings. Hence, combining the
advantages of adaptivity and speech-based vocabulary learning
seems particularly promising. In order to explore the possibilities
for speech-based adaptive learning, it is important to understand
how words are stored in, and retrieved from long term memory.
According to the widely accepted standard model in
psycholinguistics, learning a language—and more specifically a
second-language vocabulary—involves forming distinct types of
representations for each word (Levelt, 1999; Aitchison, 2012;
Bobb and Kroll, 2018; Sanches et al., 2018; Ddczi, 2019). The
learner needs to store an association between representations for
the meaning of words (their semantic representation) and their
formal representations: sound (phonology) and spelling
(orthography). These associations are stored in a mental
lexicon, which is a long-term memory store for words. The

Adaptive Speech-Based Learning

lexicon has three distinct but interacting parts that contain the
semantic, orthographic and phonological representations (Levelt,
1999; Aitchison, 2012; Bobb and Kroll, 2018). For first language
(L1) word representations, connections between the different
representations are rich and strong (Jiang, 2000). Activation
of, for example, the phonological representation automatically
results in activation of the semantic representation. Research has
shown that second language (L2) vocabulary learning initially
relies on the establishment of a connection between the L2 formal
representation and the L1 formal representation. Only after
substantial practice with the second language, connections
between L2  formal representations and  semantic
representations are formed (Jiang, 2000).

A long tradition of research has demonstrated that response
times are a good proxy for the strength of representations and
their connections in the mental lexicon: The faster someone
retrieves a word, the stronger encoded the representations and
connections are assumed to be (Anderson and Schooler, 1991;
Jescheniak and Levelt, 1994; Levelt, 1999; Van Rijn et al., 2009).
This connection between response time and memory strength
was exploited by Van Rijn and colleagues et al in the SlimStampen
(or Rugged Learning) system (Van Rijn et al., 2009; van der Velde
et al,, 2021a; Sense et al., 2021). Originally developed for typing-
based learning, SlimStampen aims to create maximally efficient
repetition schedules for individual learners by combining the
beneficial effects of retrieval practice and spacing (Van Rijn et al.,
2009; Sense et al., 2016). Active retrieval practice, rather than
passively rehearsing the study material, greatly contributes to
learning efficiency (e.g., Roediger and Karpicke (2006); see
Moreira et al. (2019) for a review). Spacing learning over time
consistently results in better long-term memory consolidation
(Cepeda et al., 2008; Kornell, 2009; Karpicke and Bauernschmidt,
2011; Nakata, 2017).

The SlimStampen system balances the two above-mentioned
mechanisms by presenting items for active retrieval just before
they are estimated to be forgotten. The system uses the ACT-R
architecture’s model of human declarative memory to model the
activation of each word in the learner’s memory (Anderson et al.,
1998). Individual learning differences are captured by a single
parameter called the rate of forgetting (RoF), which is computed
independently for each item and each student and which is
continuously updated throughout the learning session using
the combination of reaction times and accuracy scores. The
RoF is used to determine optimal repetition schedules for each
learner (see Van Rijn et al. (2009) and Sense et al. (2016) for
details). The system has proven itself in both lab studies (Sense
etal., 2016; Sense et al., 2018; van der Velde et al., 2021a) and real-
world applications (Van Rijn et al., 2009; Sense et al., 2021) and
has shown its value by allowing secondary-education students to
study from home during the COVID-lockdowns (van der Velde
et al,, 2021b), yet it is currently limited to orthographic inputs.
Here, we build upon the existing framework which we extend to
work with speech input.

In order to apply the above-described adaptive learning model
to speech-based learning, it is essential to understand the
differences between the storage and retrieval of orthographic
representations of words on the one hand, and phonological
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FIGURE 1 | Theoretical framework for typing- and speech based vocabulary learning. Thick solid lines represent strong, established connections between first
language representations for a word in the mental lexicon. Arrows represent the newly learned connections between L1 orthographic and L2 orthographic (typing-based
learning) or L2 phonological (speech-based learning) representations. Dotted lines represent connections that are learned implicitly.

representations of words on the other hand. Figure 1 shows a
schematic representation of the mental lexicon described above.
Here, we depict a situation in which a learner is studying with a
digital system that presents written first language (L1) cues on screen
and expects either typed or spoken responses in a foreign language
(L2). The learner already has strong, well-established associations
between the semantic representation for house and the associated L1
orthographic and phonological representations. Interacting with the
digital learning system gradually strengthens the new connections
between L1 orthography and L2 orthography or phonology as the
learner practices by giving typed or spoken responses to written cues.
Due to this study process, the new L2 representations will be
gradually and implicitly connected to the existing L1 and
semantic representations, here denoted by the dashed lines. As
outlined above, the theoretical assumption is that response times
and accuracies can be used to infer the strength of the associations
between the representations depicted in Figure 1. Here, we are
specifically interested in the new connections between L1
orthography and L2 phonology and orthography that are learned,
with as working hypothesis that we can use voice onset times (when
the L2 response is spoken) in a similar manner as keypress-based
reaction times (when the L2 response is typed).

Based on the short literature review above, and pilot studies
conducted in our own lab, we expect relatively high functional
similarity between reaction times during orthography-based and
phonology-based word learning. Therefore, we hypothesise that
voice onset times can be used to infer memory strength in speech-
based learning, and that the typing-based SlimStampen learning
model can be successfully applied to speech-based learning.

The aims of the current study are twofold. First, we aim to
demonstrate the similarity between speaking- and typing-based
acquisition and retrieval by examining the differences between
reaction times produced in typing-based learning (i.e., keypress
reaction times) and speech-based learning (i.e, voice onset
times). Second, we aim to show that the adaptive learning
benefits found in typing-based setups will generalise to speech-
based learning. We test these hypotheses by comparing a speech-
based learning session using the SlimStampen model to 1) a
typing-based learning session that employs the same adaptive
learning algorithm and 2) a speech-based session using a Leitner-
based flashcard algorithm that repeats incorrectly answered
questions sooner than correctly answered questions. This
comparison mirrors the experiment that was conducted by
Van Rijn and colleagues et al. (Van Rijn et al., 2009), in which
the fully adaptive SlimStampen algorithm proved to be a more
effective study method compared to the less adaptive Leitner
flashcard system for typing-based learning.

2 MATERIALS AND METHODS

2.1 Participants

In total, 21 first-year psychology students who were between 19
and 24 years old at the moment of participation completed this
experiment, none of whom where native speakers of English (7
participants were native German speakers, and 14 participants
were native Dutch speakers). Participants received course credit
for participation. All participants gave informed consent and the
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study was approved by the ethics committee of the department of
psychology at the University of Groningen (study code: PSY-
1920-S-0323).

2.2 Design and Procedure

The study had three parts/conditions that each participant completed
in the same sequence, see Figure 2. Each condition had the same
structure: a 12-min study session, in which native Dutch participants
studied a set of Dutch-English word pairs and in which native
German participants studied a set of German-English word pairs
(see Materials), was followed by a 3-min filler task in which
participants were asked to complete simple integer sequences (see
Materials). Each part ended in a test. All items that the participant
encountered during the learning session were asked on the test in the
order in which they were introduced during the learning session. The
parts differed in how participants were asked to respond (typing or
speaking) and in the way in which the items were scheduled (using
the RT-based SlimStampen algorithm or using a Leitner flashcard
algorithm). The response method on each test matched the method
of the associated learning condition (see below).

The first condition used the SlimStampen, RT-driven adaptive
learning algorithm and was typing-based (RT-adaptive typing).
At the first presentation of a word, either the Dutch or German
word was presented in text on a computer screen together with
the written English translation of this word. In subsequent
presentations of the word pair, only the written Dutch/
German word was presented to the participants, and they
were asked to type the correct English translation of the word
and received corrective feedback. The SlimStampen adaptive
algorithm determined when each item was repeated and when
new items were introduced, based on learners’ reaction times and
accuracy scores. See Sense et al. (2016) for a detailed description
of the algorithm used. In the typing-based learning condition,
reaction times were defined as the time elapsed between the start
of the presentation of the question and the first keypress.

The second condition also used the SlimStampen adaptive
learning algorithm, but was speech-based (RT-adaptive
speaking). As in the RT-adaptive typing condition, the written
Dutch/German word was presented to the participants.
Simultaneously, the participants heard the correct
pronunciation of the English translation through headphones
(see Materials for more information). In subsequent trials of this
word, the written Dutch/German word was presented to the
participants, and they were asked to pronounce its English
translation. Reaction times were measured using the voice

onset. The accuracy of the answers was manually scored by
the experimenter in real time'. If the answer was correct, the
written prompt ‘correct’ was shown on the screen. If it was
incorrect, the participants saw the prompt ‘incorrect, the
correct answer was and again heard the correct
pronunciation. In this condition, reaction times were defined
as voice onset times (i.e., the time elapsed between the start of the
presentation of the answer and the point in time the participant
starts speaking a response).

The third condition also required speech input from the
participants, but instead of the SlimStampen adaptive
algorithm, an accuracy-based Leitner flashcard algorithm was
used for scheduling presentation sequences (Leitner-adaptive
speaking). The number of to-be-studied words was equal to
the number of words studied in the RT-adaptive speaking
condition (the number of to-be-studied words varied between
participants, depending on performance during the RT-adaptive
speaking condition). The item repetition schedule was
determined by the Leitner flashcard system (Mubarak and
Smith, 2008), which groups words into three virtual boxes: All
words start in Box one and move to the next box if answered
correctly. If a word is answered incorrectly, it moves back to the
previous box. The procedure continues until all items are in Box
3. This flashcard system allows for difficult items to be rehearsed
more often than easy items and has been shown to be a relatively
effective study strategy (Bryson, 2012). The answer scoring and
feedback were the same as in the RT-adaptive speaking condition.
Again, reaction times were defined as voice onset times.

2.3 Materials

The experiment was built with JavaScript and HTML5 using the
jsPsych experiment library (De Leeuw, 2015). Since COVID-19
restrictions prevented any lab experiments, the experiment was
conducted remotely. Participants were asked to be located in a
quiet room and wear headphones. The experimenter’s screen,
which hosted the experiment, was shared with the participant
using Skype (www.skype.com) Participants recorded audio and
video that was sent back to the experimenter in real time. Voice
onset times were measured by the experimenter using a physical

'"The experimenter did not pay attention to variations in pronunciation quality,
confidence or speaking speed. The words used in this study (see Materials) were
distinct and easy to identify as being correctly recalled or not, minimizing the
possibility that different raters would score the responses differently
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delayed key trigger box, that registered the onset of all sounds that
lasted longer than 98 ms. Audio was looped using Loopback
(www.rogueamoeba.com/loopback/), such that the voice trigger box
only received the participants” audio recordings and did not receive
audio from the experimenter or the example pronunciations in the
experiment. The accuracy of the responses was manually scored by
the experimenter using a USB gamepad during both speaking
conditions of the experiment.

Study materials were prepared in three lists of 30 word pairs. Lists
were randomly assigned to each condition of the experiment
(counterbalanced across participants). For example, participant
one would complete list A in the RT-adaptive typing condition,
list B in the RT-adaptive speaking condition and list C in the Leitner-
adaptive speaking condition. Participant two would complete list B
in the RT-adaptive typing condition, list C in the RT-adaptive
speaking condition and list A in the Leitner-adaptive speaking
condition, etc. Each of the three lists appeared in each condition
the same number of times, in order to control for word difficulty.
Words were selected on the basis of 1) being difficult to pronounce
for native Dutch/German speakers, such as the th-sound in
thersitical, 2) having an irregular orthography-phonology
mapping, such as hierarchy or awry, 3) having difficult stress,
such as analysis, or 4) being long and containing many
consonants, such as omphaloskepsis. There were two main
reasons for the selection of difficult and/or infrequent English
words. First, to prevent ceiling effects caused by participants
being familiar with the study materials presented, we selected
infrequent English words. Second, study materials were selected
to be difficult in order to increase the differences in learning
outcomes between conditions in a relatively short amount of
time. The proportional distribution of words from each category
was equal for all three lists of words. The correct exemplar
pronunciations that were provided to the participants were
generated by Google’s WaveNet text-to-speech algorithm (www.
cloud.google.com/text-to-speech) in British English. In the 3-min
filler task, participants completed integer sequences in an open-
question format (e.g., ‘3-6-12-24-%" requires response 2 x 24 = 48).
Words, exemplar voice materials, and filler items can be found in the
online supplement at .https:/osf.io/cm72k.

2.4 Analysis

The data was pre-processed and analysed using Python 3.0.3
(Van Rossum and Drake, 2009), using the pandas (McKinney
et al., 2010) and numpy (Oliphant, 2006) packages. Video and
audio data were processed in Python using the ffmpeg package
(Tomar, 2006). Statistical analyses were conducted in R 3.4.1 (R
Core Team, 2020), with the linear mixed-effects modelling
package lme4 (Bates et al, 2012). The data was visualised
using ggplot2 (Wickham, 2016).

3 RESULTS

3.1 Differences Between Typing- and

Speech-Based Reaction Times
Our first aim was to examine the functional similarity
between typing- and speech-based vocabulary learning.

Adaptive Speech-Based Learning

More specifically, we aimed to assess whether the
distributions of speech-based reaction times (i.e., voice
onset times) and  typing-based reaction times
(i.e., keypress response times) differed when using an
adaptive learning method. Figure 3 shows a visual
comparison for the distributions of reaction times in both
learning conditions over the time course of the experiment
(in 1-min bins). In order to simplify the interpretation of the
figure, only reaction times for correct trials are shown (for a
visual representation of reaction times for incorrect trials,
Supplementary Figure $6). Trials with reaction times longer
than 6 s are not shown in Figure 3 (this affected 124 trials in
the RT-adaptive typing condition (5.4%) and 18 trials in the
RT-adaptive speaking condition (0.7%)). Remarkably,
average reaction times per item were significantly lower in
the typing condition compared to the speaking condition (¢
(4,683) =11.940, p < 0.001). We fitted a linear mixed effects
model to predict reaction time from learning condition and
time (in minutes, over the course of each learning session).
Reaction times declined slightly (with, on average,
approximately 52 milliseconds per min) over time (¢
(4,669) = -5.114, p < 0.001), indicating that average
responses became faster throughout the learning session.
There was no interaction effect of condition and time (¢
(4,671) = —-0.181, p = 0.856), indicating that participants
became faster during the learning session in both the typing-
based and the speech-based learning condition. Figure 3
shows that the shape of the reaction time distributions is
relatively similar in both learning conditions.

Average accuracy did not differ significantly between the
typing- and speech-based learning condition (t (4,454) = 1.868,
p =0.062), and was relatively high in both conditions (80.1 and
81.6% of all trials were answered correctly in the typing- and
speech-based learning condition, respectively). Both the
correct RTs and the incorrect RTs were, on average, faster
in the RT-adaptive typing condition compared to the RT-
adaptive speaking condition (¢ (3,716) = 9.672, p < 0.001; ¢
(774) =6.175, p < 0.001, respectively), Supplementary Figure
§7. Error reaction times follow distributions that are more
noisy due to the lower number of observations, but are similar
in shape to the reaction time distributions shown in Figure 3,
Supplementary Figure S6.

In order to examine the possibilities to use speech- and typing-
based reaction times interchangeably, we examined the extent to
which both reaction time types can be used to reliably estimate internal
memory parameters that can be used to predict learning performance
for individual participants and facts. Since memory activation is a
latent concept for which we do not have a direct measure, we used
reaction times to estimate the memory activation for each item.
According to the ACT-R declarative memory model, we can
transform reaction times to activation using the following function:

A = -In(RT - t,) (1)

In (1), A is the estimated memory activation for a fact, RT
represents the reaction time for a specific repetition of this fact,
and f, refers to a fixed time offset that reflects the time required
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FIGURE 3 | Visual comparison of reaction times for correct trials in the RT-adaptive, typing-based (RT-T) and RT-adaptive speaking-based (RT-S) learning
condition over the time course of the experiment. Vertical lines represent median reaction times at each time point.

TABLE 1 | Predicting accuracy from reaction time-based memory activation.

Model 1: Typing-based B SE z P
adaptive learning

Intercept 147 012 1194 <0.001**
Activation 0.57 0.05 10.64 <0.001**
Model 2: Speech-based adaptive B SE z p
learning

Intercept 254 019 13.15 <0.001***
Activation 1.83 0.01 19.09 <0.001**

p <0.001; *p <0.01; "p <0.05.

for non-cognitive processes involved in producing a response, such
as reading the question and preparing motor responses. Although it
is likely that the time it takes to prepare typing-based responses is
different from the time it takes to prepare speech-based responses, in
this analysis #, was set to 300 ms for both the typing- and speech-
based sessions in order to simplify the model assumptions (see
Discussion for a further deliberation on using different fixed-offset
values for typing- and speech-based learning). According to the
ACT-R model, the estimated memory activation subsequently maps
onto accuracy using a logistic function:

T Trer @

In (2), Crefers to the expected accuracy of a certain response,
is the activation value for which the chance that an item is recalled
drops below 50%, and s is a fixed logistic noise value. Here, we
estimated the memory activation for each trial in the learning
session using reaction times, as specified in function (1). For both
the RT-adaptive typing condition and the RT-adaptive speaking
condition, we normalized these expected activation values in order
to facilitate straightforward comparisons between conditions.
Subsequently, we fitted two mixed effects logistic regression
models in which we predicted the accuracy on each trial

>
o
S 1.00 R
=
Q
(8]
<
0.75
Block
0.50 RT-S
RT-T
0.25
0.00

-2 0 2
Estimated activation (normalized)

FIGURE 4 | Predicting accuracy from normalized memory activations in

the RT-adaptive typing condition (RT-T) and the RT-adaptive speaking
condition (RT-S). The cloud of semi-transparent points shows the empirical
accuracy. These values are either 1 (correct) or O (incorrect) but have

been offset and jittered vertically to highlight the differences between the
conditions and where on the x-axis the data are concentrated.

using the normalized, RT-based expected activation scores:
one for the typing-based learning session and one for the
speech-based learning session (see Table 1 and Figure 4). This
approach allowed us to remain agnostic with respect to the
exact threshold and logistic noise values in function (2). In the
models, we controlled for variation between participants and
items by adding these variables as random effects.

Table 1 shows that memory activation estimated using both
typing- and speech-based reaction times can be used to predict
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learning accuracy.”. The f8 coefficient for normalized, RT-based
activation scores is higher for the speech-based model than for the
typing based model, indicating that differences in RT-based
activation translate to stronger changes in accuracy predictions
in the speaking model compared to the typing model. Figure 4
shows how the normalized activation maps onto accuracy
according to the two models shown in Table 1. The steeper
slope associated with the speech-based learning condition shows
how differences in activation translate into stronger changes in
accuracy predictions in the speech-based learning condition than
in the typing-based learning condition.

In order to further compare the different models’ capabilities to
correctly differentiate between correct and incorrect responses, we
computed AUC (area under the receiver operating characteristics
curve) values for both models. We conducted a De Long’s test (as
implemented in Robin et al,, 2011) to compare the AUC value for the
typing-model to the AUC value of the speaking model. The AUC for
the speaking model (0.85) was significantly higher than the AUC for
the typing model (0.76), (D (3,963) = —5.74, p < 0.001), indicating
that reaction times recorded in the speech-based learning condition
resulted in estimated activation scores that explain differences in
accuracy during learning better than reaction times recorded in the
typing-based learning condition. In summary, despite the fact that
reaction times were slower in the speech-based learning condition
compared to the typing-based learning condition, these findings
demonstrate that both typing- and speech-based reaction times can
be used to successfully estimate internal memory parameters and
predict learning performance.

3.2 RT-Adaptive Versus Leitner-Adaptive

Speech-Based Learning

The second aim of this study was to show that the adaptive learning
benefits found in typing-based setups will generalise to speech-
based learning systems. In order to answer this question, we
compared average accuracy and reaction times for the speech-
based RT-adaptive and the speech-based Leitner-adaptive method,
during both the learning session and the test session that followed it.
We fitted a series of logistic mixed effects regression models to
predict binary accuracy from different combinations of predictors
(including study condition, study session, time and item repetition)
and we conducted an analysis of variance (ANOVA) to select the
best-fit model. The best model contained study condition and
dummy coded session (study = 0; test = 1) as fixed effects and
participant number and item number as random effects. We found
a large difference in average accuracy between the RT-adaptive
speaking condition and the Leitner-adaptive speaking condition:
The probability of giving a correct answer was 10.1 percentage
points higher for RT-adaptive speaking than for Leitner-adaptive

*The logistic regression coefficients in Table 1 can be converted to probabilities
using an inverse logit transform. For example, the expected accuracy in the typing
condition, for average activation values, can be calculated using exp(1.47)/(1 +
exp(1.47)) = 0.813. Trials having an estimated activation of one standard deviation
above the mean would result in an expected accuracy of exp(1.47 + 0.57)/(1 +
exp(1.47 + 0.57)) = 0.885
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speaking during the study session, and 8.3 percentage points higher
during the test session (see Table 2 and Figure 5).2 There was no
effect of session on accuracy, indicating that the accuracy during test
was not significantly higher (or lower) than accuracy during the
study session. The interaction effects of session and learning
condition were also not significant, indicating that the above
mentioned effects of learning condition were present both
during test and study, see Table 2.

Using the same procedure, we fitted a linear mixed effects model
to examine the differences in reaction times between the two learning
conditions. Participants responded on average 554 ms faster in the
RT-adaptive speaking condition than in the Leitner-adaptive
speaking condition (see Table 2 and Figure 5). There was no
significant effect of session, indicating that reaction times were not
significantly different during test and study. In addition, there was no
significant interaction between learning condition and session,
indicating that the effects of learning condition on response times
are present both during test and study session, see Table 2. In
summary, these results show that using an response-time-based
adaptive learning method leads to 1) more accurate and 2) faster
responses compared to using a Leitner-based flashcard learning
method. With these results, we replicated and extended our earlier
findings (Van Rijn et al,, 2009) that the SlimStampen reaction-time
based adaptive learning algorithm outperforms an accuracy-based
learning algorithm, demonstrating that speech-based learning can
benefit from latency-informed scheduling algorithms.

4 DISCUSSION

The main goal of this study was to apply an adaptive learning method
that was originally developed for typing-based learning, to speech-
based learning. Both of our initial hypotheses were confirmed. First,
despite the fact that we found systematic differences in average reaction
times, both typing-based and speaking based reaction times proved
useful approximations of individual memory activation and learning
accuracy. In fact, memory activation estimated from voice onset times
were significantly better predictors of actual learning accuracy
compared to activations calculated using keypress response times.
Second, the benefits of employing RT-based, adaptive learning
algorithms generalized to speech-based learning: Adaptive speech-
based learning resulted in significantly higher accuracy and
significantly lower average reaction times compared to flashcard-
based adaptive learning, which mirrors the findings (Van Rijn et al,
2009) presented for typing-based learning.

4.1 Comparing Reaction Times for Typing-

and Speech-Based Learning
The first focus point of this study was to examine the functional
similarly between typing-based language learning and speech-

*The logistic regression coefficients in Table 2 can be converted to probabilities
using an inverse logit transform. For example, RT-adaptive speaking during the
study session = exp(1.94)/(1 + exp(1.94)) = 0.874, compared to Leitner-adaptive
speaking = exp(1.94-0.71)/(1 + exp(1.94-0.71)) = 0.773
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TABLE 2 | Predicting performance from learning condition and session.

Model 3:

Adaptive Speech-Based Learning

B SE z P
Accuracy
Intercept 1.94 0.16 1212 <0.001**
Leitner learning -0.71 0.08 -9.25 <0.001**
Test 0.29 0.19 1.02 0.309
Leitner learning x Test 0.16 0.25 0.66 0.513
Model 4: Reaction times (ms) B SE df t P
Intercept 2,825.18 93.80 56.85 30.19 <0.001***
Leitner learning 554.33 49.82 5,397.75 11.13 <0.001***
Test —93.31 104.26 5,326.47 0.90 0.371
Leitner learning x Test -28.70 147.93 5,316.82 -0.19 0.846
**p <0.001; *p <0.01; *p <0.05.
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FIGURE 5 | Accuracy and median reaction times for RT-adaptive (RT-S) and Leitner-adaptive (L-S) speech-based learning. Error bars are standard errors.

based language learning. We hypothesised that—given the
assumed functional similarity between typing- and speech-
based learning—both types of learning are likely to result in
similar reaction time distributions, and that consequently both
voice onset times and keypress response times can be used in
adaptive learning systems to estimate internal memory
parameters. We found that, although both types of reaction
times followed relatively similar distributions, reaction times in
the typing-based learning condition were systematically faster
compared to reaction times in the speech-based learning
condition. Several speculative but intuitive interpretations of
these systematic differences in reaction times can be given. A
first possibility is that the time it takes to prepare responses is
inherently longer for speech-based responses compared to
typing-based responses. For example, Torreira et al. (2016)
and Indefrey and Levelt (2004) show that voice responses
typically require preparatory “planning”, and that spontaneous
voice responses (like the responses required in the current
speech-based learning setup) can be relatively slow. Second,
evidence from picture naming studies shows that the
phonological complexity and length of the to-be-spoken words
has a large influence on voice onset latencies (Sternberg et al.,

1978; Bonin et al., 2002; Qingfang and Yufang, 2003), especially
in the case of spontaneous (unplanned) utterances. It is possible
that the longer reaction times in the speech-based learning
condition are a consequence of the fact that all selected items
in the sample were chosen to be very difficult to pronounce,
perhaps leading the participants to engage in a form of mental
rehearsal before starting to speak, which can have resulted in
slower average response times.

Despite these differences in average reaction times for typing-
and speech-based learning, we showed that it is possible to use
both keypress reaction times and voice onset times to predict
memory activation and learning accuracy. More strongly put, we
found that reaction times recorded in the speech-based learning
condition resulted in estimated activation scores that were even
better predictors of learning accuracy compared to reaction times
recorded in the typing-based learning condition. This finding
should be interpreted with some caution. The interpretability of
the models used to estimate accuracy using reaction-time derived
activation scores partly depends on the similarity of the
distributions of correct and incorrect reaction times in both
learning conditions. Although reaction time distributions
appear similar across conditions based on the visual

Frontiers in Artificial Inteligence | www.frontiersin.org

December 2021 | Volume 4 | Article 780131


https://www.frontiersin.org/journals/artificial-intelligence
www.frontiersin.org
https://www.frontiersin.org/journals/artificial-intelligence#articles

Wilschut et al.

examinations, future research should focus on more formal
comparisons of reaction time distributions. If speech-based
reaction times are indeed reliably slower then typing-reaction
times, future studies should examine the possibility to implement
a speech-specific offset to reaction times in order to increase the
accuracy of the internal memory parameter estimations. Despite
the sub-optimal distributional assumptions discussed above, our
results support the idea that voice-based reaction times only differ
in average value (i.e., that there is a modality-specific offset) but
that they are functionally similar to typing-based reaction times:
Both can be used to predict learning performance.

4.2 Speech-Based, Adaptive Vocabulary

Learning

The second goal of this study was to see if it is possible to extend
existing adaptive learning algorithms, originally developed for
typing-based learning, to speech-based learning. The results of
this study strongly support the possibility of developing such
methods for speech-based adaptive learning. We found that
speech-based learning based on voice onset reaction times
results in significantly and substantially higher learning
efficiency compared to using less adaptive, flashcard-driven
speech-based learning.

The development of speech-based learning systems is
important because these systems can be applied in a wide
range of settings. As an example of its universal applicability,
in a proof-of-concept study conducted in collaboration with the
Deutsches Zentrum fiir Neurodegenerative Erkrankungen
(DZNE) in Magdeburg, Germany, we applied the above-
proposed speech-based learning method to elderly German
participants. Research has shown that keyboard- or
touchscreen typing requires high-level motor control and
cognitive flexibility, which are likely to deteriorate with age
(Bosman, 1993; Krampe, 2002; Jimison et al., 2006), which
makes a speech-based learning system particularly useful for
elderly users. Twenty-nine subjects aged between 65-85 years
completed a learning session in which the names of German cities
were studied. The sequencing of items was determined by the
SlimStampen algorithm, again using the voice-key triggers as
response times. Next to the learning session, all participants
completed two validated memory assessments: the Montreal
Cognitive Assessment for mild cognitive impairment (MoCA)
(Nasreddine et al., 2005; Freitas et al., 2013) and the Consortium
to Establish a Registry for Alzheimer’s Disease (CERAD)
cognitive abilities test (Morris et al., 1989). The CERAD score
is typically used to arrive at a binary assessment of cognitive
functioning. To allow for more fine-grained analyses, we
calculated the difference between the obtained score and the
threshold criterion that is based on gender, age, and education.
This CERAD distance measure has previously been used to relate
CERAD scores to other cognitive measures (Maaf} et al., 2021).
We examined the correlation between the internal memory
parameters estimated by our speech-based learning algorithm
and the performance on both memory scales. We found that the
MoCA memory scores were negatively associated with average
rates of forgetting for individual participants (Pearson’s r = —
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0.49, Bayes Factor = 9.12), for the CERAD distance scores no
conclusive evidence regarding a correlation was found (Pearson’s
r=—10.30, Bayes Factor = 1.13). Yet, this finding suggests that the
internal SlimStampen memory parameters can be used to
successfully capture individual differences in cognitive
impairment for elderly participants. Using mixed effects model
regression analyses, we replicated the analyses mentioned earlier
in this paper (Model 1 and Model 2, Table 1). We found that
there is a strong relation between voice onset response times and
accuracy (Supplementary Tables S1,3 and Supplementary
Figure S8). This relationship persisted even when controlling
for performance on established memory scales, indicating that
speech-based response times can be seen as a robust measure of
individual memory activation and learning accuracy.

Our findings lead to several suggestions for future work. First,
given the relatively small number of participants included in this
experiment, its conclusion should be validated in future studies.
Second, in the current study, spoken responses were manually
scored by the experimenter. As discussed in the introduction,
recent technological advances allow for the automatic, real-time
assessment of pronunciation accuracy. Using automatically
assessed pronunciation accuracy does not only lead to more
objective performance measures, but could also be used to
provide detailed feedback to the learner, which may further
enhance the effectiveness of speech-based word learning. This
approach showed promising results in preliminary analyses
conducted in our lab (Wilschut et al., 2021). In addition,
pronunciation quality—expressed as the degree of overlap
between the learner’s pronunciation and a reference
exemplar—would provide a continuous score, which might
prove to be a more sensitive measure of memory strength
than binary accuracy. Adaptive systems that use both
continuous reaction times and continuous performance scores
have been shown to outperform systems that use binary accuracy
only (Mettler et al., 2011). Future work should explore whether
combing two continuous scores (voice onset time and
pronunciation quality) could further improve such systems.

5 CONCLUSION

In this study we successfully applied an adaptive learning
algorithm that was developed for typing-based learning to
speech-based learning. Despite differences in average reaction
times between typing- and speech-based learning, we found that
it is possible to use both voice-onset reaction times and keypress
reaction times to estimate memory parameters. As a consequence,
we were able to successfully improve the efficiency of speaking
based learning using an adaptive system: Learners who studied
using the response time-based SlimStampen algorithm produced
faster responses with 8-10 percentage points higher accuracy
compared to learners who used the accuracy-based Leitner
learning algorithm. Furthermore, we demonstrate that a
further developed version of our system may be applied in a
wide range of settings by showing the successful application of the
system in an elderly population. These results are important in
two ways. First, they contribute to understanding the memory
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mechanisms involved in speech-based language learning, which
have received too little attention so far. Second, this study
demonstrates that the development of adaptive speech-based
learning systems is potentially useful and it provides several
concrete starting points for the development of adaptive
learning systems (e.g., concerning the way in which accuracy
and voice onset times can be used to infer internal memory
parameters to estimate optimal item repetition schedules) that
can be applied in a wide range of settings. Such applications have
practical importance, because they incorporate one of the most
important parts of language learning: to practise speech.

DATA AVAILABILITY STATEMENT

The datasets presented in this study can be found in an online
repository at https://osf.io/cm72k/.

ETHICS STATEMENT

The studies involving human participants were reviewed and
approved by the Ethics Committee of the Faculty of Behavioural
and Social Sciences at the University of Groningen (EC-BSS). The
participants provided their written informed consent to
participate in this study.

REFERENCES

Aitchison, J. (2012). Words in the Mind: An Introduction to the Mental Lexicon.
John Wiley & Sons.

Anderson, J. R, Bothell, D., Lebiere, C., and Matessa, M. (1998). An Integrated
Theory of List Memory. J. Mem. Lang. 38, 341-380. doi:10.1006/jmla.1997.2553

Anderson, J. R, and Schooler, L. J. (1991). Reflections of the Environment in
Memory. Psychol. Sci. 2, 396-408. doi:10.1111/j.1467-9280.1991.tb00174.x

Bates, D., Maechler, M., Bolker, B., Walker, S., Christensen, R. H. B., Singmann, H.,
et al. (2012). Package ‘Tme4’. Vienna, Austria: CRAN. R Foundation for
Statistical Computing.

Bobb, S. C,, and Kroll, J. F. (2018). Words on the Brain: The Bilingual Mental
Lexicon.

Bonin, P., Chalard, M., Méot, A., and Fayol, M. (2002). The Determinants of
Spoken and Written Picture Naming Latencies. Br. J. Psychol. 93, 89-114.
doi:10.1348/000712602162463

Bosman, E. A. (1993). Age-related Differences in the Motoric Aspects of
Transcription Typing Skill. Psychol. Aging 8, 87-102. doi:10.1037/0882-
7974.8.1.87

Bryson, D. (2012). Using Flashcards to Support Your Learning. J. Vis. Commun.
Med. 35, 25-29. doi:10.3109/17453054.2012.655720

Cepeda, N. J., Vul, E., Rohrer, D., Wixted, J. T., and Pashler, H. (2008). Spacing
Effects in Learning. Psychol. Sci. 19, 1095-1102. doi:10.1111/j.1467-
9280.2008.02209.x

Cheng, S., Liu, Z, Li, L., Tang, Z., Wang, D., and Zheng, T. F. (2020). Asr-free
Pronunciation Assessment. Ithaca, NY. arXiv preprint arXiv:2005.11902.

De Leeuw, J. R. (2015). Jspsych: A Javascript Library for Creating Behavioral Experiments
in a Web Browser. Behav. Res. 47, 1-12. doi:10.3758/s13428-014-0458-y

Demmans Epp, C., and McCalla, G. (2011). “Protutor: Historic Open Learner
Models for Pronunciation Tutoring,” in International Conference on Artificial
Intelligence in Education (Springer), 441-443. doi:10.1007/978-3-642-
21869-9_63

Déczi, B. (2019). “An Overview of Conceptual Models and Theories of Lexical
Representation in the Mental Lexicon,” in The Routledge Handbook of

Adaptive Speech-Based Learning

AUTHOR CONTRIBUTIONS

This study was designed by TW, FS, MV, and Hv. Data collection
was done by TW. Data from the application of the adaptive
learning system to elderly participants was collected by SM. Data
analyses were done by TW and FS. ZF was involved in facilitating
pronunciation assessments. The manuscript was approved by all
authors.

ACKNOWLEDGMENTS

The authors would like to thank dr. R. Knooihuizen and dr. T.
Nutters from the University of Groningen Language Centre for
their contributions to selecting the word pair materials that were
used in this research project, and the Deutsches Zentrum fiir
Neurodegenerative Erkrankungen and especially prof. dr. T.
Wolbers for supporting the collection of the data of the older
participants.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online at:
https://www.frontiersin.org/articles/10.3389/frai.2021.780131/
full#supplementary-material

Vocabulary Studies (Oxfordshire, UK: Routledge), 46-65. doi:10.4324/
9780429291586-4

Freitas, S., Simoes, M. R., Alves, L., and Santana, 1. (2013). Montreal Cognitive
Assessment. Alzheimer Dis. Associated Disord. 27, 37-43. d0i:10.1097/
wad.0b013e3182420bfe

Hartshorne, J. K., Tenenbaum, J. B., and Pinker, S. (2018). A Critical Period for
Second Language Acquisition: Evidence from 2/3 Million English Speakers.
Cognition 177, 263-277. doi:10.1016/j.cognition.2018.04.007

Indefrey, P., and Levelt, W. J. M. (2004). The Spatial and Temporal Signatures of Word
Production Components. Cognition 92, 101-144. doi:10.1016/j.cognition.2002.06.001

Jescheniak, J. D., and Levelt, W. J. M. (1994). Word Frequency Effects in Speech
Production: Retrieval of Syntactic Information and of Phonological Form. J. Exp.
Psychol. Learn. Mem. Cogn. 20, 824-843. doi:10.1037/0278-7393.20.4.824

Jiang, N. (2000). Lexical Representation and Development in a Second Language.
Appl. Linguistics 21, 47-77. d0i:10.1093/applin/21.1.47

Jimison, H., Jessey, N., McKanna, J., Zitzelberger, T., and Kaye, J. (2006).
“Monitoring Computer Interactions to Detect Early Cognitive Impairment
in Elders,” in 1st Transdisciplinary Conference on Distributed Diagnosis and
Home Healthcare, 2006. D2H2. (IEEE), 75-78.

Karpicke, J. D., and Bauernschmidt, A. (2011). Spaced Retrieval: Absolute Spacing
Enhances Learning Regardless of Relative Spacing. J. Exp. Psychol. Learn. Mem.
Cogn. 37, 1250-1257. doi:10.1037/a0023436

Kornell, N. (2009). Optimising Learning Using Flashcards: Spacing Is More
Effective Than Cramming. Appl. Cognit. Psychol. 23, 1297-1317.
doi:10.1002/acp.1537

Krampe, R. T. (2002). Aging, Expertise and fine Motor Movement. Neurosci.
Biobehavioral Rev. 26, 769-776. doi:10.1016/s0149-7634(02)00064-7

Levelt, W. J. M. (1999). Models of Word Production. Trends Cognitive Sciences 3,
223-232. doi:10.1016/51364-6613(99)01319-4

Lindsey, R. V., Shroyer, J. D., Pashler, H., and Mozer, M. C. (2014). Improving
Students’ Long-Term Knowledge Retention through Personalized Review.
Psychol. Sci. 25, 639-647. doi:10.1177/0956797613504302

Maaf, S., Wolbers, T., Van Rijn, H., and Riemer, M. (2021). Temporal Context
Effects Are Associated with Cognitive Status in Advanced Age. Psychol. Res.,
1-10. doi:10.1007/s00426-021-01502-9

Frontiers in Artificial Inteligence | www.frontiersin.org

December 2021 | Volume 4 | Article 780131


https://osf.io/cm72k/
https://www.frontiersin.org/articles/10.3389/frai.2021.780131/full#supplementary-material
https://www.frontiersin.org/articles/10.3389/frai.2021.780131/full#supplementary-material
https://doi.org/10.1006/jmla.1997.2553
https://doi.org/10.1111/j.1467-9280.1991.tb00174.x
https://doi.org/10.1348/000712602162463
https://doi.org/10.1037/0882-7974.8.1.87
https://doi.org/10.1037/0882-7974.8.1.87
https://doi.org/10.3109/17453054.2012.655720
https://doi.org/10.1111/j.1467-9280.2008.02209.x
https://doi.org/10.1111/j.1467-9280.2008.02209.x
https://doi.org/10.3758/s13428-014-0458-y
https://doi.org/10.1007/978-3-642-21869-9_63
https://doi.org/10.1007/978-3-642-21869-9_63
https://doi.org/10.4324/9780429291586-4
https://doi.org/10.4324/9780429291586-4
https://doi.org/10.1097/wad.0b013e3182420bfe
https://doi.org/10.1097/wad.0b013e3182420bfe
https://doi.org/10.1016/j.cognition.2018.04.007
https://doi.org/10.1016/j.cognition.2002.06.001
https://doi.org/10.1037/0278-7393.20.4.824
https://doi.org/10.1093/applin/21.1.47
https://doi.org/10.1037/a0023436
https://doi.org/10.1002/acp.1537
https://doi.org/10.1016/s0149-7634(02)00064-7
https://doi.org/10.1016/s1364-6613(99)01319-4
https://doi.org/10.1177/0956797613504302
https://doi.org/10.1007/s00426-021-01502-9
https://www.frontiersin.org/journals/artificial-intelligence
www.frontiersin.org
https://www.frontiersin.org/journals/artificial-intelligence#articles

Wilschut et al.

McKinney, W. (2010). “Data Structures for Statistical Computing in python,” in
Proceedings of the 9th Python in Science Conference (Austin, TX), 51-56.
doi:10.25080/majora-92bf1922-00a

Mettler, E., Massey, C. M., and Kellman, P. J. (2011). Improving Adaptive Learning
Technology through the Use of Response Times. Grantee Submission 33,
2532-2537.

Moreira, B. F. T., Pinto, T. S. S, Starling, D. S. V., and Jaeger, A. (2019). Retrieval
Practice in Classroom Settings: a Review of Applied Research. Front. Educ. 4, 5.
doi:10.3389/feduc.2019.00005

Morris, J. C., Heyman, A., Mohs, R. C., Hughes, J., van Belle, G., Fillenbaum, G.,
et al. (1989). The Consortium to Establish a Registry for Alzheimer’s Disease
(Cerad): I Clinical and Neuropsychological Assessment of Alzheimer’s Disease.
Neurology 39, 1159-1165. doi:10.1212/wnl.39.9.1159

Moustroufas, N., and Digalakis, V. (2007). Automatic Pronunciation Evaluation of
Foreign Speakers Using Unknown Text. Comp. Speech Lang. 21, 219-230.
d0i:10.1016/j.¢s1.2006.04.001

Mubarak, R., and Smith, D. C. (2008). “Spacing Effect and Mnemonic
Strategies: A Theory-Based Approach to E-Learning,” in IADIS
International Conference e-Learning 2008, Amsterdam, The Netherlands,
July 22-25, 2008, 269-272.

Munteanu, C., Lumsden, J., Fournier, H., Leung, R., D’Amours, D., McDonald, D.,
et al. (2010). “Alex: mobile Language Assistant for Low-Literacy Adults,” in
Proceedings of the 12th international conference on Human computer
interaction with mobile devices and services, Lisbon Portugal, September 7 -
10, 2010 (New York City, NY: Association for Computing Machinery),
427-430. doi:10.1145/1851600.1851697

Munteanu, C., Molyneaux, H., Maitland, J., McDonald, D., Leung, R., Fournier, H.,
et al. (2014). Hidden in plain Sight: Low-Literacy Adults in a Developed
Country Overcoming Social and Educational Challenges through mobile
Learning Support Tools. Pers Ubiquit Comput. 18, 1455-1469. doi:10.1007/
s00779-013-0748-x

Nakata, T. (2017). Does Repeated Practice Make Perfect? the Effects of Within-
Session Repeated Retrieval on Second Language Vocabulary Learning. Stud.
Second Lang. Acquis 39, 653-679. doi:10.1017/s0272263116000280

Nasreddine, Z. S., Phillips, N. A., Bi©dirian, V. r., Charbonneau, S., Whitehead, V.,
Collin, I, et al. (2005). The Montreal Cognitive Assessment, Moca: a Brief
Screening Tool for Mild Cognitive Impairment. J. Am. Geriatr. Soc. 53,
695-699. doi:10.1111/j.1532-5415.2005.53221.x

Neri, A., Cucchiarini, C., and Strik, H. (2008). The Effectiveness of Computer-
Based Speech Corrective Feedback for Improving Segmental Quality in L2
Dutch. ReCALL 20, 225-243. doi:10.1017/s0958344008000724

Oliphant, T. E. (2006). A Guide to NumPy, Vol. 1. Trelgol Publishing USA.

Papousek, J., Pelanek, R., and Stanislav, V. (2014). Adaptive Practice of Facts in
Domains with Varied Prior Knowledge. Educ. Data Mining 2014, 6-13.

Qingfang, Z., and Yufang, Y. (2003). The Determiners of Picture-Naming Latency.
Acta Psychologica Sinica 35, 447.

R Core Team (2020). R: A Language and Environment for Statistical Computing.
Vienna, Austria: R Foundation for Statistical Computing.

Robin, X., Turck, N., Hainard, A., Tiberti, N., Lisacek, F., Sanchez, J.-C., et al.
(2011). Proc: an Open-Source Package for R and S+ to Analyze and Compare
Roc Curves. BMC Bioinformatics 12, 77. doi:10.1186/1471-2105-12-77

Roediger, H. L., and Karpicke, J. D. (2006). The Power of Testing Memory: Basic
Research and Implications for Educational Practice. Perspect. Psychol. Sci. 1,
181-210. doi:10.1111/j.1745-6916.2006.00012.x

Sanches, C., Routier, A., Colliot, O., and Teichmann, M. (2018). The Structure of
the Mental Lexicon: What Primary Progressive Aphasias Reveal.
Neuropsychologia 109, 107-115. doi:10.1016/j.neuropsychologia.2017.12.018

Sense, F., Behrens, F., Meijer, R. R., and Van Rijn, H. (2016). An Individual’s Rate of
Forgetting Is Stable over Time but Differs across Materials. Top. Cogn. Sci. 8,
305-321. doi:10.1111/tops.12183

Adaptive Speech-Based Learning

Sense, F., Meijer, R. R, and Van Rijn, H. (2018). Exploration of the Rate of
Forgetting as a Domain-specific Individual Differences Measure. Front. Edu. 3.
doi:10.3389/feduc.2018.00112

Sense, F., van der Velde, M., and Van Rijn, H. (2021). Predicting University
Students’ Exam Performance Using a Model-Based Adaptive Fact-Learning
System. Jla, 1-15. doi:10.18608/jla.2021.6590

Sternberg, S., Monsell, S., Knoll, R. L., and Wright, C. E. (1978). “The Latency and
Duration of Rapid Movement Sequences: Comparisons of Speech and
Typewriting,” in Information Processing in Motor Control and Learning
(Elsevier), 117-152. doi:10.1016/b978-0-12-665960-3.50011-6

Tomar, S. (2006). Converting Video Formats with Ffmpeg. Linux J. 2006, 10.

Torreira, F., Bogels, S., and Levinson, S. C. (2016). Breathing for Answering. The
Time Course of Response Planning in Conversation. Front. Psychol.

van der Velde, M., Sense, F., Borst, J., and Van Rijn, H. (2021a). Alleviating the
Cold Start Problem in Adaptive Learning Using Data-Driven Difficulty
Estimates. Comput. Brain Behav. 4, 231-249. doi:10.1007/s42113-021-
00101-6

van der Velde, M., Sense, E., Spijkers, R., Meeter, M., and Van Rijn, H. (2021b).
Lockdown Learning: Changes in Online Foreign-Language Study Activity and
Performance of Dutch Secondary School Students during the Covid-19
Pandemic. Front. Edu. (Frontiers) 294. doi:10.3389/feduc.2021.712987

Van Rijn, H., van Maanen, L., and van Woudenberg, M. (2009). “Passing the Test:
Improving Learning Gains by Balancing Spacing and Testing Effects,” in
Proceedings of the 9th International Conference of Cognitive Modeling, 7-6.

Van Rossum, G., and Drake, F. L. (2009). Introduction to Python 3: Python
Documentation Manual Part 1 (CreateSpace).

Wickham, H. (2016). ggplot2: Elegant Graphics for Data Analysis. New York City,
NY: Springer.

Wilschut, T., van der Velde, M., Sense, F., Fountas, Z., and Van Rijn, H. (2021).
“Translating a Typing-Based Adaptive Learning Model to Speech-Based L2
Vocabulary Learning,” in Proceedings of the 29th ACM Conference on User
Modeling, Adaptation and Personalization, Utrecht Netherlands, June 21 - 25,
2021 (Utrecht: Association for Computing Machinery), 245-250. doi:10.1145/
3450613.3456825

Wozniak, P. A., and Gorzelanczyk, E. J. (1994). Optimization of Repetition Spacing
in the Practice of Learning. Acta neurobiologiae experimentalis 54, 59.

Conflict of Interest: Author ZF was employed by Emotech Ltd. An earlier version
of the adaptive learning system discussed in this manuscript is licensed to
SlimStampen B.V., a University of Groningen supported spin-off directed by
HvR. No commercial or financial interests have influenced the setup, analysis, or
reporting of this study.

The remaining authors declare that the research was conducted in the absence of
any commercial or financial relationships that could be construed as a potential
conflict of interest.

Publisher’s Note: All claims expressed in this article are solely those of the authors
and do not necessarily represent those of their affiliated organizations, or those of
the publisher, the editors and the reviewers. Any product that may be evaluated in
this article, or claim that may be made by its manufacturer, is not guaranteed or
endorsed by the publisher.

Copyright © 2021 Wilschut, Sense, van der Velde, Fountas, Maaf and van Rijn. This
is an open-access article distributed under the terms of the Creative Commons
Attribution License (CC BY). The use, distribution or reproduction in other forums is
permitted, provided the original author(s) and the copyright owner(s) are credited
and that the original publication in this journal is cited, in accordance with accepted
academic practice. No use, distribution or reproduction is permitted which does not
comply with these terms.

Frontiers in Artificial Inteligence | www.frontiersin.org

December 2021 | Volume 4 | Article 780131


https://doi.org/10.25080/majora-92bf1922-00a
https://doi.org/10.3389/feduc.2019.00005
https://doi.org/10.1212/wnl.39.9.1159
https://doi.org/10.1016/j.csl.2006.04.001
https://doi.org/10.1145/1851600.1851697
https://doi.org/10.1007/s00779-013-0748-x
https://doi.org/10.1007/s00779-013-0748-x
https://doi.org/10.1017/s0272263116000280
https://doi.org/10.1111/j.1532-5415.2005.53221.x
https://doi.org/10.1017/s0958344008000724
https://doi.org/10.1186/1471-2105-12-77
https://doi.org/10.1111/j.1745-6916.2006.00012.x
https://doi.org/10.1016/j.neuropsychologia.2017.12.018
https://doi.org/10.1111/tops.12183
https://doi.org/10.3389/feduc.2018.00112
https://doi.org/10.18608/jla.2021.6590
https://doi.org/10.1016/b978-0-12-665960-3.50011-6
https://doi.org/10.1007/s42113-021-00101-6
https://doi.org/10.1007/s42113-021-00101-6
https://doi.org/10.3389/feduc.2021.712987
https://doi.org/10.1145/3450613.3456825
https://doi.org/10.1145/3450613.3456825
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/artificial-intelligence
www.frontiersin.org
https://www.frontiersin.org/journals/artificial-intelligence#articles

	Benefits of Adaptive Learning Transfer From Typing-Based Learning to Speech-Based Learning
	1 Introduction
	2 Materials and Methods
	2.1 Participants
	2.2 Design and Procedure
	2.3 Materials
	2.4 Analysis

	3 Results
	3.1 Differences Between Typing- and Speech-Based Reaction Times
	3.2 RT-Adaptive Versus Leitner-Adaptive Speech-Based Learning

	4 Discussion
	4.1 Comparing Reaction Times for Typing- and Speech-Based Learning
	4.2 Speech-Based, Adaptive Vocabulary Learning

	5 Conclusion
	Data Availability Statement
	Ethics Statement
	Author Contributions
	Acknowledgments
	Supplementary Material
	References


