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Legal linguistic templates and the
tension between legal knowledge
representation and reasoning

Tomer Libal*

Department of Computer Science, University of Luxembourg, Luxembourg, Luxembourg

There is an inherent tension between knowledge representation and reasoning.

For an optimal representation and validation, an expressive language should be

used. For an optimal automated reasoning, a simple one is preferred. Which

language should we choose for our legal knowledge representation if our goal

is to apply automated legal reasoning? In this paper, we investigate the properties

and requirements of each of these two applications.We suggest that by using Legal

Linguistic Templates, one can solve the above tension in some practical situations.
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1. Introduction

Information systems are playing an important role in helping people in a wide range of

tasks, ranging from searching to decision-making.

One area in which such tools can contribute is the legal domain: New court cases and

legislations are accumulated every day. In addition, international organizations like the

European Union are constantly aiming at combining and integrating separate legal systems

(Burley and Mattli, 1993).

Approaches for searching over legal texts have long seen commercial success (Weaver

and Bimber, 2008). Other methods, for example for predicting legal outcomes (Aletras et al.,

2016; Sulea et al., 2017), have been greatly discussed in the literature. At the same time, some

tools for reasoning over sets of norms have been developed, such as for business (e.g., Hashmi

and Governatori, 2018) and law (e.g., Palmirani and Governatori, 2018; Libal and Pascucci,

2019). Among the applications of such tools are legal drafting, consistency checks, and for

deducing implications (Prakken and Sartor, 2015).

Themost important application for these tools, though, is for capturing expertise. Expert

systems (Waterman, 1985) have been successfully utilized in various domains, among them

in finance (Connell, 1987) and health (Durkin, 1996).

Nevertheless and despite their proven usefulness, expert systems are not widely used in

the legal domain. The main reason for that is the difficulty to capture the expert knowledge

within a computer program (McGraw and Harbison-Briggs, 1989). The two mains reasons

for this difficulty are the requirement to have two domains experts: software and legal, as well

as the need to transform the knowledge into a form which can be processed by a machine.

An example for the former is the need to have a medical doctor and a programmer for the

creation of a medical expert system, while for the second, the need to transform arbitrary

knowledge into if-then rules, in order to be able to present it to the user in the form of an

expert system.
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This need to apply a transformation on the original

text in order to obtain machine processable result is an

especially complicated challenge from several reasons. It clearly

requires more work for creating the knowledge base. More

importantly, it is both harder to validate it and to maintain

it. Validation is harder as the additional processing made the

result more different than the original text and thus makes

it harder for the creator of the knowledge base to validate

the result. At the same time, maintaining the knowledge base

is also harder now, since changes to the legislation require

more work in order to identify and apply those changes on

the knowledge base. Even systems which are created with a

relatively flexible tool, such a programming language, suffer from

knowledge transformation.

In their paper, Sergot et al. (1986) have shown how a legal expert

system can be created by using the Prolog logical programming

language. Others (e.g., Leith, 1986) have pointed to the various

problems in such an approach, such as the need to further interpret

knowledge in a format supported by the programming language.

Both these challenges have been the focus of research. The

need of several domain experts is dealt with mainly via no-code

platforms, such as Neota Logic (Mills, 2016) and Visirule (Langley

and Spenser, 2007). Nevertheless, they do not solve the second

challenge and are therefore hard to validate and maintain.

The second challenge is addressed by providing a richer

language in which to capture knowledge. Such languages are usually

paired with a reasoning engine, which tries to emulate actual legal

reasoning, and normally depend on non-classical logics such as

Defeasible Deontic (Nute, 2012) or Higher-order logics (Nipkow

et al., 2002).

These systems have the potential to overcome the main

disadvantages of expert systems. By utilizing a more sophisticated

reasoning engine, they allow for a more compact and faithful

representation of the original legislation, while preserving the main

advantages of expert systems.

Nevertheless, such systems have enjoyed little commercial

success in the legal domain. The main goal of this paper is to

investigate the reasons for that and to suggest remedies.

The most obvious shortcoming of such systems is their inability

to address the first challenge. In fact, often, the richer the language

is, the higher the need is for several domain experts.

This usability issue was identified to be one of the main

requirement of expert systems building tools (e.g., Novotná and

Libal, 2022). Nevertheless, most such tools fail in achieving this goal

(Soavi et al., 2022).

Various attempts have been done in order to make such

tools more accessible to legal practitioners via a more user-

friendly interface. Logical English for example (Kowalski, 2020),

provides an English based controlled natural language interface,

which communicates with the underlined logic program. The

main advantage of these approaches is the reduced dependency on

several domain experts.

Another approach, demonstrated in Robaldo et al. (2020), is by

the use of general formats and languages. Being very general, one

canmore easily utilize a language which is most suited for capturing

the semantics of legal texts. One disadvantage of this approach is

that these formats do not directly give raise to automated reasoning.

A main additional disadvantage of all the approaches above is

the lack of tools and methodologies for asserting the correctness

of the logical representations of legal texts. A discussion about the

need can be found in Heimtz et al. (2020)1.

Among existing validation results, one can find a methodology

for building legal ontologies (Mockus and Palmirani, 2017) and

more generally for building legal knowledge bases, one for

validating formal representations of legal texts (Bartolini et al.,

2018).

To summarize, the above approaches underline a key issue in

legal reasoning and knowledge representation, which is the tension

between the expressiveness of the knowledge and the efficiency

of reasoning over it (Benzmüller, 2019). Expressivity refers to the

ability of the language to directly capture the nuances of the target

language, which in our case is the legal language. Being efficient to

reason over refers to the ability to use existing and efficient tools to

reason over formulae denoted in this language.

Those approaches which use a programming language as the

format for knowledge representation enjoy efficient reasoning but

require a non-trivial translation in order to capture the nuances

of the law. Moreover, while they are often capable of producing a

proof, these proofs are not easily translated into legal arguments.

On the other hand, approaches targeting the legal text directly, do

not offer a direct reasoning engine.

In the next section, we formalize the above tension using the

existing literature and present a running example. We also discuss

the lack of objective evaluation methods for the various existing

knowledge formalization methods and offer such method.

In Section 3, we propose a new approach to legal formalization,

aiming at resolving the tension. We describe how the proposed

solution meets the different requirements identified in Section 2

and present an implementation of the new approach.

We conclude with a discussion on a collaboration with an

industrial partner to generate a legal knowledge base. We note

the advantages of the tool, as well as some disadvantages. We also

discuss future work.

2. Materials and methods

As discussed in the introduction, legal formalisms suffer from

the tension between expressiveness and efficient reasoning. This

tension is captured by the following three requirements (Routen

and Bench-Capon, 1991):

1. be a faithful representation of what is expressed by the

legislation.

2. be computationally adequate, i.e., should permit us to make all

relevant derivations by machine.

3. be easy to validate and maintain.

General and extensible formats such as DAPRECO (Robaldo

et al., 2020) can clearly achieve point (1) above. But obtaining point

(2) seems challenging. For programming languages, the opposite

is true, as they are normally computationally adequate. On the

other hand, they require a translation between the original text

1 See discussion in Section 3.2 in Heimtz et al. (2020)
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and the programming language and might, therefore, not be a

faithful representation.

Both approaches would struggle with point (3). On the one

hand, we expect the formalization to be certified by a legal expert.

On the other, both programming languages and other formal

formats require a programmer or a logician for the encoding. This

gives raise to methodologies for validation such as Bartolini et al.

(2018).

Maintaining the knowledge base requires the ability to track

changes in the law and apply them to the formalization. Any

encoding of the law which depends on some manual translation

will not be easily maintainable and might introduce errors. A

similar problem exists in software engineering, where changes

and maintenance of code are a known challenge. Running fully

automatic tests is then an essential step in the process (Meyer,

2008). Similarly, legal knowledge bases which depend on arbitrary

manual processing steps will be harder to main due to the need to

replicate these steps on every change.

The validation of knowledge bases is another hard to achieve

requirement. Formal knowledge bases are rarely identical to

the original, non-formal, ones. Unlike non-formal ones, formal

representations must be non-ambiguous, for example Allen and

Engholm (1979). Any syntactical ambiguity in the text must

therefore be eliminated in the formalization process, rendering the

result different. It is then obvious that the farther the result is from

the original text, the harder it is to validate it.

It seems then than none of the current systems can support

more than one of the requirements.

Our approach for defining a new system follows the above

reasoning. We identify point (3) above as the one currently not

adequately supported by existing systems. We then propose a

solution which meets the requirements of this point and develop

the idea further in order to support the other points.

An important point which is not directly covered by the above

three points, but which is often mentioned in discussions with

lawyers, is accountability. We consider this point as closely related

to validation, as it qualifies what is a good validation process.

DEFINITION 1 (A good validation process). A good validation process

is one which allows the validating lawyer to be accountable for a

specific legal formalization.

In the next subsection, we will introduce our running example,

taken from the GDPR.

2.1. The data transfer problem

Our running example is based on a collaboration with

a German GDPR consultancy2, who helped us identify “data

transfers” as an interesting problem.

Data transfers are a type of data processing, which have

a specific treatment in the General Data Protection Regulation

(GDPR). The law governing data transfers is defined in articles

GDPR:44–GDPR:49 and also includes European Data Protection

2 We want to thank Silvan Jongerius, the managing partner of the firm, as

well as Ali El Hajj Sleiman, a data protection lawyer and intern at the firm.

Board (EDPB) guidelines, as well as court case decisions, such as

Schrems II.

DEFINITION 2 (Original legal text). When discussing legal texts, the

original legal text refers to the text as can be found in regulations,

court case decisions, etc.

For the running example, we will focus on articles GDPR:44 and

GDPR:45:1.

EXAMPLE 1. GDPR:44: “Any transfer of personal data which are

undergoing processing or are intended for processing after transfer

to a third country or to an international organization shall take

place only if, subject to the other provisions of this Regulation, the

conditions laid down in this Chapter are complied with by the

controller and processor, including for onward transfers of personal

data from the third country or an international organization to

another third country or to another international organization. All

provisions in this Chapter shall be applied in order to ensure that the

level of protection of natural persons guaranteed by this Regulation is

not undermined.”

GDPR:45:1: “A transfer of personal data to a third country or

an international organization may take place where the Commission

has decided that the third country, a territory or one or more specified

sectors within that third country, or the international organization in

question ensures an adequate level of protection. Such a transfer shall

not require any specific authorization.”

Basically, the first article declares a prohibition, while the

second article offers an exception.

We conclude this section with a suggested methodology for

evaluating the approach presented in this paper.

2.2. Literature discussion and evaluation
plan

In this paper, we argue about the merits of a new methodology

and a new tool for the formalization of legal texts. The goal of this

methodology though, is to allow jurists without a logic background

to create formal knowledge bases and create applications over them.

It is therefore essential that the methodology and tool will be

compared to other existing approaches in an objective way. While

such an experiment for the evaluation of the results in this paper

was not yet taken, we have decided to include the description of

such an experiment in this section.

This experiment is divided into two elements. We first must be

able to select, in an objective way, all relevant tools and approaches.

We then suggest an experiment for comparing these tools over

established criteria.

This section largely follows the work in Novotná and Libal

(2023)3.

3 This is an ongoing work and we plan a followup once the experiment is

concluded.
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TABLE 1 Selected tools.

Tool name Interface type Citation

Logical English Controlled natural language Kowalski and Datoo, 2022

Blawx Drag and drop Morris, 2021

LegAi Annotations Francesconi, 2022

Catala Programming language Huttner and Merigoux, 2022

ProLeg Programming language Satoh et al., 2021

2.2.1. A methodology for selecting relevant
approaches and tools

Our selection methodology is based on searching for research

papers describing tools on the Google Scholar search engine.

The search consists of three elements: the resulted artifact, the

application domain, and the user interface.

The first problem we encountered is the lack of a fixed

vocabulary describing such terms. For example, possible candidates

for the resulted artifacts include: program, knowledge base,

formalization, specification, controlled natural language, law as

code, and others.

In addition, we have found that depending on searching only

might be too discriminating and some manual work must be done

in order to properly classify all possible publications. We have

therefore broken down the selection process into searching and

manual filtering.

For the searching phase, we have decided to focus on

publications from the following venues, assuming that successful

tools will be published there. In addition, we restricted our attention

to publications from the period 2018–2022, again under the

assumption that even for older tools, in case of some success, follow

up papers would be published. Lastly, we have constrained the

application domain and intended use of the tools.

[(source:"icail") OR (source:"jurix") OR (source:"Artificial

Intelligence and Law")] AND ("legislative" OR "legal" OR

"statutes" OR "contracts") AND (“drafting” OR “interpretation”

OR “simplification” OR “comparison” OR “reasoning”) AND

after:2018

This resulted in 313 publications, which we then proceeded

to filter by hand according to the following categories: tool,

methodology, blockchain, machine learning, formal logic, ethics in

AI, and survey paper.

In order to be classified as a tool, a paper has to present a new

software. Approaches for legal knowledge creation which are based

on existing software, such as Prolog (including Zheng et al., 2018;

Fungwacharakorn et al., 2021), were classified as methodologies.

After the filtering process, the tools category contained seven

papers, two of which were discussing the same tool.

The tools are described in Table 1.

2.2.2. Criteria for comparing approaches and
tools

We design our comparisonmethodology on the criteria defined

in Novotná and Libal (2022) based on the literature review of

methodologies for legal formalization4. We gathered state-of-the-

art approaches and methods of legal formalization and we define

the necessary properties for legal formalization method to be

practically applicable for legal reasoning.We also view these criteria

as suitable formalization features for evaluation. We argue that

a good formalization method can be identified according to the

extent to which these criteria are met. Furthermore, we consider

human evaluation to be the most appropriate evaluation method to

assess set criteria. As legal formalizations contain the interpretation

of legal texts (in fact, we can even say that a legal formalization IS

the interpretation of a legal text) we consider as fundamental to

employ legal experts to provide such interpretations. We therefore

suggest using a group of legal experts for the evaluation.

We suggest the following criteria for the evaluation of

legal formalization methods. A more detailed description of

each follows.

1. correctness,

2. transparency,

3. comprehensibility, and

4. multiple interpretations support.

2.2.2.1. Correctness

The correctness of the logical representation of a certain

legal text and its meaning is indisputably the most important

parameter and conditio sine qua non. Some research directions

use the concept of isomorphism as a mapping between a legal

rule and its representation. According to other related research,

the correctness of a legal formalization is equal to the decision

on the interpretation of a legal text as provided by a legal expert

(sometimes in cooperation with a logician or a computer scientist).

Defining a single correct interpretation of a legal text is a

difficult task even for lawyers and legal experts. For such a legal

formalization to be further used for legal reasoning, it is necessary

to define a single interpretation for specific circumstances at a

particular time. Such interpretations can be based on the legal

theory of soft cases and hard cases.

Based on this theory, the vast majority of cases (legal conflicts)

are either soft or easy—they can result from the text itself

or from the straightforward interpretation of the legal text.

Only a small part of legal conflicts require more advanced

interpretation methods and the result of the interpretations can

be controversial, with several possible reasonable outcomes. We

apply this methodology analogically to the interpretation of legal

texts for legal formalization. Given this theory, the vast majority

of legal rules should be formalized in a non-controversial way

and it should be possible to find a broad agreement on a single

interpretation. However, there will always be a small part of the

legal rules, which will be problematic for formalization because

of multiple possible reasonable interpretations. In such cases, we

assume that the conflicting elements are abstracted over in order to

avoid giving any specific interpretation.

2.2.2.2. Transparency

The transparent manner of the translation from a legislation

to a logical formulae is necessary for the assessment of all of the

4 This is an excerpt from the authors’ publication cited below.
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other parameters. In cases where mapping the logical relationships

among legal terms in the original legal text and encoding them

in logical formulae usually requires two experts—a logician (or

a computer scientist) and a legal expert—such transparency

helps them understand each other process. More generally, such

transparency allows others, as well as the author itself, to trust the

formalization process and the resulted knowledge bases.

2.2.2.3. Comprehensibility

The comprehensibility of a legal formalization is closely

related to its correctness and its transparency. Although these

three terms are separated, their evaluation will often overlap

in practice. The comprehensibility of a legal formalization lies

in a general understanding of the method and its result, i.e

logical formulae. Where the transparency parameters should

evaluate the relationship between the original text and its logical

representation, the comprehensibility parameter should evaluate

the complexity of the logical representation as an output. The

comprehensibility of such an output is necessary for the evaluation

of a logical formalization as well as for the broader use of the

evaluated methodology.

Simply put, a logical formalization which is difficult to read,

analyze or understand is not very suitable to be used in practice by

lawyers or laymen. In this regard, this parameter is closely related

to the friendliness of a user interface and the presentation of the

formalization. We believe that a more comprehensible output of

the legal formalization is a crucial step toward a wider use of the

methods and large-scale evaluations and therefore, toward more

significant results.

2.2.2.4. Multiple interpretation support

As was described above, the support of multiple interpretations

for a single legal text is necessary for several reasons. There is an

extensive literature body related to the ambiguity and vagueness

of legal texts and very often the legal discourse itself does not

agree on a single correct interpretation. Additionally, there are

well-described legal and extralegal circumstances causing the ever-

changing characteristics of the law.

It is very common, that a generally accepted interpretation of

a certain legal rule changes in the context of related higher court

decisions even in continental legal systems. Furthermore, there are

social changes and novelizations of legislation which change the

interpretation every now and then. Therefore, systems which are

rigidly dependent on one interpretation of a legal text, which is

moreover highly laborious, will always be limited for use and are

very probably highly maintenance intensive.

This situation favors systems and methods which are dynamic.

This means that the formalization can be easily changed or it

can support several interpretations of single legal text at once.

We suggest evaluating this as a further parameter of legal

formalization methods.

2.2.3. Designing an experiment for comparing
approaches and tools

According to the description of the criteria we defined in the

previous section, we propose here a methodology for an objective

evaluation experiment based on the use of a legal expert group.

In this methodology, we focus mainly on the practical side of

legal formalization. That means we prioritize an interaction with

legal experts and therefore, we employ a user-oriented approach

in the evaluation experiment design. We believe that for a legal

formalization method and its associated tools to be widely used and

accepted, such a method must be intuitive and easy to use.

Such an approach brings several advantages—it is less time-

consuming and costly, it can be used repeatedly with different legal

experts or as a collaboration, the formalization is not rigid but can

be easily changed along with the development of the meaning of the

legislation and it can be applied to different legislative texts (i.e., it

is not tied to only one document), to name but a few.

Our approach is based on the evaluation of the user experience

when formalizing a specific legal text. For the experiment itself, a

careful choice of the relevant legal source and reasoning should

be done. We plan on choosing a short section of a regulatory text

(article, paragraph) containing different types of legal modalities in

the context of other legal institutes. In addition, we will select a part

of a court decision which depends on the regulatory text. Such an

exemplary regulatory and case law sources should be presented to a

group of legal experts for formalization and evaluation.

Manual-oriented evaluation of methods and tools consists of

instructing a group of legal experts to use the evaluated tools in

order to translate the example text into logical formulas. To make

the results of such an experiment as meaningful as possible, it is

necessary to have as large and ideally diverse group of experts as

possible. That is, a group comprising both experts in the particular

legal sector related to the regulatory text in the example and experts

from other legal sectors.

The legal experts must be properly instructed in the use of each

tool evaluated. To this end, each tool ormethod evaluated should be

accompanied by authentic documentation and a methodology for

its use. At the same time, the instructions on the use of the different

methods should be pre-drafted by the authors of the study so that

there are no significant differences between them that would then

affect the evaluation of the different methods.

The group of legal experts is then asked to formalize the

submitted text using the evaluated tools. The evaluation of this

formalization would then be carried out using the criteria defined

previously—evaluation of the correctness of the formalization,

evaluation of the comprehensibility of the tool, evaluation of the

transparency of the method and evaluation of whether the tool

supports the multiple interpretations.

We intend the evaluation itself to consist of a scalable

questionnaire containing various questions over these criteria. The

correctness of the formalization is assessed by the consensus of

legal experts on whether the formalized text corresponds to the

original meaning of the text. The comprehensibility of the tool

would be evaluated following the user experience of working with

the tool and the comprehensibility of the related documentation.

The transparency of the method would be evaluated by assessing

the relationship between the original text and its representation

and whether this relationship is clear to the evaluators. Support

for multiple interpretations would then ideally be evaluated as

a characteristic of the tool and the ease of changing the logical

representation according to different interpretations.
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3. Results

In this section, we describe a possible solution to the tension

described in the previous section and present an implementation.

In the next subsection, we will define a formalization language

which attempts to bridge between the two main requirements:

expressivity and computational adequacy. We then describe the

different properties of this approach and conclude with an

implementation, freely available to users.

3.1. Legal linguistic templates (LLTs)

This section is based on the meta-level annotations introduced

in Dastani et al. (2020) and extends the joint work in Abidi and

Libal (2022).

If we consider the formalization processes as a function from

legal texts to logical formulae, the validation requirement states that

this function must be isomorphic. Given a formula, we should be

able to generate the original text.

In order to achieve that, we need a function which is as lossless

as possible. Any translation function which loses information in

the process cannot be inverted. Therefore, it seems that the only

possible solution to that is to use a logic which is as expressive as the

original text. This also implies point (1). If the logic is as expressive

as the original, then regenerating the original text closely amounts

to just pretty printing formulae. Using a logic of lower expressivity

would cause any translation into the original text to result in some

level of information loss.

In order to define such a logic, we have discussed with data

protection lawyers the way they would interpret the original

legal text.

DEFINITION 3 (Legal interpretation). A legal interpretation of a legal

text is defined as the interpretation of a legal expert with regard to a

specific context problem. It should be noted that interpretations are

often subjective and context dependant.

Our lawyers gave the following interpretation to the articles in

the running example.

EXAMPLE 2. Articles GDPR:44 and GDPR:45:1 are interpreted as

follows:

• GDPR:44—The data processor is generally prohibited to

transfer personal data to a third country or an international

organization.

• The data transfer to a third country or an international

organization, mentioned in GDPR:44, is allowed if the

European Commission has made an adequacy decision with

regard to this country or organization.

It is important here to comment further on the meaning of

a legal interpretation. The definition above sets it as subjective

and context dependant and in the remaining of the section we

will describe how it can be achieved. We will not discuss further

though questions such as the ability to denote ambiguity in the

interpretation. We would like therefore, to briefly discuss how this

can be obtained using a logical language in general.

In order to preserve the ambiguity of a legal interpretation,

i.e., allowing it to denote more than one meaning, one can use

the notion of abstraction. Edelman (1992) discusses the concept of

ambiguity in law and gives the following example, based on title VII

of the American Civil Rights Act.

SEC. 703. (a) It shall be an unlawful employment practice for an

employer: (1) to fail or refuse to hire or to discharge any individual,

or otherwise to discriminate against any individual with respect to

his compensation, terms, conditions, or privileges of employment,

because of such individual’s race, color, religion, sex, or national

origin; or (2) to limit, segregate, or classify his employees in any

way which would deprive or tend to deprive any individual of

employment opportunities or otherwise adversely affect his status

as an employee, because of such individual’s race, color, religion,

sex, or national origin.

Edelman then further states two possible interpretations: (1)

A procedural interpretation referring to the treatment; or (2) a

substantive interpretation focusing on the outcome. An attempt

to clearly formalize the concept of discrimination in either of the

above ways might exclude the other.

Logic equips us with two tools to deal with such problems. One

can first denote the two possible interpretations by the use of a

disjunction—discrimination can be either dealt with procedurally

or substantially. This approach might be limited given the open

texture of the law (Schauer, 2013), which allows for interpretations

to be made later and under different contexts.

Another way for dealing with ambiguity, which is consistent

with the open nature of the law, is by the use of abstraction.

In the above example, one just refrains from making a choice

between the two interpretations and instead might set specific

conditions for each one of them, those leaving the concept abstract

in all other cases. This is another example of the tension between

representation and reasoning discussed all along the paper. As a

simple example of this concept in action, please refer to Section 3.5.

Lastly, we would like to briefly comment on the ability

to formalize legal sources in the face of varying, sometimes

contradicting, legislations. Various solutions have been offered to

overcome this problem when formalizing legal texts. Among them,

Alchourrón andMakinson (1981) have proposed partially ordering

the precedence of different legal sources, a concept which can be

captured by relatively weak logics.

In order to formalize legal interpretations, we therefore need a

language expressive enough to capture legal structures, while at the

same time, be computationally adequate. A common solution to

this problem is by the use of Domain Specific Languages (Mernik

et al., 2005).

At the same time, this language needs to capture subjective

interpretations and should therefore be flexible enough to meet

the needs of different users. We have therefore opted for the use

of a templates language which can be extended with customized

templates, according to the needs of users.

DEFINITION 4. [Legal Linguistic Templates (LLTs)] Legal

Linguistic Templates consist of a name and one or more parameters.

An LLT which forms the basic of all LLT languages is the Atom.

DEFINITION 5 (The Atom LLT). Atoms are LLTs containing n + 1

parameters. The first is the name of the Atom and the remaining n
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parameters are its arguments. An Atom with name f and arguments

a1, . . . , an is written as the first-order (see for example Barwise, 1977)

term f (a1, . . . , an) and can be defined inductively by:

• A symbol f is an Atom

• If a1, . . . , an are atoms with names b1, . . . , bn, respectively

and c1, . . . , cm, f are symbol, then f (b1, . . . , bn, c1, . . . , cm) is an

Atom.

EXAMPLE 3. The following Atoms relate to the running example:

• label(name)

• dataProcessor(name)

• dataSubject(name)

• personalData(dataSubject,name)

• thirdCountryOrInternationalOrganization

(name)

• dataTransfer(dataProcessor,personalData,

thirdCountryOrInternationalOrganization)

• adequacyDecision

• (thirdCountryOrInternationalOrganization)

Our representation of Atoms as first-order terms is restricted

to shallow terms only, i.e., terms which do not contain

nested terms as arguments. In addition, by omitting quantifiers

from the language, we make an explicit decision as to how

the arguments (which are universally quantified variables) are

bound within the knowledge base. Our decision is to bind

them on the level of each sentence, in a similar way to the

implicit quantification in logic programming languages such

as Prolog.

EXAMPLE 4. The LLTs language which can express the legal

interpretation in the running example can be inductively defined

by:

• An Atom is an LLT

• If A is an Atom and B is an LLT, then

LabeledStatement(A,B) is an LLT

• If A is an LLT, then GeneralProhibition(A) is an LLT

• If A1, . . . , An are atoms and P is an LLT, then

Condition(A1, . . . ,An,P) is an LLT

• If A and B are Atoms, then Exception(A,B) is an LLT

We can now define formal interpretations of legal ones and

use the above language to represent the interpretation of the

running example.

DEFINITION 6 (Formal interpretations). Given a legal interpretation L

containing n statements, a formal interpretation for L is a set of n

statements over an LLT language and a set of atoms.

EXAMPLE 5. Given the LLT language, atoms and legal interpretation

of the running example, a formal interpretation is the following:

LabeledStatement(

label(gdpr:44),

Condition(

dataProcessor(DP),

dataSubject(DS),

personalData(PD,DS),

thirdCountryOrInternationalOrganization

(TC),

GeneralProhibition(dataTransfer(DP,

PD,TC))))

Exception(

label(gdpr:44),

adequacyDecision(TC))

Before we move forward to the computational adequacy of

the LLTs language, we would like to mention that within the

terminology of programming languages (Pierce, 2002), a formal

interpretation can be reduced into an abstract syntax tree over a

first-order term language.

3.2. The computational adequacy of LLTs

By choosing an LLTs language which is expressive enough to

describe a “good” formal interpretation of a legal text, we seem to

go further away from computational adequacy. In this subsection,

we show that this is not necessarily the case.

We achieve that by following the “shallow semantical

embeddings” defined by Benzmüller (2019). The basic idea of this

approach is to provide a lean and elegant equational theory which

interprets the syntactical constituents of logic L (in our case a

specific LLTs language) as terms of another logic M.

If the logic M that we choose is computationally adequate,

then we effectively obtain the computational adequacy of L. This is

achieved in practice by applying the shallow semantical embedding,

and then applying software for the computationally adequate result.

The logic chosen by Benzmüller is Higher-order Logic (Church,

1940) and the various software which can be used to reason over the

embeddings include Isabelle/HOL (Nipkow et al., 2002) and Leo-III

(Steen and Benzmüller, 2018).

The LLTs languages we have used so far have required an

embedding to a much simpler and computationally adequate logic.

In this section, we describe a simplified logic adequate for the

running example.

We will also generalize the notion of a “shallow

semantical embedding.”

DEFINITION 7 (Embedding functions). An embedding function φ of a

logic L into a logic M, is a total function from L to M.

DEFINITION 8 (Meta-logic). A meta-logic is a computationally

adequate logic, into which an embedding function from another logic

exists.

EXAMPLE 6. First-order horn clauses with negation interpreted as

negation-as-failure (NAF) (Clark, 1978) form a meta logic as it can

be executed in Prolog (Colmerauer, 1990).

We can now give an embedding function between the LLTs

language in the running example into first-order horn clauses with

NAF.
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EXAMPLE 7. The following is the inductive definition of an

embedding function from an ordered set of LLTs, which were defined

in the running example, into a set of first-order logic with NAF

formulae, where NAF is denoted by not.

• φ(∅) H⇒ ∅

• φ({Atom}) H⇒ {Atom}

• φ(S∪{Condition(a1, . . . , an, p)}) H⇒ {φ(a1), . . . ,φ(an) ⇒

φ(p)} ∪ φ(S)

• φ(S ∪ {GeneralProhibition(B)}) H⇒

prohibited(φ({B})) ∪ φ(S)

• φ(S∪{Exception(A,B),LabeledStatement(A,C)})

H⇒ {not φ({B}) ⇒ φ({C})} ∪ φ(S)

Note that the resulted set denotes a set of first-order formulae, which

might not be a horn clause. A standard normalization can be used

in order to obtain a logic program where arguments of atoms are

universally quantified on the level of individual expressions. The

function prohibited is uninterpreted.

Having the embedding, we can now use Prolog in order

to compute various properties. To check for violations of the

prohibition, for example, one would need to add Prolog facts such

as dataTransfer(a,b,c) and check if prohibited(_)

can be derived.

We finish this section with the Prolog code of the formal

interpretation of the running example.

EXAMPLE 8. The Prolog code for the formal interpretation of the

running example is the following.

prohibited(dataTransfer(DP,PD,TC)) :-

dataProcessor(DP),

dataSubject(DS),

personalData(PD,DS),

thirdCountryOrInternationalOrganization

(TC),

not adequacyDecision(TC).

3.3. Validation of LLT formalizations

The last requirement of a legal formalization language is to have

a good validation process, which can ensure that legal experts be

held accountable.

The approach taken in order to meet this requirement follows

a very basic idea in programming languages, that of a pretty printer

(Hughes, 1995). Pretty printing takes a formal structure, such as an

LLT formula, and presents it in a user friendly form.

While the concept is basic, it turns out to be very powerful in

the legal domain. By printing an LLT formula as a legal statement in

English, we effectively translate it back into the original legislation

language. This feature allows a legal expert to compare the two

versions of the legislation—the original and the pretty printed

one—and to make a decision regarding its validity.

The idea of reverse translations is not new. Translators are using

a reverse translation in order to evaluate the quality of machine

translation. By completing the translation circle back to the original

language, the task of validating the translation becomes easier.

Similarly, reverse translations are used in order to evaluate machine

learning algorithms (Kornilov et al., 2021).

The evaluation of legal reverse translations can be made even

when the legal expert does not have any knowledge in logic and has

not participated in the generation of the LLT formulae.

DEFINITION 9 (Reverse translations). Given an LLT language and a

legislation in a specific language, a reverse translation for this

language is a function from LLT formulae into the specific language.

As an example, consider the following reverse translation.

EXAMPLE 9. Given a translation ξ of Atoms, the following recursive

function ψ is a reverse translation for the running example (see Def.

4).

• ψ(Atom) = ξ (Atom)

• ψ(LabeledStatement(A,B)) = ψ(A)]ψ(B)

• ψ(GeneralProhibition(A)) =

It is generally prohibited that ψ(A)

• ψ(Condition(A1, . . . ,An,P)) =

Given that ψ(A1), . . . ,ψ(An) then ψ(P)

• ψ(Exception(A,B))

= Statement ψ(A) does not hold in case of

ψ(B)

To complete the example, we define ξ .

EXAMPLE 10. The following function defines a

translation of the atoms in the running example (where

“thirdCountryOrInternationalOrganization” is abbreviated as

“cio”).

• ξ (label(name)) = name

• ξ (dataProcessor(name)) = Data Processor (name)

• ξ (dataSubject(name)) = Data Subject (name)

• ξ (personalData(dataSubject,name))) =

Personal Data (dataSubject,name)

• ξ (cio(name)) = Third Country or an International Organization

(name)

• ξ (dataTransfer(dataProcessor,personalData,cio)) =

Data Transfer (dataProcessor,personalData, cio)

• ξ (adequacyDecision(cio)) =

Adequacy Decision by the European Commission (cio)

The names in parentheses define the parameters of the vocabulary.

Finally, applying the reverse translation to the formal

interpretation of the running example results in the following

two sentences.

EXAMPLE 11. The resulted reverse translation of the formal

interpretation of the running example is (parameters omitted for

brevity):

gdpr:44] Given that

Data Processor,

Data Subject,

Personal Data,

Third Country or International

Organization
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then It is generally prohibited that

Data transfer

Statement gdpr:44 does not hold in case of

Adequacy Decision by the European

Commission

The reverse translation above, which is done for illustration

purposes, still clearly lacks proper readability. Nevertheless,

generating a linguistically correct version out of the above sentences

is not a difficult task for current machine learning algorithms. It

should be noted though that the statistical errors associated with

these algorithms are limited to readability only and do not effect

the legal correctness.

For completeness, we present one such possible translation,

similar to the one automatically generated by the tool presented in

the next section.

EXAMPLE 12. A human readable reverse translation can be created

as follows.

gdpr:44] The Data Transfer of Personal Data

to a Third Country or International

Organization

is Generally Prohibited.

The Transfer of Personal Data to a

Third Country

or International Organization is

allowed if there

is an Adequacy Decision by the

European Commission.

3.4. The LegAi editor—An LLT
implementation

In this section, we present an implementation of an editor for

creating LLTs, as well as using them to annotate legal texts and to

validate the quality of the annotation.

In Section 4, we discuss the experiences of a lawyer who

has used the system. Since this experience does not constitute

an objective evaluation, we have described a proposed evaluation

experiment in Section 2.2.1.

The goal of the LegAi annotation editor is to support

annotating legal texts with LLTs. At the same time, the editor

supports a validation mechanism for these annotations, which

allow legal experts to verify the correctness of the annotations.

The editor can be found online, at https://legai.uni.lu, and

requires a registration. After registration, the editor displays a

message that an email to activate the account must be sent to the

code maintainer, who associates the new user to a specific account

with specific rights.

The basic entities supported by the editor are Companies.

Companies contain a list of Legislations and have specific sets

of LLTs and vocabulary. A company can contain administrator

and editor users. In the following a brief introduction to the

functionalities available to each of the users is described.

3.4.1. Editor users
An editor has access to the LegAi annotation editor and can

edit any of the company’s legislations. A legislation corresponds to

one textual legal document and can be exported into JSON using

LegAi’s API access. Figure 1 shows the initial editor dashboard. The

editor can choose to open, remove, or create a new legislation.

Once a legislation is created or opened, the user is presented

with a textual editor where the original legal text can be pasted. The

user then selects a sentence and clicks the LLTs button in order to

start the annotation wizard. Figure 2 shows the editor after the two

articles from the running example have been pasted into and article

44 already annotated.

We will now proceed with the step-by-step process for

annotating article 45, shown in Figure 3. The process progresses

from top to bottom and from left to right. The wizard guides the

user in the annotation process and shows the possible/required

LLTs that can/must be nested. The wizard ensures that annotations

are always syntactically correct.

Once the user has selected the text to annotate and clicked

the LLTs button, a list with all supported LLTs is displayed. The

user then selects the Exception LLT and is asked to select the

Conditions of Exception.

Once the text corresponding to the conditions is chosen as

well as further LLTs corresponding to whether the conditions are

cumulative or non-cumulative (not shown in the figure), the user is

asked to choose which vocabulary corresponds to the condition.

The user chooses AdequacyDecision. As adequacy decisions

are parameterized by an instance of a third country or international

organization, the user is further asked to choose from these

instances already used in the legislation. In this case, only one

option is available, which corresponds to the same instance used

in article 44.

In the last row, the user is asked to specify the Statement to

refer to and selects the whole text describing the prohibition from

article 44, which is repeated in the body of article 45. The user is

then asked to choose the label of the already used statement and

chooses the one corresponding to [Art44].

Once a top-level LLT is created, the user can click on the

annotation and see a tree structure corresponding to the formal

version of the text. Figure 4 shows the tree associated with article 45.

Lastly, the user can click the comparison tab, shown in Figure 5,

in order to see the reverse translation of the text, next to the original

one. A list of all vocabulary and their associated legal texts appear

on a separate tab.

3.4.2. Administrator users
An administrator is capable of adding editor users, as well as

of creating and maintaining the LLT and vocabulary lists. Adding

editors is straightforward and we will focus in this section on the

mechanism for creating and maintaining LLTs and vocabulary.

Figure 6 shows the main LLT dashboard. It displays the

available LLTs in a table format. The table also contains information

regarding the type and children of each LLT, as well as a JSON

template which can be used in order to format the result. The

purpose of this dashboard is to allow administrators to create

arbitrary LLT structures.
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FIGURE 1

Dashboard for creating and editing legislations.

FIGURE 2

The annotation editor.

The two different types which are supported by the tool are

selection and structural. When considering the wizard in the

previous section, one notices that between concrete LLTs such as

Exceptions, Cumulative Lists and Atoms, there are informational

steps such as “Specify the Statement to Refer To” and “Select the

Conditions of Exception.” The former are of type selection LLTs

while the later are of type structural LLTs. This distinction allows for

the creation of complex wizards without the need of programming.

Children refer to the LLTs which follow the one currently

processed. A selection LLT is normally followed by structural

LLTs. Having more than a single structural LLT means that the

wizard will ask the user to annotate each of them in parallel.

Having more than a single selection LLT means that the wizard

will show a list of all available selection LLTs once the text

was selected. Together, they allow for the creation of arbitrary

LLT structures.

LLTs can have additional parameters, which are specific

vocabulary needed for the instantiation of a specific LLT. For

example, a temporal condition LLTmight require a time vocabulary

on instantiation. In addition, restrictions can be placed on the

number of children. For example, requiring at least two selection

children for a cumulative list.

Lastly, the Validation column contains a JSON template for

the generation of the final JSON object in the knowledge base.

These templates have various types which allow a more concise and

readable version of the knowledge to be automatically produced.

In addition to LLTs, administrators also control the list of

vocabulary available to editors.

Figure 7 shows the dashboard for creating and managing

vocabulary. The table contains information about the name

of the vocabulary, as well as about their relationships with

other vocabulary.

There are two types of such relationships, is A is used to express

that a vocabulary is a refinement of another vocabulary.Parameters

are used in order to denote dependency on other vocabulary. For

example, an Adequacy Decision is parameterized by a third country

or organization, while a Data Transfer is a refinement of a Data

Processing (not shown in the figure).

3.5. Use case

We conclude this section with a description of a use case. While

the use case is not, in any form, a comparative experiment, it might

help to highlight the advantages and disadvantages of the method

described in the paper.

As part of our collaboration with a GDPR consultancy and the

identification of personal data transfer as our compliance problem,

we then sat with a data protection lawyer in order to formalize

the relevant legal sources. The process we have undertaken is

described next.

3.5.1. Identification of the relevant legal sources
The first step in the process was to analyze the relevant

legal sources needed for deciding arbitrary compliance problems.
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FIGURE 3

The annotation process of article 45.

The lawyer has identified articles 44–50 of the GDPR, as well

as European Data Protection Board guidelines (EDPB)5 and

Court of Justice of the European Union (CJEU) rulings6. Within

the formalization process that followed, some details, especially

from the guidelines, were deemed too specific and were not

included in the formalization. This choice between abstraction and

specification displays a fundamental element of legal formalization,

namely, the inability to have a complete formalization of some

laws. While completeness might not be achieved, soundness was

never compromised and was preserved by using abstraction. As

an example of different levels of abstraction, consider the term

Purpose of limitation mentioned in the GDPR and its

specific definition within the above mentioned EDPB guidelines.

3.5.2. Vocabulary extraction
The second step was to identify vocabulary which is not yet

defined in the LegAi editor. While many concepts such as Data

subject, Data processor, and Data processing were

already defined, concepts specific to data transfer were not. In

addition to identifying further concepts such as Data transfer

5 Such as Guidelines 2/2020 on articles 46:2:a and 46:3:b of Regulation

2016/679.

6 Mainly Schrems I and Schrems II with relation to the European

Commission adequacy decision with regard to the United States of America.

and Adequacy decision, one also needed to identify

properties such as is-a relations and parameters. As an example

of the first, Data transfer was identified as being a type of

Data processing. A parameter of Adequacy decision is

Third country or international organization.

3.5.3. LLTs extension
This step involves the identification and definition of new

Legel Linguistic Templates, which are needed for the correct

formalization of the source legal texts. Since the current use case

is among the first conducted using the tool, quite a few new LLTs

were defined. We believe this would no longer be the case once

substantial work was done using the tool. As an example of a new

LLT which was defined, we have General Prohibition. The

semantics of this LLT are allowing later exceptions to cancel the

prohibition stated in the annotation. Its sole child structural LLT is

the “Statement” LLT.

It is important to note here that the lawyer could choose various

ways of capturing the meaning of the legal text. For example7,

instead of stating article 44 as a prohibition and 45 as an exception,

the lawyer could state article 44 as a general principle and 45 as

enshrining a safe harbor.

7 We thank the anonymous reviewer for suggesting this example.
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FIGURE 4

Tree structure of article 45.

FIGURE 5

Reverse translation for articles 44 and 45.

The point to make here is that extending the LLTs library

is not only a choice of what was previously available but also a

choice of the preferences of the user. Saying that, LLTs are formal

concepts with a precise an unambiguous meaning and it might

be that different LLTs will have identical semantics when used for

automated legal reasoning.

3.5.4. Iterative annotation and validation
The last step involved the annotation of the text by the use

of the vocabulary and LLTs. This step was conducted iteratively,

while after every iteration of an annotation of one sentence, the

lawyer has checked the reverse translation of the formalization and

has updated the annotation if needed. This process has required
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FIGURE 6

Dashboard for creating and maintaining LLTs.

FIGURE 7

Dashboard for creating and maintaining vocabulary.

training in the use of the tool and was sometimes disrupted by the

need to define new vocabulary and LLTs.

4. Discussion

Legal knowledge representation is essential for various

applications, such as semantic search and reasoning. Nevertheless,

there is no agreement on the format, logic, and validation

method for obtaining the knowledge bases, which are essential for

those application.

In this paper, we visit one element of this disagreement,

the tension between expressivity and computational adequacy.

We offer a solution in the form of an expressive LLTs language

and argue that, in some practical contexts, is computationally

adequate. In addition, we have shown how this language promotes

a validation method and does not require the involvement of

logicians or programmers.

In order to test this approach, we have implemented it in the

form of a freely available web application and have experimented

with an industrial partner for several months. We also envision

Frontiers in Artificial Intelligence 13 frontiersin.org

https://doi.org/10.3389/frai.2023.1136263
https://www.frontiersin.org/journals/artificial-intelligence
https://www.frontiersin.org


Libal 10.3389/frai.2023.1136263

a more objective experiment, details of which were described in

Section 2.2.1.

Our initial findings from the collaboration with the industrial

partner seem promising.We have also identified some issues, which

need to be overcome for a widespread adaption of such approach

among jurists.

In our collaboration with the partner, we have identified

checking “personal data transfers” for compliance as our use case.

Our first step was to analyze, together with the lawyer, the relevant

articles, guidelines and court case decisions.

The lawyer then proceeded to identify the different legal

linguistic templates used by the different statements. Besides the

“general prohibition” and “exception” which are shown in the

running example, we added also many other templates, such as

conditional and non-conditional definitions. Definitions are used

to make an abstract notion, such as “appropriate safeguards”,

more concise.

At the same time, the lawyer has compiled a list of relevant

vocabulary and the relationships between them. At this point, we

have compared the vocabulary list to the official one from W3C8

and standardized it. The lawyer then started with the annotation

process, while continuously checking the result via the reverse

translation interface.

The most time consuming part was the analysis of the text

in order to identify the relevant legal linguistic templates, as well

as the extraction of vocabulary. We hope that the variety of legal

linguistic templates is rather limited and therefore, that the process

of identifying them will no longer be required when some initial

knowledge bases have been established. Similarly, the process of

extracting vocabulary is needed only when considering a new

legal domain.

The main drawback of the methods and tools described in

this paper is the need to use universally quantified variables. One

difficulty is that the concept of parameterized vocabulary was not

so easy for a non-logician to work with. Another difficulty is that

the tool we have created struggled with the best way to display and

use them.

Our choice at the end was to try to automate the selection of

these parameters as much as possible (for example, when only one

option is available) and to display this information on the reverse

translation tool only as an additional text accessible by hovering

with the mouse over the relevant vocabulary instance.

Still, whenever more than one option was available, the lawyer

has contacted our team for confirmation. We consider an interface

for using and displaying variables and parameters as a main future

challenge which we need to overcome before a wider usage of the

tool by jurists will be possible.

In the remaining of this section, we will discuss some other

future plans and challenges.

The first future work is conducting the experiment, which was

described in Section 2.2.1. Currently, there are not enough detailed

experiments papers, where prospective users describe the strengths

and weaknesses of various systems. In addition, the fact that these

systems are normally created by people with a logic background

8 https://w3c.github.io/cg-reports/dpvcg/CG-FINAL-dpv-20221205

may be the reason why knowledge presentation and legal reasoning

are not as successful in the legal domain as in some others.

Another problem which we have identified and plan on

investigating in the coming years relates to possible applications

of the knowledge bases. This topic was not discussed in the

paper, as one of our main claims is the ability to separate

the knowledge base from possible applications. Nevertheless,

if the goal is to make justice accessible to non-jurists, then

the first challenge is the fact that the legal interpretations

captured by using tools and approaches such as the ones

presented in this paper contain many uninterpreted concepts.

Take for example the concept of “appropriate safeguards,”

which requires balancing different concepts and is probably

not interpretable by non-jurists. We therefore plan on

investigating, not only how to capture high level legal

interpretations, but also ones which can be easily understood

by laymen.

Lastly, we recognize the fact that specific use cases and

collaborations with prospective users were essential to the

development of the current approach. We plan on continuing

the collaboration with stakeholders both in the industry and

the academy.
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