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Controlled experiments involving injection of 0.5 Hz–8 kHz electromagnetic waves into the Earth's magnetosphere have played an important role in discovering and elucidating wave-particle interactions in near-Earth space. Due to the significant engineering challenges of efficiently radiating in the ELF/VLF: 300 Hz–30 kHz band, few experiments have been able to provide sustained transmissions of sufficient power to excite observable effects for scientific studies. Two noteworthy facilities that were successful in generating a large database of pioneering and repeatable observations were the Siple Station Transmitter in Antarctica and the High Frequency Active Auroral Research Program (HAARP) facility in Alaska. Both facilities were able to excite Doppler shifted cyclotron resonance interactions leading to linear and non-linear wave amplification, triggering of free running emissions, and pitch angle scattering of energetic electrons. Amplified and triggered waves were primarily observed on the ground in the geomagnetic conjugate region after traversal of the magnetosphere along geomagnetic field aligned propagation paths or in the vicinity of the transmitter following two traversals of the magnetosphere. In several cases, spacecraft observations of the amplified and triggered signals were also made. The observations show the amplifying wave particle interaction to be dynamically sensitive to specific frequency and also specific frequency-time format of the transmitted wave. Transmission of multiple coherent waves closely spaced in frequency showed that the wave particle interaction requires a minimum level of coherency to enter the non-linear regime. Theory and numerical simulations point to cyclotron resonance with counter streaming particles in the 10–100 keV range as the dominant process. A key feature of the non-linear interaction is the phase-trapping of resonant particles by the wave that is believed to drive non-linear wave amplification and the triggering of free-running emissions. Observations and modeling of controlled wave injections have important implications for naturally occurring whistler mode emissions of hiss and chorus and the broader phenomena of radiation belt dynamics. A review of observational, theoretical, and numerical results is presented and suggestions for future studies are made.
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1. HISTORY AND SIGNIFICANCE OF WHISTLER MODE OBSERVATIONS AND ACTIVE EXPERIMENTS

Appreciation of the role of whistler mode waves in the near-Earth space environment predates the space age and began with the landmark publication by Storey (1953). Storey (1953) identified the plasma nature of the space around of the Earth (out to several Earth radii of altitude) as responsible for the phenomena of “whistling” atmospherics which were first observed on communications hardware during World War I. He described how lightning induced impulsive radiation in the ELF/VLF band (3 Hz–30 kHz) couples through the ionosphere, into the magnetosphere and experiences frequency dispersion due to propagation along the geomagnetic field line in a right hand circularly polarized mode below the electron cyclotron frequency and plasma frequency. This mode has since been called the whistler mode. The work of Storey (1953) was foundational in magnetospheric physics in that it not only established the magnetosphere as filled with significant densities of cold plasma, but also was the first to describe natural whistler wave emissions, known as hiss and chorus, subsequently identified to result from hot plasma instabilities. Today whistler mode waves of both terrestrial and magnetospheric origin are seen as key drivers in near-Earth space energy dynamics (Reeves et al., 2003; Bortnik and Thorne, 2007; Thorne, 2010). Despite several decades of research, whistler-mode wave particle interactions continue to be the subject of active investigations since the near-Earth space environment and its energy dynamics are of increasing economic and strategic importance. Recently there has been renewed interest in non-linear whistler mode phenomena and a consensus that the non-linear regime of wave-particle interactions needs to be quantified to achieve accurate prediction capabilities in global flux and energy models. Active whistler mode injection experiments, which are the topic of this review, have been the drivers of non-linear phenomena investigation and can play an important role in future efforts.

Almost a decade after Storey's results (Storey, 1953) were published, it was discovered that it is possible to actively trigger whistler mode emissions in the magnetosphere with controlled transmissions from VLF communication transmitters (Helliwell et al., 1964). A VLF receiver on board a ship USNS Eltanin in the magnetic conjugate region of the U.S. Navy NAA transmitter in Cutler, Maine observed amplification and triggering of new frequencies from the Morse code 14.7 kHz transmissions. The observed records revealed that the emissions were triggered almost exclusively by the 150 ms Morse dashes and only rarely by the 50 ms Morse dots (Helliwell et al., 1964; Helliwell, 1965, p. 297–298). This remarkable phenomenon was dubbed the “dot-dash anomaly” and sparked interest in dedicated transmissions at variable frequency for controlled experiments of magnetospheric wave particle interactions.

As illustrated in Figure 1, an hemisphere to hemisphere wave injection experiment turns the inner magnetosphere into a plasma chamber in which controlled whistler mode sources can be used as diagnostics of the condition of the plasma and for excitation of instabilities. In such experiments transmitted signals which have made one traverse through the magnetosphere and are observed in the magnetic conjugate region are known as “one hop echoes” and signals that have made two traverses and returned to the transmitter region are known as “two hop echoes.” Antarctica was initially seen as an optimal location for a VLF wave injection experiment where transmissions into the magnetosphere along geomagnetic field lines would be possible. The advantages of Antarctica included the lack of major sources of electromagnetic noise including man-made interference and thunderstorm activity, the established observations of natural VLF emissions, and the accessibility of the conjugate locations on landmasses in the northern hemisphere. Furthermore, the presence of thick ice sheets allowed for significant elevation of an horizontal antenna above the conducting surface of the Earth. An initial attempt of a transmitter near Byrd Station (80.02° S, 119.53° W, L~7.2) known at the Bryd Longwire was operated from 1966 to 1969 but yielded mixed results (Helliwell and Katsufrakis, 1974; Gibby, 2008). One reason that the Byrd Longwire was not able to excite signals that could be observed at the conjugate point was that it was located at a high L shell where geomagnetic field lines can be open and hemisphere to hemisphere ducting is unfavorable. Whistlers in Antarctica were typically observed to have propagated along paths near L~4.


[image: image]

FIGURE 1. Propagation and amplification of whistler waves along ducted paths for fixed transmitter/receiver locations. Spectrograms of transmitted and received signals from HAARP (Left) and Siple (Right) transmitters are shown. Adapted from Figure 1 of Gołkowski et al. (2011).



1.1. Siple Station

In 1969 an effort was undertaken to find an ideal site in Antarctica for a VLF wave injection experiment and after an exhaustive search, a site was selected at 79.93° S, 84.25° W, 2381 km east of McMurdo Station. At L~4.3, the site, named Siple Station in honor of American Antarctic pioneer Paul Siple, offered access to high magnetic latitudes, the plasmapause, and natural VLF emissions. The magnetic conjugate point was located near the city of Roberval in Quebec, Canada, making establishment of a conjugate monitoring station straightforward. The initial installation, completed in 1973 used the 80 kW VLF transmitter from Byrd Station and a single 21.2 km horizontal antenna giving a resonant frequency of approximately 5 kHz. The installation received significant upgrades over the years with a 150 kW transmitter installed in 1979, the antenna lengthened to 42 km in 1983 and the addition of a second 42 km dipole in 1986. The 42 km crossed dipoles of the final installation were resonant at 2.5 kHz and could directly excite a right hand polarization that could propagate in the ionosphere and magnetosphere (Helliwell, 1988).

Analysis by Raghuram et al. (1974) showed that the antenna efficiency at Siple Station was on the order of 2–3%. The 2 km thick ice sheet was key in elevating the antenna above the conducting ground and mitigating detrimental image currents (Helliwell, 1988). This controlled science dedicated injection of several kW of power in the few kHz band continues to be unmatched to this day. The Siple experiment was very successful in producing observations of non-linear growth and triggering of whistler mode waves in the conjugate region and in the vicinity of the transmitter. The reception statistics show that the amplified and triggered signals were received in the conjugate region for ~25% of transmission cases for the 80 kW transmitter and over 50% for the 150 kW transmitter (Carpenter and Miller, 1976, 1983; Gibby, 2008; Li et al., 2015b). The observation occurrence was also optimized by following a procedure in which the transmission frequency and format was dynamically set and changed in response to observations of natural VLF emissions or excited echoes of transmitted signals (Gibby, 2008). In particular, transmissions within a few hundred Hz of a natural hiss band were observed to be favorable for triggering a magnetospheric response. This underlines both signal amplitude and specific frequency as important parameters in active magnetospheric whistler mode probing. Sometimes the band of frequencies over which growth occurs may be only a few hundred Hz wide (Helliwell, 1988). Signals from Siple Station were also observed on numerous spacecraft (Inan et al., 1977; Bell et al., 1981; Rastani et al., 1985). The signal amplitudes observed on the spacecraft varied from 0.01 to 0.5 pT with the strongest signals received outside the plasmapause and/or after crossing the magnetic equatorial plane. Amplitudes prior to crossing the magnetic equator were lower and in the range of 0.01 to 0.05 pT (Sonwalkar et al., 1984; Rastani et al., 1985; Sonwalkar and Inan, 1986) .

The unique richness of the observations from Siple Station, which we describe in more detail in the subsequent section, motivated a wide range of theoretical studies of non-linear whistler mode wave particle interactions and the triggering of new emissions in the 1970s and 1980s (Sudan and Ott, 1971; Karpman et al., 1974, 1975; Nunn, 1974; Roux and Pellat, 1978; Vomvoridis and Denavit, 1979; Matsumoto et al., 1980). Other active experiments during this time yielded less data but confirmed the resulting effects of excited wave-particle interactions. Injection with temporary balloon transmitters (Dowden et al., 1978) or observations of pulsed VLF transmissions for maritime navigation (Tanaka et al., 1987) were also pursued. However, the former were limited by their temporary nature and the latter did not have favorable frequency and location to regularly excite the richer non-linear behavior.

Funding for Siple Station station ended in 1989 at which time the station was abandoned. A concise history of Siple Station operation can be found in Chapter 2 of the thesis by Gibby (2008); a more detailed history of experiments and operations during this period has been provided by Carpenter (2016). Data from the Siple Station experiment originally recorded on magnetic tape has been digitized and is the subject of continued investigations (Li et al., 2014, 2015a,b; Costabile et al., 2017)

1.2. High-Frequency Active Auroral Research Program (HAARP)

The construction of the High Frequency Active Auroral Research Program (HAARP) ionospheric facility in Gakona, Alaska (62.4° N, 145.2°W) in the 1990s opened new opportunities for dedicated transmissions for magnetospheric wave injection. The main instrument of the facility is the ionospheric heater, which, upon its final completion, could radiate 3.6 MW in a wide band from 2.75 to 9 MHz, making it both the most powerful and versatile HF heater in the world. Unlike Siple Station which radiated ELF/VLF frequencies directly from a conventional antenna, the HAARP heater had the ability to generate ELF/VLF by modulating overhead natural ionospheric currents. The concept of using an ionospheric heating facility to generate ELF/VLF waves by modulating the ionospheric electrojet had been illustrated at the Tromsø facility in Norway during the 1980s (Stubbe et al., 1982) and also earlier in the Soviet Union (Getmantsev et al., 1974). However, it was initially not clear whether such a technique would be effective at HAARP since the latitude was lower than the Tromsø facility and the auroral electrojet was therefore expected to be less prominent. To the surprise of some, the first experiments of modulating the electrojet over HAARP were a huge success (Milikh et al., 1999). Even with the initial version of the heater with only 960 kW of power, ELF/VLF signals were clearly observed at a receiving station 36 km away and the facility proved effective in probing the magnetosphere (Inan et al., 2004).

The location of the HAARP ionospheric heating facility was determined by the availability of an existing military site that was originally intended to be an over-the horizon radar installation. One of the consequences of this location was that the magnetic conjugate point of the facility was in the southern Pacific Ocean about 1,000 km from the coast of New Zealand and 500 km from the nearest land of Campbell Island. An ambitious engineering effort was made to deploy autonomous receivers on buoy platforms (Cole et al., 2005) that would transmit recorded data via Iridium satellite modem. Shipborne VLF receivers were also used to make conjugate observations (Gołkowski et al., 2008; Carpenter, 2016, section 5.3). The two autonomous buoy receivers deployed did not operate as long as had been initially planned but both yielded observations of one hop and higher order echoes. Likewise, almost every ship borne observation during a HAARP campaign also yielded evidence of direct whistler mode triggering by the HAARP facility. When receivers were not available in the conjugate point, a network of receivers near the HAARP facility were used to observe two hop echoes (Golkowski, 2009).

Wave injection experiments at HAARP leveraged the experience gathered during Siple Station operations. Campaigns were typically run for 1–2 weeks with ~8 h of transmissions a day. The years 2007–2008 saw a large number of campaigns dedicated to wave injection studies. The magnetospheric response to the transmissions was monitored with local receivers, which would create spectrograms in near-real time and post to a website for viewing. Changes in transmission format could be made within a minute or two by communication with the facility operator. As with Siple Station, changing the transmission frequency and the frequency-time format would often have a significant effect on the presence and strength of magnetospheric echoes observed. HAARP ELF/VLF signals were regularly observed on the DEMETER spacecraft at 700 km altitude (Platino et al., 2006; Piddyachiy et al., 2008) and also by the CLUSTER spacecraft (Platino et al., 2004). HAARP induced one-hop echoes were observed on DEMETER in the conjugate point (Gołkowski et al., 2011). Additional relavent reports on HAARP wave injection include work by Golkowski et al. (2009) and Streltsov et al. (2010). A broader review of research efforts at HAARP additionally encapsulating HF wave interactions in the ionosphere has recently been compiled by Streltsov et al. (2018).

A key difference between the HAARP ELF/VLF transmissions and the Siple Station transmitter is total radiated power. As mentioned above, the Siple Station transmitter would radiate on the order of 1 kW or more of ELF/VLF power. The ELF/VLF generation capability of HAARP is variable as it depends on the overhead elecrojet current intensity and the lower ionosphere profile in a complicated way (Jin et al., 2011). The radiated ELF/VLF power is also harder to quantify and estimates using both ground and space observations range from from less than 1 W to a maximum of 200 W on rare select days of optimal conditions (Platino et al., 2006; Moore et al., 2007; Cohen et al., 2011; Cohen and Gołkowski, 2013). Despite its lower power, the HAARP facility had the advantage of greater transmission bandwidth over spans of up to 10 kHz and ability to synthesize complex transmissions.

2. FEATURES OF OBSERVATIONS

The most characteristic repeatable feature of the observations and emblematic of the non-linear nature of the phenomena is the temporal growth in amplitude of a signal observed at a stationary receiver in the conjugate point that results from the transmission of a constant amplitude pulse. Examples of this canonical behavior from both the Siple and HAARP experiments are shown in Figures 2, 3 respectively. The growth phase typically lasts on the order of less than a second and subsequently the amplitude saturates. During the exponential growth phase the observed frequency remains within ~10−15 Hz of the transmitted frequency, but phase is also exponentially advancing. At saturation a free running emission commences. This free running emission typically increases in frequency and is called a riser. Frequency fallers that decrease in frequency and “hook” emissions that reverse in frequency change are also observed as shown in Figure 4. A remarkable feature of the free running emission is that even though it swings through a wide range of frequencies of several kHz, its instantaneous bandwidth is typically restricted to less than 10−15 Hz. The free running emissions triggered by injection experiments are identical to features of chorus waves observed on spacecraft and on the ground. A recent analysis of two hop echoes from the HAARP experiment concurrent with chorus risers has been presented by Hosseini et al. (2017) and illustrates how the frequency sweep rate of both types of emissions shows similar evolution.
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FIGURE 2. Growth and triggering characteristics of the instability from the Siple Station experiment seen in the transmission of 2.71 kHz pulse (A) The time frequency format transmitted from Siple Station. (B) The time-frequency spectrogram of the VLF data received at the conjugate point. (C) A narrowband amplitude plot, centered on 2.71 kHz, with a 160 Hz bandwidth. (D) The phase of the narrowband data in (C). Adapted from Figure 2.3 of Gibby (2008).
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FIGURE 3. Received two hop echo with triggered emissions due to a monochromatic transmitted pulse from HAARP at 2.22 kHz. (a) Spectrogram of transmitted and received signal, (b) temporal increase in signal amplitude at the transmitted frequency. (c) Exponential phase advance that accompanies the temporal amplitude increase. Features of amplitude and phase dynamics simlar to those shown in Figure 2 for a one hop echo from the Siple Station experiment. The emission at 4 s in the record is from an earlier transmitted frequency-time ramp. Adapted from Figure 3 of Gołkowski et al. (2010).
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FIGURE 4. Complex triggered emissions observed at Lake Mistissini in response to Siple Station transmissions showing multiple risers and hooks. Adapted from Figure 2 of Li et al. (2015c).



Whether or not the triggered free running emission is a riser, faller, or hook is variable. Helliwell and Katsufrakis (1974) show clear change of fallers to risers when transmitted pulse duration is changed. Fallers are generated by short pulses up to 250 ms in duration and risers are generated by longer pulses 300–400 ms long. A more comprehensive statistical study of Siple Station observations by Li et al. (2015b) confirms that shorter pulses are more likely to trigger fallers while longer pulses trigger risers. The simplest theory of the free running emission frequency change is that it is created by counterstreaming energetic electrons that are initially in forced resonance with the wave and then exit the wave field and revert back to adiabatic motion. If those electrons retain an element of phase coherence after they exit the wave field they will radiate either a falling or rising emission depending on if the reversion to adiabatic motion takes place before or after the equator (toward lower or higher gyrofrequency). This model was put forth by Roux and Pellat (1978) and is enticing in its simple elegance. However, it is noted that electrons no longer under the influence of the wave will quickly mix in gyrophase and not radiate coherently, so the distance over which this mechanism radiates would have to be small. Other more complicated theories of risers vs. fallers have these emissions being radiated by particles remaining in forced resonance with the wave but on different sides of the equator (Nunn and Omura, 2012). In either case, the magnitude and position of wave amplitude spatial gradients along the field aligned propagation path is seen as a key parameter.

2.1. Threshold for Non-linear Growth and Triggering

There is a threshold for excitation of the non-linear growth but is relatively low, on the order of a 1 W of ELF/VLF radiated power as evidenced by power stepping studies at Siple Station (Helliwell et al., 1980) and the fact that the HAARP facility was able to excite the phenomena at all given the power levels described above. In the Siple experiment, observations showing only linear growth of transmitted signals without the non-linear features were obtained (Paschal and Helliwell, 1984). For wave growth in the linear regime the echo of a transmitted single frequency constant amplitude pulse observed in the conjugate region does not show temporal amplitude change since each part of the pulse is amplified the same amount. Linear growth rates can be calculated directly from the anisotropy (see section 3.2) and flux of the energetic electron distribution (Kennel and Petschek, 1966). In the literature on Siple Station observations, linear growth is often described as “spatial” growth. Gołkowski et al. (2010) show that the exponential growth duration and also the final saturation amplitude are surprisingly similar even if the transmitted input amplitude is decreased by 13 dB. What is different in those cases is that for the weaker input the non-linear temporal growth phase occurs later and the free running emission triggered is a relatively steeper frequency riser and not a hook or faller as it is for the higher amplitude input (Gołkowski et al., 2010). The maximum saturation amplitude achieved is therefore a function of magnetospheric plasma and not the input signal amplitude. The time delay of the temporal growth and saturation can be understood as the lower input amplitude requiring more time to grow in the linear regime before the non-linear growth threshold is breached. This also means that the spatial gradients of wave amplitude along the interaction region would be in different places along the field line and thus the counterstreaming electron exiting the interaction region would exhibit different rates of gyrofrequency change when they revert back to adiabatic motion. This latter behavior can explain the riser vs. faller difference in features. In general, the non-linear temporal growth rates observed are in the range of 3 to 270 dB/s with a median growth rate of 68 dB/s (Li et al., 2015c). The observed peak echo amplitudes observed on the ground for the HAARP experiment were in the range of 0.01–1 pT. The simultaneous occurrence of both linear and non-linear wave growth makes it challenging to estimate the wave amplitude in the magnetospheric interaction region at a specific point in time and space (Gołkowski et al., 2008).

2.2. Suppression, Sidebands, and Entrainment

Other important features of the observations include suppression of growth by signals adjacent in frequency, the generation of sidebands, and entrainment. Two waves with a frequency spacing of ~5 Hz or less behave as a single wave and waves with frequency spacing greater than ~120 Hz generate independent magnetospheric responses. Between these values, the response is suppressed relative to the independent response, with minimum response at a frequency spacing of ~20 Hz. The suppression occurs almost instantaneously (in less than < 10 ms) and is up to 15 dB. This suppression has been explained as stemming from the disruption of the coherent nature of a single frequency signal. Experiments testing the limits of the coherence bandwidth for triggering were performed both at Siple Station and HAARP. At Siple Station hiss like signals of band limited noise were created by modulating the frequency of the carrier. It was found that rising emissions were triggered for bandwidths less than 60 Hz but not for bandwidth at 100 Hz or greater (Helliwell et al., 1986). At HAARP, synthetic band limited Gaussian noise of instantaneous bandwidth of 10, 30, and 100 Hz was modulated onto a ELF/VLF carrier frequency. When the instantaneous bandwidth was 30 Hz or below, magnetospheric amplification and triggering was observed, when it was 100 Hz no amplification was observed (Gołkowski et al., 2011). These results suggest that hiss emissions can trigger or evolve to discrete chorus like emissions but only if a minimum level of coherence or maximum bandwidth is achieved. In this context, observations made by Hosseini et al. (2017) show a band of hiss narrowing in bandwidth before the hiss emissions evolve to chorus emissions.

Entrainment is a multi-frequency interaction in which an injected signal captures a free running emission and controls its frequency (Helliwell and Katsufrakis, 1974; Gibby, 2008; Gołkowski et al., 2008). An example of free running emissions being successively entrained by a series of transmitted pulses decreasing and then increasing in frequency is shown in Figure 5. This phenomenon shows how the hot plasma distribution that is radiating the free running emission can be directly modified in a very deterministic manner. In a broader context, modification of the frequency content of chorus waves may be possible if controlled wave power can be injected at the appropriate place and time.
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FIGURE 5. A case of entrainment from the Siple Station experiment received at Roberval on 27 June 1975 at 13:41:09 UT, in which a “stair-step” transmission from Siple starting at 3.5 kHz triggered a free-running plasma emission whose time-frequency characteristics are controlled by the subsequent constant frequency transmissions. (A) Time-frequency format transmitted by Siple. (B) Received signal at Roberval (magnetic conjugate point), showing characteristics of entrainment. Adapted from Figure 2.7 of Gibby (2008).



Sidebands occur when one or more quasi-constant frequency components appear within less than 100 Hz of a monochromatic input wave. The term sidebands originates from the overall similarity to modulated radio communications. Sidebands appear rarely and when the observed carrier wave is strong, but there is no simple relationship between carrier amplitude and sideband amplitude. Sideband amplitude may be symmetrical or asymmetrical about the carrier, and in the asymmetrical case it is usually the upper sideband that is stronger. Sideband amplitude is usually 10 dB or more below the carrier amplitude, but sometimes it can exceed the carrier amplitude (Park, 1981). Costabile et al. (2017) performed relative phase analysis of sidebands from the Siple experiment and discuss theories of sideband generation.

2.3. Effect of Geomagnetic Conditions and Transmitted Frequency

Both the Siple Station and HAARP experiments found that observations of magnetospheric echoes were most likely after 2–3 days of quieting geomagnetic conditions following a magnetospheric disturbance (Carpenter and Bao, 1983; Helliwell, 1988; Gołkowski et al., 2011; Li et al., 2015c). Although highly disturbed conditions and the associated free energy of high radiation belt fluxes can seem favorable for triggering of non-linear phenomena, the requirement for a stable ducted path for propagation of a ground injected signal to the equatorial interaction region appears to be a dominant factor. The latter condition is known to be associated with quieting conditions. For the Siple Station experiments the vast majority of signal receptions occurred when the transmitted frequency was between 0.2 and 0.5 of the equatorial gyrofrequency (~6 kHz for L = 4.2). For the HAARP experiment, the observed echoes were always below half the equatorial gyrofrequency (~3.8 kHz for L = 4.9). A common explanation put forth for very few observations above the equatorial half gyrofrequency has been that guiding of waves in density enhancement ducts is limited by this upper cuttoff (Smith, 1960) (in depletion ducts, propagation above the half the gyrofrequency is possible.) However, recent work suggests that for typical pitch angle anisotropy values found in the magnetosphere, linear growth also exhibits an upper frequency cutoff. For anisotropy values of 1, the cutoff is exactly at half the gyrofrequency (Hosseini et al., 2019). Additional theories posit that the observed half-gyrofrequency cutoff may be due to non-linear damping of longitudinal components due to quasi-parallel propagation (Omura et al., 2009; Yagitani et al., 2014).

2.4. Terminology

The richness of the observations has caused a number of terms to be used to describe the phenomena and this can lead to confusion. In the literature describing Siple Station results the term “coherent wave instability”(CWI) is commonly used to emphasize that the injected wave needs to be phase coherent over a minimum temporal duration for the non-linear interaction to take place. This minimum duration requirement was also seen in the “dot-dash” anomaly of the early observations. The prominent stages of the single frequency excitation, namely temporal growth near the transmitted frequency followed by saturation, and a “free” running riser or faller are also often parsed with the terms “echo,” “triggering wave,” or “embryo emission” for the initial part (Dowden et al., 1978) and “triggered emission” for the latter free running component. On the other hand, theoretical publications by authors removed from the active experiments tend to use the term “VLF triggered emissions” to describe all the phenomena. Due to the common physics between wave injection results and natural chorus waves, a broader term of magnetospheric non-linear cyclotron growth is perhaps the most appropriate.

3. THEORY OF CYCLOTRON RESONANCE AND WAVE AMPLIFICATION

The fundamental physical environment of cyclotron wave-particle interactions in the magnetosphere is reasonably well-understood (Gendrin, 1975; Omura et al., 1991; Thorne, 2010). Specifically, in the region of the plasmasphere 2 < L < 6, the Earth's magnetic field retains an approximately dipole shape. Additionally, a population of low energy 1 eV < E < 10 eV but relatively dense 10[image: image] 5,000cm−3 electrons permeate the background which results in a magnetized plasma environment. The plasmasphere thus supports the propagation of several plasma wave modes of which, as discussed previously, the whistler mode is of particular importance. Superimposed on the cold particles are the outer Van Allen radiation belts which consist of high energy electrons 1 keV < E < 100 keV that are trapped in a magnetic mirror configuration by the geomagnetic field (Walt, 2005). Since radiation belt electrons are forced into helical orbits by the background field, the particles can resonate with the circularly polarized whistler mode waves that are also propagating along the field line. Electrons that are counter streaming to the wave's propagation direction can undergo Doppler shifted cyclotron resonance, or gyro-resonance. That is, electrons that travel at the appropriate velocity will experience an approximately static wave electric field and significant energy exchange Inan (1977). This is referred to as the resonance velocity, vr and is given by

[image: image]

where the quantities ω and k correspond to the wave frequency and wavenumber respectively and are related by the whistler mode dispersion relation. The quantity γ is relativistic Lorentz factor and is important for ultra-relativistic particles (Omura et al., 2007). An important assumption in (1) is that the waves are assumed to propagate parallel to the magnetic field lines and all other wave modes are ignored. This is a reasonable assumption when assuming ducted propagation although some work may suggest the importance of additional wave modes as well (Bell and Ngo, 1990; Zhang et al., 1993). Recent work has shown that the results of parallel propagation are still applicable for small oblique angles of propagation (Nunn and Omura, 2015). Note, as per the convention of Omura et al. (2008), the waves propagate in the z-direction and the resonance velocity is thus negative for counter streaming electrons.

The mathematical basis of modeling wave-particle interactions is via the Vlasov-Maxwell system of equations. Specifically, the Vlasov equation (2) describes the evolution of the electron phase space density f(r, v) in a collision-free plasma.

[image: image]

Here, the quantities r and v correspond to the position and velocity coordinates of phase-space. Ew corresponds to be the wave electric field while B is the total magnetic field. The total magnetic field can be decomposed into B = Bw+B0 where Bw is the wave magnetic field while B0 represents the background geomagnetic field.

Maxwell's equations govern the evolution of the wave electric and magnetic fields and are given by (3-4),
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The quantities Jh and Jc represents the currents due to the hot and cold plasma respectively.

Although the general theory of wave particle interactions is rather complex, analytical expressions can be derived under certain simplifying assumptions. Specifically, wave growth is typically separated into two regimes, (i) linear growth driven by temperature anisotropy and (ii) non-linear growth driven by phase-trapping of resonant particles. The two regimes are both important components of the whistler mode instability and are discussed in more detail in the following subsections.

3.1. Narrowband Field Equations and Geometry

When modeling the evolution of the electric and magnetic fields in a magneto-plasma, the wave equations can be simplified under the assumption of a narrowband modulating wavepacket. This is a reasonable assumption given the coherence of the signals observed in the data. Specifically, the expression for a circularly polarized whistler wave magnetic field propagating in the +z-direction is given by

[image: image]

where [image: image]. The term ωt−∫kdz in the argument of the exponent corresponds to the phase variation of a monochromatic plane wave and can be thought of as a feature of the injected carrier wave. The quantity [image: image] corresponds to the complex wavepacket that modulates the carrier whistler wave. Under the slowly-varying or narrowband assumption (Nunn, 1974) the evolution equations for the amplitude and phase of the modulating wavepacket is given by (6)-(7),
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These narrowband wave equations describe the evolution of a wavepacket that is propagating at the group velocity of the whistler wave. Specifically, (6) shows that the wave amplitude is driven by the component of the resonant current that is parallel to the wave electric field JE. When JE is negative the wave will experience growth, otherwise the wave will be damped for positive JE. On the other hand, the wave phase (and hence frequency change) is driven by the component of the current that is anti-parallel to the wave magnetic field JB. The geometry that shows the wave fields, the resonant currents, and the particle velocity variables are delineated in Figure 6. The quantity JR represents the resonant current due to the hot plasma. (JE and JB are orthogonal components of JR) The variables v⊥ and ζ correspond to each particle's velocity perpendicular to B0 and the gyrophase angle respectively.
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FIGURE 6. Geometry showing resonant currents and particle perpendicular velocity relative to the wave fields (Ew, Bw) and background geomagnetic field (B0).



Equations (6–7) have been derived independently by several authors (Karpman et al., 1974; Nunn, 1974; Rathmann et al., 1978; Omura and Matsumoto, 1982; Trakhtengerts, 1995) and are believed to adequately describe the wave fields for the whistler mode instability.

3.2. Linear Theory

Under the assumption of small amplitude waves and small perturbations to the initial particle distribution, the Vlasov-Maxwell system can be linearized and a closed form expression can be derived accordingly (Kennel and Petschek, 1966). Following the method of Gołkowski and Gibby (2017), the resonant currents under the linearized assumption are given by (8, 9),
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where γL is the well-known linear growth rate (Kennel and Petschek, 1966) and is given by the expression (10),
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Nc represents the cold plasma density, while η and A correspond to the particle resonant flux and anisotropy respectively. As can be seen in (10), the sign of the linear growth rate is dictated by the value A. In the case of a Bi-Maxwellian velocity distribution, the expression for the anisotropy simplifies to
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The quantities T⊥ and T∥ correspond to the electron temperatures in the directions that are perpendicular and parallel to geomagnetic field respectively. Thus, if the electron distribution has sufficient temperature anisotropy [image: image] the radiation belt velocity distribution is unstable and whistler waves can be amplified. An interesting consequence of (8, 9) is that only JE is non-zero while JB is identically zero under the linearized model. Thus, linear theory predicts amplification and no frequency change of the injected whistler wave. However, observations as discussed in section 1 show frequency changes as defining features of the non-linear instability. As such, linear theory only describes the initial process of wave amplification and cannot be used to model the instability in its entirety.

3.3. Non-linear Theory

Once the magnetic field of the wave becomes sufficiently large, linear theory does not adequately model the whistler mode instability. Accurately understanding the dynamics of resonant particles is required to correctly describe the non-linear aspect of the problem.

The dynamics of an energetic electron in a monochromatic whistler mode wave field is in general governed by the Lorentz force. Although several authors have analyzed the equations of motion with different approaches, this section will review the simplified equations that are generally accepted to be the most relevant. The equations of motion can be simplified by neglecting the transverse spatial motion of electrons and by only considering spatial variation along the field line coordinate, z. Additionally, by using a cylindrical coordinate system in velocity and only considering the dynamics of near-resonant particles (Omura et al., 1991), the equations of motion can be written as (12, 13),
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Here, the variable θ = k(v∥−vr) represents a normalized change of the electron's parallel velocity from resonance. The quantity [image: image] is known as the trapping frequency. The quantity S is called the collective inhomogeneity factor or the “S-parameter” and is given by
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The S-parameter quantifies the effect of background inhomogeneity as well as the frequency sweep rate as observed by the particle ([image: image]). It is worth noting that several authors have derived (12),(13), and (14) with different notation over the past several decades (Dysthe, 1971; Nunn, 1974; Matsumoto and Omura, 1981; Trakhtengerts and Rycroft, 2008). Differentiating (12) with respect to time and plugging into (13), results in a non-linear ordinary differential equation given by
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Equation (15) represents a forced pendulum equation where the forcing term is proportional to S. For S = 0, (15) is identical to the conventional pendulum equation and the particle will oscillate around ζ = π at the trapping frequency ωtr in a manner similar to which a pendulum oscillates in a constant gravitational field. For values in the range −1 < S < 1, the central phase angle around which the particle oscillates is moved to ζ0 = −arcsin(S). For |S| > 1 particles are not trapped and do not remain in resonance with the wave. For a dipole geomagnetic field that is typically accurate in the plasmasphere and [image: image], S = 0 only at the magnetic equator. For a distorted geomagnetic field geometry so called “minimum B” pockets can occur off the equator and also enhance particle phase trapping even for low amplitude waves. In this context it is worth noting that chorus waves are observed to be primarily generated at the equator (Santolik and Gurnett, 2003) or in such minimum B pockets (Tsurutani and Smith, 1977).

Of particular importance is the formation of a wave-induced trap in phase-space (Omura et al., 2008). Figure 8 shows twelve test particle trajectories with trapped resonant particles (red) and untrapped resonant particles (black) for an assumed dipole geomagnetic field. All particles start with the same value of v∥ and v⊥ as well as the same initial position. The particles are uniformly distributed in gyrophase, and as shown in Figure 8, the untrapped particles are deflected when they come into resonance with the wave. On the other hand, the trapped particles are forced to stay in resonance with the wave over thousands of kilometers after which they are released from the trap. Whether or not a specific particle is trapped depends on the initial gyrophase angle when the particle goes into resonance with the wave. Phase-trapping of particles is believed to be a vital component of the non-linear instability (Dysthe, 1971; Matsumoto et al., 1980; Harid, 2015). Specifically, trapped particles deviate significantly from their adiabatic trajectories which in turn appreciably alter the distribution function.

The structure of the phase-space trap depends on location along the field line and Figure 7 shows the shape of the phase-space trap at several positions (for a monochromatic whistler mode wave). The variable ζ on the vertical axis is defined by [image: image] and is essentially a normalized deviation of v∥ from resonance. The trapped trajectories correspond to closed curves in phase-space while the untrapped particles follow open curves. The trapped and untrapped electron populations are separated by a boundary known as a separatrix and are shown by the red contours. For a monochromatic signal, the phase-space trap can only exist in a narrow range around the magnetic equator after which the trap disintegrates and the mirror force dominates over the non-linear effects of the wave.
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FIGURE 7. Local phase-space trajectories at different locations along the field line for a monochromatic and constant amplitude signal. The separatrix is shown by the red contours. A zero value on the vertical axis represents the resonance velocity given in Equation (1). The horizontal axis is gyrophase as defined in Figure 6.



Since trapped particles that are downstream of the wave are forced to remain in resonance for a long period of time, by virtue of Liouville's theorem the trapped particles drag the downstream value of the distribution function to locations that are upstream (Here upstream and downstream are defined relative to the wave propagation direction). Within a few trapping periods, the density inside the trap will be approximately constant (i.e phase-mixed) while the region outside the trap will be close to the unperturbed velocity distribution. As shown in Figure 8, electrons that are trapped downstream will start at high value of v∥ and follow the resonance velocity curve to a lower values of v∥ at the equator. Since the initial velocity distribution typically has a lower value at higher particle velocities, the density inside the trap at the equator will be much lower than the surrounding regions of phase-space. This results in what is known as an "electron hole" in phase-space.


[image: image]

FIGURE 8. Trajectories of trapped (red) and untrapped (black) electrons with uniformly distributed initial gyro-phase. The wave is assumed to be constant amplitude and monochromatic.



By running test particle trajectories backwards in time and employing Liouville's theorem, the distribution function can be reconstructed in high resolution (Nunn, 2012; Harid et al., 2014a). Figure 9 clearly shows the electron hole in for three different locations along the field line (upstream, equator, and downstream of the wave) in the presence of a monochromatic and constant amplitude signal. As shown, the electron hole is well-defined and has an approximately constant density inside the phase-space trapping region. It is worth noting that for higher pitch angles or short pulses the opposite can occur and an "electron hill" can be formed as well (Hikishima and Omura, 2012; Nunn and Omura, 2012).
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FIGURE 9. Formation of phase-space electron hole from test particle trajectories. (A) upstream location, (B) equator, and (C) downstream location relative to the wave propagation direction.



The formation of an approximately constant density across the phase-space trap allows for semi-analytical calculation of the resonant currents (Omura et al., 2008, 2009; Summers et al., 2012). Omura et al. (2009) and Cully et al. (2011) used such expressions along with further assumptions to estimate frequency sweep rates of chorus emissions. Costabile et al. (2017) used such expressions to investigate sideband formation. Although these simplifications have been validated against simulations (Katoh and Omura, 2016) and satellite observations (Cully et al., 2011) of chorus emissions, it does not entirely describe the complex dynamics of triggered VLF emissions. This is partly because triggered emissions are induced by a coherent seed wave while chorus waves are generated from amplification of background noise that is maximized at the equator (Foust, 2012). The formation of triggered waves, however, may occur at a point along the field line that is offset from the equator resulting in falling tones, hook like emissions, and other complex frequency-time relations (Smith and Nunn, 1998). Thus, the theoretical framework requires some extension to handle the rich variation that is observed in data (Helliwell, 1965; Li et al., 2015b).

Several theoretical features of the whistler instability, particularly the basis of amplification, has been well studied over the past several decades. However, many important features are yet to be properly understood from a theoretical point of view. These include complex variability of rising, falling, and hook-like emissions. The interaction between multiple waves that are closely spaced in frequency (and thus have overlapping traps), can lead to what is known as the coherence bandwidth effect and has not been considered in rigorous detail. Additionally features such as the entraining of one signal onto another has yet to be accurately described from fundamental physics. Effects of additional plasma modes or three dimensional aspects of the real physical scenario have often been neglected and some research suggests that there may be important physical phenomena that is yet to be captured (Omura and Matsumoto, 1987; Bell and Ngo, 1990; Ke et al., 2017). It is likely that theoretical insight will be gained via numerical simulations, especially in the current era of high performance computing paradigms.

4. SIMULATION METHODS AND RESULTS

The inherent non-linearity associated with non-linear whistler phenomena is largely analytically intractable and thus numerical simulations are the primary means of approaching the problem. From a theoretical point of view, the cyclotron instability can be modeled using the Vlasov-Maxwell system of equations. Although the problem is well-defined in theory, the multi-scale aspect of the problem requires care when developing self-consistent simulations. Specifically, the electron resonant velocity in the presence of a monochromatic wave varies significantly along the field line due to the spatial variation of the geomagnetically field. On the other hand, the size of the trap in phase-space ([image: image]) is much smaller than the typical values of the resonance velocity. Additionally, adiabatic motion of particles that are outside the phase-space trap cover a very large range of velocities due to the geomagnetic mirror geometry. Thus, the simulations must resolve the trap with enough detail to discern non-linear dynamics while the range of particle velocities must be large enough to encompass all the resonance velocities and adiabatic trajectories that constantly fall into resonance. These complications make simulations difficult and simplifying assumptions are often needed for computational feasibility at the expense of ignoring certain physical effects. For this reason, several computer models have been developed over the past five decades, each of which have various strengths and weaknesses. Although several authors have considered test particle dynamics in the presence of whistler mode waves (Inan, 1977; Albert, 2002; Tao et al., 2012; Albert et al., 2013), only models that self-consistently account for wave amplification are considered in this review. Reviewing the historical development of various numerical models helps provide a good understanding of the major contributions so far as well as the unanswered questions that are relevant for future work.

4.1. Modeling History and Results

Self-consistent computer simulations of the non-linear whistler mode instability in the magnetosphere have been utilized extensively since the late 1960s. Only certain major works are described in this review to illustrate the historical progression of computational techniques. Thus, the ensuing discussion is by no means exhaustive and is meant to provide a high level view of simulation results over the past 50 years.

The earliest simulations can be traced back to Helliwell and Crystal (1973) where the authors considered radiation due to a monoenergetic stream of resonant sheets of phase-bunched electrons. Although the model predicted wave-growth, the important effect of the geomagnetic field inhomogeneity was ignored as well as the changing frequency of the wave. Additionally, the model did not consider a realistic initial electron distribution function which plays an important role in the wave-particle interactions process.Nunn (1974) developed a hybrid code where the cold particle population was modeled via a fluid equation while the resonant currents were assumed to be dominated by stably trapped particles and the wave equations were approximated under a narrowband assumption. Additionally, a phenomenological damping term was included to account for effects such as landau damping and leakage from a duct. The model did produce non-linear amplification and demonstrated the formation of currents due to resonant interactions, however, frequency change was not readily observed in the simulations. This was primarily due to the fact the range of particle velocities in the simulations were quite close to the local resonance velocity in the presence of a monochromatic wave-packet, thus velocities corresponding to resonance at new frequencies were inherently ignored. Denavit and Sudan (1975) utilized a full particle simulation where both the cold and hot plasma are modeled with a large number of macro-particles. Just as in Nunn (1974), the waves were treated with a narrowband assumption for computational simplicity. The authors showed that the model did produce non-linear amplification for an unstable plasma. Additionally elongation and frequency change of the wavepacket was observed due to phase correlations of detrapped resonant electrons.

The work of Denavit and Sudan (1975) was one of the first full-particle simulations of the whistler-mode instability. Similarly, Vomvoridis and Denavit (1980) applied the long-time scale (LTS) algorithm of Rathmann et al. (1978) to the wave-particle interactions problem. The model essentially tracked particle trajectories through time and the resonant currents were determined by giving the particles a finite size in a manner similar to Denavit and Sudan (1975). Unlike the Vlasov Hybrid Simulation (described below), no phase-space grid was required for the simulations. They found that the growth could be separated into a homogeneous component, inhomogeneous untrapped component, and an inhomogeneous trapped component. Although the model elucidated features of non-linear growth due to resonant wave-particle interactions, the simulated frequency change primarily showed temporal oscillations that were in part attributed to undersampling of the particle distribution. The code utilized a narrowband assumption for the wave envelope without any filtering which may have caused further difficulty in modeling free running emissions. Additionally, the code was highly susceptible to numerical noise and oscillations due to the undersampling problems associated with particle methods. Matsumoto et al. (1980) and Omura and Matsumoto (1985) also considered full particle simulations but with a homogeneous background magnetic field. The work clearly demonstrated non-linear growth, however, significant frequency changes was not observed which further highlighted the importance of a spatially varying geomagnetic field.

One of most impactful numerical models was the development VHS (Vlasov Hybrid Simulation) code by Nunn (1990). The code included the effects of trapped and untrapped resonant particles and relied on continuously tracking particle trajectories in time while interpolating to a phase-space grid with the aid of Liouville's Theorem. The resonant currents were then calculated by appropriately integrating over phase-space. The VHS code successfully reproduced several features of triggered VLF emissions including non-linear growth, rising frequency tones, falling tones, and hook-like signals. Although the code shed light on several aspects of free-running emissions, it required artificial filtering to ensure a well-defined frequency as well as the stability of the simulations. Additionally the narrowband assumption make it unsuitable for complex multi-frequency interactions or broadband signals. Even so, the VHS code has been successfully used to reproduce several features observed in data (Nunn et al., 1997, 2009; Smith and Nunn, 1998).

Increased computational power in the early 2000s permitted the design of higher resolution codes and renewed interest in modern simulations of the whistler mode instability. Specifically, the ability to use several million to even billions of grid points has become a practical reality with parallel computing paradigms and decreased memory costs. Additionally, simplified models with fewer grid points were capable of being run on a desktop computer within a few hours. Gibby et al. (2008) used a model similar to Nunn (1990) with a narrowband hybrid approach, however, the particle trajectories were not calculated continuously but were reset at every time step. This is known as a semi-Lagrangian method and typically results in a smoother interpolation of the particle distribution (Sonnendrücker et al., 1999). The model demonstrated saturation of coherent waves as well the beginning stages of frequency change. The window of particle velocities in the simulations were a relatively narrow sliver around resonance, thus large changes in frequency was not supported by the code. Harid et al. (2014b) also used a similar approach, however, a canonical resonant coordinate transformation was used to employ a finite difference scheme in phase-space. The number of grid points was an order of magnitude higher than used by Gibby et al. (2008) which provided high resolution features in phase-space. Specifically the clear formation of a density depletion in the phase-space trap was observed during the non-linear growth phase, which confirmed the long-standing hypothesis of the electron “phase-space hole” as a dominating feature of the wave-growth process (Omura et al., 2009).

Katoh and Omura (2006) developed the first modern hybrid-particle simulation where the cold plasma was treated as a fluid and the hot plasma was modeled with a PIC approach. The simulation used approximately 67 million particles and successfully produced rising tone triggered emissions. The distinguishing feature from previous work is that the initial distribution function was a Bi-Maxwellian where all particles (resonant and non-resonant alike) were taken into account. Additionally, the model did not utilize a narrowband assumption for the waves and Maxwell's equations were solved with a forth order finite difference time domain (FDTD) scheme. Thus, the code can in principle be used to model narrowband wave-particle interactions, multi-wave interactions, as well as broadband injected signals. The code was later successfully utilized to simulate the generation of naturally generated chorus and hiss waves (Katoh and Omura, 2008, 2016; Omura et al., 2009) which further demonstrated the robustness and utility of the hybrid-particle model.

Hikishima et al. (2009) utilized the first full particle simulation to successfully model chorus emissions. The code was then used to model triggered emissions by injecting a constant frequency signal at the equatorial region of the simulation (Hikishima et al., 2010). The model used approximately 150 million particles and successfully simulated triggered rising tone emissions along with the corresponding amplification of the seed and triggered waves. The large number of particles were required to overcome the noisy fluctuations associated with particle codes. The results also showed evidence of the generation of rising tone emissions at the back end of the seed signal, indicating both the importance of trapping as well as detrapping of resonant particles. Hikishima and Omura (2012) used the same particle code to run a parametric study by varying the injected wave amplitude. The authors found that either extremely small ([image: image]) or extremely large amplitudes ([image: image]) did not result in rising tone emissions, where B0 is the value of the background magnetic field strength at the equator. Additionally, in the range of amplitudes where triggered emissions were generated, a clear formation of a hole in phase-space was observed in the simulations. This code was the first to show the formation of an electron hole while employing a broadband particle simulation without simplifying assumptions.

The work of Katoh and Omura (2008) and Hikishima and Omura (2012) demonstrates the current state-of-the-art in modeling the whistler mode instability in the magnetosphere with controlled excitation. However, all the mentioned works so far have the inherent limitation of being one-dimensional in space and three dimensional in velocity. Additionally, the simulations all consider parallel propagation with only electromagnetic plasma waves so the electrostatic components have been neglected. Ke et al. (2017) was the first published work that employed a two dimensional hybrid-PIC code to simulate the generation of chorus emissions. The results showed that chorus waves are generated close to the magnetic equator and increase in wavenormal angle during propagation to higher latitudes. Although the code has not been utilized for excitation by injected waves, the physical mechanism behind triggered emissions and chorus waves are similar. Thus, the method used by Ke et al. (2017) is a powerful approach to model higher dimensional effects of controlled wave excitations.

A summary of several numerical models that have been developed for the whistler instability in the magnetosphere is shown in Table 1.


Table 1. Key self-consistent numerical codes used to simulate nonlinear cyclotron resonance and wave growth.
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4.2. Types of Numerical Models

Given the several codes that have been successfully utilized over the past several decades, it is useful to categorize the various self-consistent models into general types. The most general simulation requires providing a numerical approximation to the Vlasov-Maxwell system of Equations (2),(3), and (4). This type of solution is typically referred to as a fully kinetic simulation. A fully kinetic simulation treats both the cold plasma and radiation belt particles via a Vlasov approach. However, since kinetic effects of cold plasma particles are effectively negligible, a common methodology is to consider a hybrid-kinetic approach. In hybrid methods, the cold electrons are treated as a fluid while the hot electron evolution is governed by the Vlasov equation. As far as solving the Vlasov equation for the hot plasma, most solvers can be lumped into two general categories, Vlasov continuous codes (VCON) or particle codes (PIC) (Filbet et al., 2001; Gutnic et al., 2004).

4.2.1. VCON Methods

The distinguish feature of VCON codes is that they rely on creating a grid in phase-space and determining the value of the distribution function on these grid points. The generation of a phase-space grid is often referred to as an Eulerian method. The currents are then calculated by appropriately integrating over phase-space. There are several possible techniques that utilize a phase-space grid, however, the few methods that have been applied to the whistler-mode instability will be discussed.

The method employed by Nunn (1990) can be considered a semi-Eulerian or semi-Lagrangian method. For simplicity of presentation, we consider a two-dimensional phase-space (z, v), however the analysis naturally translates over to higher dimensions. In this technique, the initial distribution function f(z, v) is first initialized on a grid in phase-space of size Nz × Nv where each grid point has the coordinates (zn, vm) and volume ΔzΔv for n = 1, 2…Nz and m = 1, 2…Nv. Each cell on the grid can then be be thought of as a“super-particle” with density fnm = f(zn, vm) and thus charge Qnm = fnmΔzΔv. In order to track the evolution of the distribution function, each super-particle is tracked continuously in time (Lagrangian frame of reference). The value of the distribution function on the original grid points can then be determined via interpolation after which the current and charge densities can be computed via numerical integration. More generally, the distribution function can be thought of as having the functional form
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where the summation index i is over all super-particles. The quantities Sv and Sz are shape functions and are an alternative means of expressing the interpolation process. The trajectory (zi(t), vi(t)) of the i-th particle is determined via the Lorentz force. The quantity wi represents the particle weight that comes from the initial distribution function. The current density is then computed via
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Another popular semi-Lagrangian scheme follows a procedure similar to Gibby et al. (2008) and Gibby (2008) in which the particles are only traced backwards for one time step and are not tracked continuously in time. This may result in some artificial diffusion, however, the number of super-particles that are in a cell at any given time are always known, which reduces the computational cost relative to the method of Nunn (1990).

Another class of methods which has not been utilized significantly for non-linear wave-particle interactions modeling are fully Eulerian schemes (Sonnendrücker et al., 1999; Harid et al., 2014b). In this approach, the Vlasov equation is solved numerically as a PDE using a finite difference or finite volume formalism. The advantage of such a technique is that the simulations are relatively simple to code and the stability criteria are well understood. Nevertheless, the grid based Courant-Friedrichs-Lewy (CFL) condition can be quite stringent and a non-uniform grid is difficult to implement. However, such methods can be successfully utilized with appropriate curvilinear coordinate transformations (Harid, 2015).

All the aforementioned VCON methods have only been considered for the whistler instability by using the narrowband approximation of Maxwell's equations (6,7). An important extension of this work for future researchers would be to utilize a fully broadband formalism for the wave equations along with a VCON solver.

4.2.2. Particle Methods

PIC codes, on the other hand, do not rely on a phase-space grid and continuously track the particle trajectories through time. Particle based techniques are thus often referred to as Lagrangian schemes. The currents are calculated by assuming a shape to the “super-particles” and accordingly interpolating to the spatial grid points where the wave fields need to be calculated. Mathematically, the distribution function in a PIC simulation can be written as

[image: image]

The expression in (18) is essentially the same as (16), with Sv(v − vi) = δ(v − vi). That is, the shape function in velocity space is modeled as a Dirac delta function. This subtle feature allows for a significant reduction in computational resources. The computational burden is relieved when computing the current and charge densities since the delta function makes the velocity integrals trivial. Specifically, the current density is given by
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The lack of a velocity grid is a salient feature of PIC codes that is computationally desirable. However, although the computational cost of high-dimensional grid generation is removed, PIC simulations in turn suffer from numerical noise due to the random sampling of particles. For this reason, PIC codes often require millions of particles to reduce the artificial noise that is introduced (Birdsall and Langdon, 2004). Even so, current computational resources have permitted the use of PIC simulations to model the whistler mode instability. The works by Katoh and Omura (2008) and Hikishima and Omura (2012) demonstrate the clear utility of modern PIC simulations with a promising outlook for future computer experiments.

5. FUTURE WORK

5.1. Theory and Simulations

Over the past decades several numerical simulations have been utilized to clarify several aspects of wave-particle interactions in the magnetosphere. Even so, many observed phenomena have yet to be properly understood and certain physical assumptions used in current simulations may need to be relaxed. For instance, most models have primarily considered whistler mode interactions, yet electrostatic instabilities are believed to play an important role in the wave-particle interactions process (Omura et al., 2009). Particularly, the gap in chorus wave energy at frequencies around the half gyrofrequency may be in part due to Landau damping. The formation of an electron hole in phase-space inherently introduces non-zero space charge density that can drive quasi-electrostatic fields. Additionally saturation of whistler mode signals may also be due to mode conversion with electrostatic waves (Nunn, 1974). Effects known as wave-wave scattering involving interactions between electrostatic, electromagnetic, and quasi-electrostatic (lower hybrid) modes in the magnetosphere (Ganguli et al., 2010; Crabtree et al., 2012) are also yet to be explored with self consistent models.

An important simplification that is often used in simulation is ducted propagation. The waves are believed to be guided by field-aligned density irregularities that effectively force waves to propagate parallel to the geomagnetic field lines. However, additional spatial effects due to a finite sized guiding structure has not been explicitly considered in most modeling efforts. Since the ducts effectively act like a waveguide, they may also be responsible for exciting additional plasma modes via waveguide mode conversion. In the absence of ducts, higher dimensional effects may still be important as waves propagate away from the equator (Ke et al., 2017). Thus, including two and eventually three dimensional features in space would serve as an important contribution to magnetospheric research.

The ideal simulation would consider a full six-dimensional model of the particle distribution in phase-space while self-consistently modeling the wave evolution in all three spatial dimensions. Current state-of-the-art computational resources may still be inadequate to solve the general problem. However, incrementally introducing additional physics will help isolate and clarify the dominant physical phenomena behind non-linear wave-particle interactions in the magnetosphere.

5.2. Experimental

Almost 30 years have past since the dismantling of Siple Station and there are currently no plans known to the authors to construct new facilities for radiation of ELF and low VLF waves with conventional multi-kilometer antennas. Future work on wave injection form the ground will therefore most likely take place at the HAARP facility. Although the management of the HAARP facility moved from the US Air Force to the University of Alaska in 2014, the facility continues to be used for active heating experiments. New formats can be designed and transmitted to validate numerical simulations that have greatly increased their capabilities in the last few years. Active experiments can serve not only to shed light on the fundamental theoretical process of non-linear cyclotron resonance and its dynamic evolution but also provide practical results for future strategic schemes of radiation belt mitigation (Inan et al., 2003). In the latter the key objective is pitch angle scattering, which strongly depends on wave amplitude. Therefore learning under what conditions what frequency-time formats can lead to the greatest amplification is a key question. Such investigations would build upon the identification of positive frequency-time ramps as being favorably amplified in a large number of past experiments. Another outstanding question in magnetospheric physics that active experiments are ripe to address is the relationship between natural hiss and chorus waves. In the past it has been proposed that either hiss creates chorus (Koons, 1981) or chorus is the source of hiss (Bortnik et al., 2008). Experiments can be performed to test whether hiss like signals can trigger chorus or how spectral changes of coherent injected signals can evolve to appear like hiss emissions. The already completed preliminary investigations of coherence bandwidth done at HAARP (Gołkowski et al., 2011) show that this is a fruitful line of investigation. The real-time interaction of the injected signals with present chorus and hiss emissions is also worthy of deeper investigation.

Wave injection and subsequent observation of whistler mode waves from the ground requires at least minimal guiding along the geomagnetic field from density irregularities or the plasmapause. The presence or absence of these structures has been shown to affect the occurrence of observations (Gołkowski et al., 2011). There have been efforts to use the HAARP facility to generate field aligned irregularities that could guide waves to the conjugate point (Milikh et al., 2008). At the same time, whether or not such efforts create structures that extend along the entire field line and can compete with processes in the natural environment has been called into question by other authors (Piddyachiy et al., 2011). More investigations in this area seem appropriate. For all of the studies proposed there is no question that a conjugate observation station for HAARP with a ELF/VLF receiver and other instruments would be extremely useful for wave injection experiments and also other investigations performed at HAARP.

One aspect of past studies that has only seen mixed results in the Siple and HAARP experiments is the detection of transmitter induced energetic electron precipitation from the magnetosphere. As discussed above, the interaction leading to amplification is a manifestation of the same fundamental process as pitch angle scattering. However, detection of energetic electron precipitation from the magnetosphere on the ground is challenging and often involves indirect methods. Direct one to one correlation between precipitation signatures and Siple Station transmissions has not been reported even though X-ray observations on balloon platforms have shown evidence of precipitation from individual chorus elements (Rosenberg et al., 1981). The recent work of the Balloon Array for Radiation belt Relativistic Electron Losses (BARREL) mission (Woodger et al., 2015) and FIREBIRD II cubesat (Breneman et al., 2017) have shown that ballon platforms and small satellites can be effective tools in observing energetic electron precipitation going forward. At HAARP an attempt was made to detect induced precipitation using VLF remote sensing and also the Poker Flat incoherent scatter radar (ISR) but did not lead to conclusive findings in the limited attempts that were made (Golkowski, 2009). Increasing ISR capability at the HAARP facility is seen as the best way to approach future induced precipitation studies. It is noted that evidence of direct precipitation induced from a VLF ground transmitter was reported in the SEEP experiment (Imhof et al., 1983; Inan et al., 1984). At the same time, more recent experiments with the NPM transmitter in Hawaii although initially interpreted as bearing evidence of precipitation were later shown to be more ambiguous (Graf et al., 2011). A thorough investigation of controlled precipitation using multiple detection methods ould have a broad impact on numerous efforts in the magnetospheric community.

The upcoming US Air Force Demonstration and Science Experiments (DSX) mission brings with it the exciting prospect of controlled radiation of waves directly in the magnetosphere (Scherbarth et al., 2009). Space based injection will have easier access to the non-linear wave-particle regime since the high losses from penetration of the ionosphere will be absent. Observationally, full disambiguation of the non-linear growth process would require multiple closely spaced satellites to observe transmissions along their propagation path. In this context closely spaced (< 200 km) spacecraft observations have been shown to be very fruitful for investigations of chorus wave properties (Santolik and Gurnett, 2003). Deploying such spacecraft for wave injection observations would be most effective if the spacecraft could be arranged to be along the same geomagnetic field line.

6. CONCLUSION

Controlled excitation of non-linear whistler mode wave particle interactions has a rich and fruitful history. Experimental activities and likewise the theoretical and computational efforts they have motivated have been a cornerstone of near-Earth space physics. The current times embody quickly improving computational tools and ever easier access to space with improved sensors and hardware capabilities. Conditions are thus favorable for active controlled experiments to yield new fundamental discoveries.
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