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Wave particle interactions are known to be an efficient yet unquantified driver of the variability of particle populations in Earth’s magnetosphere, and their quantification and understanding through modelling has been a subject of ceaseless and extensive research during the last decades. Moreover, there is an increasing interest in techniques for radiation belt remediation, which refers to artificially controlling energetic particle populations in the near-Earth space environment via the scattering of particles from artificially generated electromagnetic waves. Whereas numerous modelling techniques are described in literature, there is a lack of a unified open-source toolset that incorporates the equations and parameterizations used by different wave-particle interaction models in a user-friendly environment. We present WPIT, the Wave-Particle Interactions Toolset, an open source, Python-based set of tools for modelling the interactions between energetic charged particles and VLF waves in the magnetosphere through test particle simulations. WPIT incorporates key routines related to wave-particle interactions in Python modules and also in Jupyter Notebook environment, enabling the traceability of all relevant equations in terms of their derivation and key assumptions, together with the programming environment and integrated graphics that enable users to conduct state-of-the-art wave-particle interaction simulations rapidly and efficiently. WPIT can be used either as a stand-alone simulation tool or as a library of routines that the user can extract and incorporate into an independent simulation. We present an analytic description of the code, the methodology used, and examples based on each of the WPIT modules. WPIT examples include the exact reproduction of simulation results that have been reported in literature, based on the same sets of parameters and assumptions, allowing the user to expand upon state-of-the-art. Finally, using the WPIT toolset, we perform a parametric analysis on the onset of nonlinear interactions between electrons with whistler-mode waves by varying the relevant parameters of the waves (amplitude, wave normal angle and frequency), the particles (pitch angle and energy) and the plasma environment (electron density and ion composition).
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1 INTRODUCTION
1.1 Background on wave-particle interaction modeling in the magnetosphere
The observed variability in the radiation belts is the outcome of an imbalance between a variety of source and loss processes. In the collisionless regime of the magnetosphere the changes in the particle populations are mainly controlled by interactions with a plethora of plasma waves, which may lead to the violation of one or more of the adiabatic invariants (Schulz and Lanzerotti, 2012). Very low frequency (VLF) frequency waves can violate the first and second adiabatic invariants, leading to pitch angle scattering, acceleration and potential loss of particles to the upper atmosphere (Horne and Thorne, 1998; Kivelson, 2005; Shprits, 2009). Resonant wave-particle interactions are an efficient scattering mechanism of energetic particles, leading to pitch angle and energy changes of energetic particles (Koskinen and Kilpua, 2022).
There are several different approaches that are commonly used to simulate wave particle interactions. These are generally classified in three categories, namely quasi linear theory (e.g., see Albert (2005) and Summers (2005)), Particle-In-Cell (PIC) methodology (e.g., see Allanson et al., 2019 and Allanson et al., 2020) and test particle simulations. WPIT focuses on the test particle simulation methodology.
There are two main approaches in the test particle simulation methodology: the first approach is to integrate the Lorentz equations of charged particle motion in order to trace particle trajectories under the effect of the waves while monitoring changes in the particles’ pitch angle and energy, termed here the full Lorentz approach. The second approach is to use the gyro-averaged equations of motion (e.g. Bell, 1984; Jasna et al., 1992; Bortnik 2004; Bortnik et al., 2015; Li et al., 2015). The gyro-averaged approach has the advantage of reducing the system from a six-dimensional space (i.e. x, y, z, ux, uy, uz, or 3R3V space) to a four-dimensional space (i.e. u‖, u⊥, z, η, or 2R2V space]). WPIT in its current form implements the gyro-averaged test particle simulation approach.
In an early publication on wave-particle interactions, Laval and Pellat (1970), investigated the acceleration of particles due to interactions with electrostatic waves. They assumed a parallel propagating electrostatic wave with fixed frequency. They concluded that the trapping of particles in an electrostatic wave could account for particle acceleration and regarded this as a potential mechanism for the precipitation of low-energy electrons. Later on, Nunn (1974) investigated the generation of VLF triggered emissions through nonlinear cyclotron resonance interactions between electrons and a narrow band whistler mode wave travelling in a magnetospheric duct (i.e. parallel propagation). Their results indicated that the nonlinear interactions of electrons with a ducted whistler mode wave can account for the generation of triggered emissions. Karpman et al. (1975) presented an analytic formulation for the investigation of the effects of nonlinear interactions between particles and monochromatic waves. Starting their theoretical analysis for Langmuir waves, they extended their formulation to parallel propagating whistler-mode waves. Karpman and Shklyar (1977) calculated particle precipitation caused by interactions of electrons with a coherent whistler-mode wave. It is noted that in the above studies, the wave was assumed to propagate parallel to the magnetic field, thus omitting any potential effects of interactions with an obliquely propagating wave.
The first formulation of wave-particle interactions for non-relativistic electrons under the effect of oblique whistler-mode waves using the gyro-averaged approach was given by Inan and Tkalcevic (1982). Subsequently, Bell (1984) applied a similar methodology to model first-order cyclotron resonant interactions. Ginet and Albert (1991) and Bortnik et al. (2003) generalised Bell’s formulation to account for interactions with relativistic electrons. Li et al. (2015) found that the formulation of Bortnik et al. (2003) lacked a term that led to differences in the perpendicular motion of electrons.
Many studies where performed in the last decades using the test particle approach. For example, Fu et al. (2020) used full Lorentz approach to investigate cyclotron, Landau and bounce resonances of electrons with hiss. Tao et al. (2012) compared diffusion coefficients with test particle results. Chang et al. (2014) used the full Lorentz approach for investigating interactions of electrons with whistlers artificially generated by ionospheric modification. Li et al. (2015) compared their derived gyro-averaged equations with results from the full Lorentz approach, and found that the two approaches lead to fairly similar results, except for small amplitude fluctuations at gyro-frequency timescales. Huang et al. (2017) proposed the crucial role of the initial gyrophase in the acceleration of electrons by low frequency waves. Inan (1987) investigated the interactions of electrons with field-aligned whistler-mode wave packets. Gao et al. (2014) investigated the interaction of electrons with chorus waves. Su et al. (2013) explored interactions of electrons with EMIC waves. Su et al. (2014) addressed interactions of ring current ions with EMIC waves. Shklyar and Matsumoto (2009), in a review paper, presented analytically the theory of resonant interactions between energetic charged particles and an oblique whistler-mode wave in a non-uniform magnetic field and in the inhomogeneous plasma of the magnetosphere. They used a Hamiltonian approach to derive the basic equations for the wave field and for the particle dynamics. They applied their formulation on two applications: they fisrt calculated the damping (or growth) of an oblique whistler wave and subsequently they used their formulation to calculate proton precipitation by ground-based VLF transmitters. In a review paper, Albert et al. (2012) derived gyro-averaged equations both directly from the full Lorentz equations, as well as through a Hamiltonian approach, accounting for relativistic particles and oblique waves in their formulations. One key result from that study is that the Hamiltonian approach manages to reduce the system to a ‘1 1/2’ dimension, allowing the development of analytical treatments of the change in pitch angle due to resonant interactions with whistler-mode waves.
An important aspect of wave-particle interactions is the appearance of nonlinear effects, which may lead to large pitch angle scattering and energy change for a subset of the particle population undergoing wave-particle interactions. Several studies have focused on identifying nonlinear effects by utilising test particle simulations: Nunn and Omura (2015) explored nonlinear effects in VLF wave fields. Liu et al. (2012) investigated phase bunching and phase trapping effects in interactions of electrons with EMIC waves of large amplitude. Artemyev et al. (2013) compared the importance of Landau vs. cyclotron resonances for nonlinear effects in interactions of electrons with oblique whistler waves. Bortnik et al. (2008) investigated the behaviour of electrons interacting with large amplitude chorus waves. Albert and Bortnik (2009) addressed the rapid loss of radiation belt electrons during geomagnetic storms with test particle simulations under the effect of large amplitude EMIC waves. Gan et al. (2020) explored the effects of wave amplitude modulation in nonlinear electron-chorus interactions. Tao and Bortnik (2010) derived a map of probable regions where nonlinear interactions could be expected. Wang et al. (2019) and Wang et al. (2016) explored nonlinear interactions of EMIC waves with electrons, whereas Lee et al. (2020) focused on interactions of EMIC waves with 90° pitch angle electrons. Bell (1986) calculated the minimum threshold in terms of wave amplitude for nonlinear effects to occur. Artemyev et al. (2020) and Vainchtein et al. (2018) used Hamiltonian theory to address nonlinear wave particle interactions and explore the evolution of electron distributions.
The aforementioned studies constitute only a small subset of the available literature on test particle simulations of wave-particle interactions, however it is often the case that the underlying code that implements the various approximations and equations that are used is not readily available. Furthermore, inter-comparisons between the various methods and the sensitivity to a different set of initial conditions can not be easily implemented. WPIT addresses this gap by providing a python-based, user-friendly toolset of routines that simulate wave-particle interactions in the Earth’s magnetosphere under various models and assumptions proposed in literature and for a range of user-defined environment, wave and particle conditions.
1.2 Overview of WPIT
WPIT is composed in Python, in four different modules as described in the following section. The source code of each of the four modules is accompanied by corresponding Jupyter Notebook, that combines in a comprehensive way the corresponding code, the underlying equations and theory, the output of computations performed by the code, and visualizations of the code results, along with explanatory text on the usage of the underlying code. An advantage of Jupyter Notebooks is that all the above are provided in a single document, allowing scientists to easily access all elements of the programming process while tracing the methodology that is being implemented to its source in literature.
In the remainder of this paper, the methodology employed by each module is described in Section 2, including a brief description of the code. Examples from the use of WPIT are included in Section 3, including usage limitations. Finally, the scalability of WPIT and potential other uses are described in Section 4, including, but not limited to, its potential application for theoretical studies of wave particle interactions, missions targeting wave-particle interaction experiments and investigations on the efficiency of radiation belt remediation techniques.
1.3 WPIT repository and structure
An overview of the WPIT repository is presented in Figure 1. In this figure, WPIT Repo represents the WPIT repository, which is publicly available and can be found at: https://github.com/stourgai/WPIT. Within the repository, the WPIT folder, marked in yellow in Figure 1, contains the source code that is built in the form of four main modules. These are: (a) Environment_mod, used to setup the environment parameters for each simulation; (b) WaveProperties_mod, used to define the properties of the waves; (c) the LandauDamp_mod, which calculates the attenuation of waves according to the Landau damping theory; and (d) WPI_mod, within which the actual wave-particle interactions are implemented. WPI_mod includes three sub-modules, implementing different types of wave-particle interactions, under the effect of oblique whistler mode waves, oblique EMIC waves and parallel EMIC waves, as marked. Each of the modules will be described in further detail in the following sections. The Module_descriptions folder contains Jupyter notebooks with analytic theoretical descriptions of the equations used by each of the four modules described above, along with samples for calling each routine. The WPIT_tests folder contains a set of WPIT implementations that aim to reproduce results found in literature. These are written in Jupyter notebooks, and act as a verification of the code and as tutorials of the use of WPIT. The WPIT_Results folder contains the Jupyter notebooks of the simulations presented in Section 4. Finally, the Documentation folder includes the API documentation of the source code in .html format.
[image: Figure 1]FIGURE 1 | A schematic of the organization and contents of the WPIT repository.
2 METHODS
The code comprising WPIT is formatted in Python modules with specific applications as described below, and is accompanied by Jupyter notebooks, whereby the code is complemented by references to the equations and methods used and where examples can be plotted as direct outputs of the calculations performed. The WPIT source code can be found at: https://github.com/stourgai/WPIT/tree/main/WPIT. The code has been tested on Ubuntu 18.04, Intel Core i7, 2.6 GHz and 16 GB RAM.
As an example of the processing time and the computational resources needed for integrations of particle trajectories under the effect of waves, it is noted that in the machines used for testing of the code as discussed above, the simulation of the resonant interactions of a wave with a 45° pitch angle electron at L = 5 and with energy of 500 over one bounce period requires a real time of computation of approximately 30 s. The wave in the simulation is assumed to be present at every step of the particle trajectory, thus the wave characteristics are calculated at every time-step. A Jupyter notebook of the simulation is available in WPIT_results folder of the WPIT repository (WPIT_Computational_Time.ipynb). It is noted that this computation time is only indicative, and is dependent on particle parameters, and primarily on the particle’s pitch angle; it is also noted that the computation time scales linearly with the total number of bounce periods.
In the following we outline the functionality of each of the modules comprising WPIT.
2.1 Environment characterization module
Module WPIT. Environment_mod includes routines for the calculation of environment parameters that are needed for wave particle interaction simulations. The routines of the of module are listed in Table 1. These include routines for the calculation of: the geomagnetic field, the electron density through various models including the models by Carpenter and Anderson (1992), Sheeley et al. (2001), Denton et al. (2002) and Ozhogin et al. (2012), the particle gyro-frequency, the plasma frequency, the upper and lower hybrid frequencies, the gradients of the gyro-frequency and the strength of the magnetic field along a magnetic field line, the L-shell, the bounce and drift periods, equatorial pitch angle mapping, the Larmor radius, the first adiabatic invariant, the bounce loss cone angle, the Debye length, and a routine to calculate particle velocity from a particle’s energy and local pitch angle. Moreover, this module includes the WPIT. Environment_mod.const routine which sets all the constants that are needed for the simulations. Detailed description of each routine along with example runs can be found in the Environment_mod_description Jupyter notebook, located in the Module_descriptions folder of the WPIT repository.
TABLE 1 | Environment module routines.
[image: Table 1]To illustrate how the module is run, the following calling routine calculates the electron and proton gyro-frequency, the local plasma frequency, the upper and lower hybrid frequencies, in the region between −60 and 60° magnetic latitude at L = 4:
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2.2 Wave properties module
Module WPIT. WaveProperties_mod includes routines for the characterization of wave properties in the magnetosphere. The routines of the module are presented in Table 2. These include estimations of the Stix parameters, the refractive index, the refractive index based on the Appleton-Hartree approximation, the refractive index of parallel propagating EMIC waves and the dielectric tensor according to cold plasma theory. WPIT includes also routines for the calculation of the above parameters accounting for warm plasma corrections, according to Kulkarni et al. (2015) and Maxworth et al. (2020). Furthermore, this module includes routines for the calculation of the resonance cone angle and the Gendrin angle according to Bortnik et al. (2006), wave electric and magnetic component amplitudes based on the formulations of Bell (1984), Jasna et al. (1992) and Li et al. (2015). WPIT includes a routine to calculate the resonant energy of an electron that interacts with a specific wave and routines to define a wave packet. In the current version of WPIT, a wave packet is defined as the latitudinal profile of the wave amplitude, that can be one sided, two sided or Gaussian in shape with respect to magnetic latitude (see, e.g., Figure 3D). For completeness, WPIT includes also, routines for the calculation of the dispersion relation of different types of waves in plasma, including the R-mode, L-mode, O-mode, X-mode and light, as well as the cut off frequencies of R- and L-mode waves (see, e.g., Swanson (2012)). Detailed description of each routine along with example runs can be found in the WaveProperties_mod_description Jupyter notebook, located in the Module_descriptions folder of the WPIT repository.
TABLE 2 | Wave properties module routines.
[image: Table 2]As an illustration of how the module is called, the following routine calculates the Stix parameters, the refractive index and the amplitudes of the electric and magnetic field components of the wave at L = 4 and in the region between −60 and 60° in magnetic latitude:
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2.3 Landau damping module
The propagation of a wave within the magnetosphere and the flow of wave power are well-captured by various ray tracing techniques, which trace the path of a monochromatic wave based on geometric optics. Most commonly, ray tracing models are based on cold plasma theory (see, e.g., Kimura, 1966); thus, whereas they provide important parameters of a wave packet, such as its trajectory or the wave normal angle, they assume no attenuation of the wave energy. In the current version of WPIT, Landau damping is applied to a predefined ray path, as obtained from a ray-tracing model (Stanford 3D in the cases presented herein). This approach has been followed by several past studies, such as, e.g., Bell et al. (2002), Sousa (2018), Bortnik et al. (2006), Bortnik et al. (2007), Kulkarni et al. (2008). It is noted that damping or growth of the waves is expected to affect the ray path, and that a more precise approach involves calculating the damping or growth of the wave in a consistent way during the ray tracing calculation; such an approach is followed, for example, in the HOTRAY code (Horne and Thorne, 1993; Horne, 2015; Chen et al., 2009). Introducing results from self-consistent ray tracing simulations, such as HOTRAY, and in particular evaluating the differences in the calculated ray paths and the effects in the resulting wave fields and wave particle interactions compared to the current approach in WPIT that is also commonly used in literature needs to be investigated in further detail.
Module WPIT. LandauDamping_mod enables the estimation of the attenuation of a wave along the ray path according to Landau damping, which refers to the damping of an electromagnetic wave due to its interaction with thermal electrons with velocities that have a component parallel to the ambient geomagnetic field, close to the phase velocity of the wave. The theory behind the calculation of Landau damping is based on the work by Brinca (1972), who expanded upon the work of Kennel (1966).
For the calculation of Landau damping along a ray path the local thermal electron distribution is required, and WPIT enables the selection among four different models, namely:
 WPIT. LandauDamp_mod.bell_distribution, which is based on the work by Bell et al. (2002), 
WPIT. LandauDamp_mod.bortnik_distribution, which is based on Bortnik et al. (2007), 
WPIT. LandauDamp_mod.golden_distribution, which is based on Golden et al. (2010), and 
WPIT. LandauDamp_mod.bi_maxwellian_distribution, which is based on Maxworth et al. (2020). 
WPIT also enables introducing any user-defined distribution of the form f = f (u⊥, u‖).
The local Landau damping of a wave along its propagation path in WPIT is calculated by routine WPIT. LandauDamp_mod.landau_damping. Landau damping calculations in WPIT are based on the work of Sousa (2018) and on the corresponding code found at https://github.com/asousa/damping written in Matlab. For WPIT this code has been transcribed into a Python code, while being further enhanced in terms of usability by enabling the selection of different thermal electron distributions and the integration with outputs from ray tracing simulations.
At the time of writing, the ray paths that are introduced in WPIT are pre-calculated using the Stanford 3D ray tracer based on the code publicly available at https://github.com/asousa/Stanford_Raytracer. WPIT. LandauDamp_mod includes also the sub-module WPIT. LandauDamp_mod.RayUtils which is a collection of routines in relevance with the Ray Tracer output. After a ray tracing simulation is performed with the Stanford 3D Ray Tracer, the ray tracing simulation is exported in . ray format, which includes information such as the wave group velocity, phase velocity, refractive indices, magnetic field as a function of time and position along the ray path. Examples of ray tracing outputs are included in the WPIT github, at https://github.com/stourgai/WPIT/tree/main/Module_descriptions/example_rays. These data files are read in WPIT by routine WPIT. LandauDamp_mod.RayUtils.read_input_ray. Subsequently, using routine WPIT. LandauDamp_mod.RayUtils.append_ray, the required wave properties that are calculated by module WPIT. WaveProperties_mod as described above in Section 2.2, are calculated along the ray path and are appended in a new file that is saved in . csv format. Moreover, routine WPIT. LandauDamp_mod.RayUtils.resonance_along_raypath calculates the velocities and energies of particles that can interact resonantly with the ray-wave for a range of pitch angles. Routine WPIT. LandauDamp_mod.RayUtils.enhancement_factor calculates the magnetospheric cavity enhancement factor as defined in Kulkarni et al. (2006). Finally, routine WPIT. LandauDamp_mod.RayUtils.ray_plots produces plots of the ray path and wave parameters. The routines of the WPIT. LandauDamp_mod module are presented in Table 3.
TABLE 3 | Landau damping module routines.
[image: Table 3]Detailed description of each routine along with sample runs can be found in the Module_descriptions folder of the WPIT repository in the corresponding LandauDamp_mod_description Jupyter notebook.
It is noted that WPIT enables incorporating ray path information from ray tracing models other than the Stanford 3D ray tracer, with the proper modification of the routines for importing ray tracer simulation outputs, named WPIT. LandauDamp_mod.RayUtils.read_input_ray.
2.4 Wave—particle interactions module
This module includes routines for estimating the gyro-averaged wave-particle interaction of relativistic particles with a monochromatic wave. The environment and wave properties used in this module are derived from modules WPIT. Enironment_mod and WPIT. WaveProperties_mod, as described above. At the time of writing, WPIT. WPI_mod includes three sub-modules in order to simulate different types of waves and particles: (a) sub-module WPIT. WPI_mod.whistler_electron_mod that is used to simulate the interactions of electrons with whistler mode or magnetosonic waves (either parallel or oblique), (b) sub-module WPIT. WPI_mod.EMIC_ion_mod that is used for the investigation of interactions of ions with EMIC waves (either parallel or oblique) and (c) sub-module WPIT. WPI_mod.parallel_EMIC_mod for the investigation of interactions of either electrons or ions with parallel EMIC waves.
Before introducing in further detail the wave-particle interaction simulations, the formulations of several parameters are discussed, which are required by each of the three types of wave-particle interactions that are tackled in WPIT. These include: dz/dt, which refers to the rate of change of the distance traveled by a particle along the field line; dp‖/dt, the rate of change of the parallel momentum; dp⊥/dt, the rate of change of the perpendicular momentum and dη/dt, the rate of change of the wave-particle phase, which in case of WPIT are taken directly from literature. WPIT also includes routines for the calculations of the rate of change of the local pitch angle dα/dt, the rate of change of the equatorial pitch angle dαeq/dt, the rate of change of the instantaneous particle kinetic energy dE/dt, the rate of change of the relativistic Lorentz factor dγ/dt, and the rate of change of the magnetic latitude, dλ/dt. In the following the methodology for the derivation of each of the above parameters is presented and in the following subsections these are applied specifically for each of the three sub-modules.
The rate of change of the local pitch angle, is based on the derivation:
[image: image]
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where α is the local pitch angle, p is the magnitude of the momentum, p‖ is the component of the momentum parallel to the ambient magnetic field and p⊥ is the component of the momentum perpendicular to the ambient magnetic field.
The rate of change of the equatorial pitch angle, is derived as:
[image: image]
where we made use of the relation between the local and the equatorial pitch angle in a dipole magnetic field. In Eq. 2, αeq is the local pitch angle, ms is the particle mass, γ is the Lorentz factor, ωcj, with j = [e, i], for electrons or ions respectively, is the particle cyclotron frequency and ∂ωcj/∂z is the gradient of the cyclotron frequency along the field line.
The kinetic energy and the Lorentz factor γ are derived based on the following equations:
[image: image]
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where Ek is the particle’s kinetic energy, c is the speed of light and the remaining terms as defined above.
Finally, for the rate of change of the particle’s magnetic latitude, we use the following equation, that relates the distance along a field with the latitude for a dipole field:
[image: image]
thus
[image: image]
where we used:
[image: image]
where λ is the latitude, z is the distance along the field line, L is the L shell, Re is the Earth’s radius, ms is the particle’s mass and all the other parameters as defined previously. Equations 6 and 7 will be used in the following Sections 2.4.1, Section 2.4.2 and Section 2.4.3.
For the investigation and quantification of nonlinear effects during wave-particle interactions, we derive the relevant equations for each module based on the reasoning of Su et al. (2014).
We start by calculating the second derivative of the wave-particle phase, and we transform the resulting equation in the form:
[image: image]
with
[image: image]
and
[image: image]
ωt is the trapping frequency, and S is a ratio that defines the relative importance of the wave induced motion to the adiabatic motion. When |S| > 1 the adiabatic motion dominates, while when |S| < 1 the wave induced motion prevails (Su et al., 2014).
The routines of each sub-module are presented in the following sub-sections.
2.4.1 Whistler mode—electron interactions module
The routines of this module can be used for the investigation of the interactions of electrons with whistler or magnetosonic waves. The equations for the calculation of dp‖/dt, dp⊥/dt and dη/dt are derived from Bortnik et al. (2015).
The evolution of the component of the electron momentum parallel to the magnetic field, p‖, is calculated as:
[image: image]
while the corresponding term for the perpendicular component, p⊥, is calculated as:
[image: image]
and the evolution of electron-wave phase η is calculated as:
[image: image]
where
[image: image]
where μ is the refractive index, ψ is the wave normal angle, Ji are Bessel functions of the first kind, of order i and argument β, kx and kz are the x and z components of the wave number k, ωce is the electron cyclotron frequency and [image: image] and [image: image], with j = [x, y, z], are the magnetic and electric field components of the wave.
By applying Eqs 1–4, we derive the set of auxiliary equations for the sub-module related to whistler-electron interactions:
[image: image]
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For the investigation of nonlinear effects we derive eight for the case of whistler-electron interactions. The resulting equations are:
[image: image]
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The corresponding routines that incorporate the above equations are presented in Table 4.
TABLE 4 | WPI modlule routines.
[image: Table 4]2.4.2 EMIC wave—ion interactions module
The routines of this module can be used for the investigation of the interactions of ions with EMIC waves. The equations for the calculation of dp‖/dt, dp⊥/dt and dη/dt are derived from (Su et al., 2014).
The evolution of the component of the electron momentum that is parallel to the magnetic field, p‖, is calculated as:
[image: image]
while for the corresponding term for the perpendicular component, p⊥, is calculated as:
[image: image]
The evolution of the ion-wave phase η is calculated as:
[image: image]
where
[image: image]
where BD is dipole field strength.
By applying Eqs 1–4 for the case of EMIC waves, we get:
[image: image]
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For the investigation of nonlinear effects related to the interaction of EMIC waves with ions, WPIT uses the approximation and equations described in (Su et al., 2014):
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The corresponding routines that incorporate the above equations are presented in Table 4.
2.4.3 Parallel EMIC wave—electron & ion interactions module
The routines of this module can be used for the investigation of the interactions of either electrons or ions with parallel propagating EMIC waves. The equations for the calculation of dp‖/dt, dp⊥/dt and dη/dt are derived from (Su et al., 2013):
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By applying Eqs 1–4 for the parallel EMIC case, we get:
[image: image]
[image: image]
[image: image]
[image: image]
For the investigation of nonlinear effects we derive eight for the case of parallel EMIC waves. The resulting equations are:
[image: image]
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The corresponding routines that incorporate the above equations are presented in Table 4.
2.5 Integration
Based on the equations described above, wave-particle interaction parameters are estimated along a particle’s trajectory via the integration of the corresponding differential equations. For the simulations presented herein, we used a 4th order Runge-Kutta integrator, but a user of WPIT could use any convenient integrator to integrate the differential equations of the particle. The set-up of the integrator for each simulation can be found in the corresponding Jupyter notebooks in WPIT_Results and WPIT_tests folders of WPIT repository.
2.6 WPIT requirements
Apart from the modules described above, WPIT requires the installation of some open source Python packages. These are the matplotilb, the numpy, the pandas, the scipy, the spacepy and the notebook packages. Matplotlib is a visualization library in Python and it is used for producing all the output figures of the WPIT repository. Numpy is a package for scientific computing in Python. In WPIT it is called in all of the routines for performing mathematical calculations. Pandas is a tool for data analysis. It is used for reading and writing data files in WPIT. Scipy is a set of algorithms for scientiffic computing. WPIT uses the scipy. special module for the calculation of Bessel functions. Finally, the installation of the notebook package, enables the use of Jupyter Notebooks. The version of each package used in WPIT testing and an installation file is included in the WPIT repository (https://github.com/stourgai/WPIT/blob/main/requirements.txt).
2.7 Importing WPIT modules
It is noted that in its current version, WPIT does not include a setup file. Thus, the user must add the WPIT source code path to the Python path. This is done as follows: the built-in Python modules os and sys should be imported first. The os module implements functions on pathnames, while the sys module contains parameters specific to the system. The os. path.abspath() function is first used to define the path of the WPIT folder which contains the source code of the package; subsequently the sys. path.append() function is used to add the WPIT source code path to the Python path. Then the WPIT modules can be imported to the code. In the following, we present a code snippet which illustrates this procedure:
[image: FX 3]
2.8 Methodology verification
For the verification of the WPIT code and as a demonstration of its capabilities, the results from a number of key past studies related to wave-particle interactions are reproduced using WPIT. These include results: Bortnik et al. (2008), Albert and Bortnik (2009), Su et al. (2012) and Su et al. (2014). The corresponding parameterizations of WPIT that reproduce the results of the above studies are formatted as Jupyter notebooks and are included in the project’s folder WPIT_tests located at https://github.com/stourgai/WPIT/tree/main/WPIT_tests. It is noted that these Jupyter notebooks confirming past results can also be used as tutorials for the use of the WPIT routines. Reproductions of results of these publications are presented in Supplementary Figures S1-S12 as follows: results by Bortnik et al. (2008) are included as Supplementary Figures S1-S3; results by Albert and Bortnik (2009) are included as Supplementary Figures S4-S6; results by Su et al. (2012) are included as Supplementary Figures S7, S8; and results by Su et al. (2014) are included as Supplementary Figures S9-S12.
3 RESULTS
In the following, and in order to present the capabilities of WPIT, simulation outputs are presented for each of the four WPIT modules. As a case study, we expand upon the simulations by Bortnik et al. (2008) through a parametric study that explores the impact of each parameter in the onset of nonlinearity in whistler-electron interactions. More specifically, the dependence of the appearance of nonlinear effects on wave field amplitude, equatorial pitch angle, wave normal angle, electron energy, electron density, wave frequency and ion composition are explored.
We first define a baseline simulation that follows the simulation parameters introduced in Bortnik et al. (2008), with some variations discussed in the following:
Bortnik et al. (2008) studied the interactions of electrons with whistler-mode waves at L = 5, in a dipole geomagnetic field and in a multi-component plasma with equatorial electron density ne,eq = 10 cm−3. They simulated a total of 24 electrons with equatorial pitch angle αeq = 70°, energy E = 168.3 keV and equally spaced in wave-particle phase, in the range 0–360°, thus they had a resolution of 5° in initial wave-particle phase. The electrons started at an initial latitude of λ = −9° and were followed until they reached the magnetic equator. The wave packet used was static, monochromatic and one-sided, with a frequency of 2 kHz and wave normal angle of ψ = 0°. Two wave amplitudes of 1pT and 1nT were investigated.
For our baseline simulation, we retain the latitudinal range, the equatorial electron density, the electron energy and the wave packet morphology, frequency and wave normal angle of Bortnik et al. (2008). We simulate the variation of the electron density along the magnetic field line using the (Denton et al., 2002) model. The ion composition is taken as nH = 0.77ne for H+ ions, nHe = 0.20ne for He+ ions and nO = 0.03ne for O+ ions (Jordanova et al., 2008). As was derived from our simulations (not shown here, but the results are available at WPIT_results folder of WPIT repository), there is a need for higher resolution in the initial wave-particle phase, as there are nonlinear effects that can be missed if the wave-particle phase resolution is not high enough. From our simulations, during the evaluation phase of WPIT, we found that a minimum resolution of 3° is required in order to fully resolve non linear interactions. Hence, for our simulations we explore the behaviour of 120 electrons equally spaced in initial wave-particle angle η0 in the range 0–360° thus achieving the wave-particle phase resolution threshold. The initial equatorial pitch angle is chosen at 68°. Finally, the amplitude of the y-component of the wave magnetic field is chosen at 65pT in the baseline simulation.
We start by presenting outputs of the Environment_mod and the WaveProperties_mod modules for the baseline simulation, in Section 3.1 and Section 3.2 respectively. We then present a sample run from the LandauDamp_mod module corresponding to the above conditions in Section 3.3. Finally, we proceed to exploring the onset of nonlinearity of wave-particle interactions by varying each parameter of the baseline simulation separately, in Section 3.4.
The corresponding Jupyter Notebooks for each simulation can be found in https://github.com/stourgai/WPIT/tree/main/WPIT_results.
3.1 Environment characterization module results
For the calculation of required local environment parameters we use the WPIT/Environment_mod module. In Figure 2 we present environmental parameters of the simulation as a function of the magnetic latitude. In Figure 2A, we present the magnetic dipole field strength as calculated by the routine WPIT. Environment_mod.Bmag_dipole, in Figure 2B, the electron and ion densities calculated by WPIT. Environment_mod.density_FL_denton with an equatorial electron density of 10cm−3, in Figure 2C relevant frequencies (i.e. wave, cyclotron, plasma, upper hybrid resonance and lower hybrid resonance frequencies). In the baseline simulation the wave frequency lies above the lower hybrid resonance frequency but well below the electron cyclotron frequency. In Figure 2D, we present the equatorial pitch angles corresponding to the maximum latitude that a particle can reach in a dipole magnetic field. Each graph spans magnetic latitudes in the range −45 to 45°, with the inset figures zooming-in in the region of interest for our simulations.
[image: Figure 2]FIGURE 2 | Outputs of WPIT. Environment_mod. (A): Background dipole magnetic field. (B): Electron and ion densities. (C): Frequencies. (D): Equatorial pitch angle mapping.
The code for the calculations can be found in WPIT_results/Environment_Results notebook.
3.2 Wave properties module results
With respect to the wave field of the simulation we simulate a static monochromatic parallel propagating whistler-mode wave with a frequency of 2 kHz (Bortnik et al., 2008). With the environmental parameters defined, we calculate the required wave properties for the definition of the whistler-mode wave, which include the Stix parameters, the refractive index, the wave number and the resonance cone angle, as described in Section 2.2. As examples, in Figure 3A we present the Stix parameters along the magnetic latitude calculated by WPIT. WaveProperties_mod.stix_parameters. In Figure 3B we plot the refractive index surface of a 2 kHz wave at the equator, at L = 5. We calculate the surface based on both cold plasma theory and also by assigning finite temperatures to the electron and ion populations. The code for calculating the refractive index surface can be found in the relevant Jupyter notebook [WPIT_results/Environment_And_Wave_Results]. As also mentioned in Kulkarni et al. (2015), the inclusion of finite temperatures in electron and ion populations closes the refractive index surface, which remains open based on the cold plasma theory. Here, as examples of this behaviour, we calculated the refractive index surface for 1 eV electrons and also for 4 eV electrons 4 eV ions. In Figure 3C the resonance cone angle is plotted (WPIT.WaveProperties_mod.refr_index_full) and in Figure 3D the calculated electric and magnetic components of a 2 kHz parallel wave with [image: image] are shown. Here we have used the WPIT. WaveProperties_mod.wave_packet_one_sided for the definition of the wave packet along with WPIT. WaveProperties_mod.wave_amplitudes_bell for the calculation of the wave field components, to define a one-sided wave packet similarly to Bortnik et al. (2008). As the wave normal angle for this case is considered zero (i.e. parallel propagation) the x- and y-components of the wave electric and magnetic field are the same while the z-components are zero. This condition will change for oblique waves. Also, the electric field decreases as the wave reaches the equator. This behaviour is explained from the dispersion relation of the wave, which determines that the ratio of the electric wave field to the magnetic wave field decreases as the geomagnetic field strength decreases, hence for our case where the y-component of the wave magnetic field is fixed (Bell, 1984) the electric field component has its minimum at the equator.
[image: Figure 3]FIGURE 3 | Outputs of WPIT. WaveProperties_mod. (A): Stix parameters. (B): Refractive index surface. (C): Resonance cone angle. (D): Wave electric and magnetic fields for a wave with Byw =100pT.
3.3 Landau damping module results
We performed ray tracing simulations with the Stanford 3D Raytracer, for a ray of f = 2 kHz, injected at the magnetic equator (λ = 0) of L = 5 and with initial wave normal angle ψ = 180°, i.e. anti-parallel to the ambient magnetic field. The raytracer output can be found in Module_descriptions/example_rays folder of WPIT repository. Figure 4 presents example outputs of LandauDamp_mod module. In Figure 4A we present different thermal electron distributions calculated with WPIT. LandauDamp_mod.distribution_bell (Bell et al., 2002) and WPIT. LandauDamp_mod.distribution_bortnik (Bortnik et al., 2007) routines. Bortnik et al. (2006) used a distribution of suprathermal electrons of [image: image], where [image: image] is the Bell et al. (2002) distribution. This scaling was applied in order to account for fluxes outside of the plasmasphere as the Bell distribution was derived from measurements inside the plasmapause. Furthermore (Bortnik et al., 2007), investigated the effects of different scaling factors of the distribution on Landau damping. Following a similar analysis, we calculated Landau damping for three cases: (i) the original Bell distribution (“scale = 1”), (ii) a distribution multiplied by a factor of 5 (termed as “scale = 5” herein) and (iii) a distribution multiplied by a factor of ten (termed “scale = 10”). For each of these distributions we calculate the Landau damping with WPIT. LandauDamp_mod.landau_damping routine and the results are presented in Figure 4B. For the original Bell distribution, the ray attenuates at around 7 s. Scaling up the distribution 5 and 10 times leads to an attenuation time of 5 and 2.5 s respectively. While for the Bortnik distribution, the ray survives for only about 1 s. Thus, it becomes obvious that the choice of the thermal distribution is a crucial part of Landau damping calculations. Following on, in Figure 4C we present the resonant energy of electrons of pitch angles, in the range 0–90°, with the wave along the ray path [WPIT.LandauDamp_mod.resonance_along_raypath]. The colorscale is in log (Eres) with Eres the resonant energy in keV. It is mentioned that in this plot we calculate the resonant energy along the ray path without taking account the attenuation, thus the time axis ranges from 0 up to 30s, although after 7 s the wave would be damped. Finally, in Figure 4D we present the ray path with color coded the Landau damping [WPIT.LandauDamp_mod.RayUtils_mod.ray_plots] for the Bell distribution case. The yellow dot indicates the injection point of the ray and the black arrow indicates the initial wave normal angle.
[image: Figure 4]FIGURE 4 | Outputs of WPIT. LandauDamp_mod. (A): Thermal electron distributions. (B): Landau damping calculations for each distribution. (C): Electron resonant energy along the ray path for a range of pitch angles. (D): Ray path with color coded Landau damping.
3.4 Wave—particle interactions module results
Firstly, we explore the dependence of the onset of nonlinearity on the amplitude of the y-component of the wave magnetic field, as wave amplitude is the primary parameter in controlling the nonlinear behaviour of the particles, as also discussed in Bell (1986). There are two kinds of nonlinear effects that can arise: phase trapping and phase bunching. During phase trapping, particles follows closed trajectories in ν − η plane, around the center of a resonance island. In this case particles stay in resonance with the wave for a significant amount of time, which leads to large changes in pitch angle and energy. On the other hand, during phase bunching, particles follow open trajectories that enclose the resonance island. As the particles move in ν − η plane, they gradually approach the resonance island. This leads to some particles showing clustered trajectories (termed “bunching” of the trajectories); subsequently the particles cross to the other side of the island and then diverge away from it (see, e.g., Albert et al., 2012). In η − λ plane, the trajectories of phase trapped particles experience several oscillations, which are confined to a limited range of wave-particle phases. On the other hand, trajectories of phase bunched particles are clustered, and span the entire range (0–360°) in phase (see, e.g., Su et al., 2014). As mentioned above, we use Bell (1984) for the calculation of the wave components, which requires the amplitude of the y-component of the wave magnetic field to be defined first in order for the rest of the magnetic and electric field components to be determined. Thus in our simulations we consider a constant [image: image] component along the electron path, modulated only by the wave packet definition, as described above in Section 3.2 and shown in Figure 3D). In Figure 5 we present the trajectories of the 120 electrons for [image: image] = 10pT, 35pT, 65pT and 100pT. The line colors correspond to the initial wave-particle phase (η0) of the electrons, from 0 to 360°. In the first row we plot the evolution of the equatorial pitch angle (Δαeq) along the magnetic latitude (λ). In the second row we plot the net change of the equatorial pitch angle as a function of the electrons’ η0. In the third row we plot the time derivative of η, dη/dt, along the magnetic latitude. In the last row we plot the first derivative of η, ν, normalised to the trapping frequency (ωt), as a function of η.
[image: Figure 5]FIGURE 5 | Evolution of αeq along λ (A,E,I,M), distribution of Δαeq with respect to the initial wave-particle phase η0 (B,F,J,N), derivative of wave-particle phase η along λ (C,G,K,O) and electron trajectories in the ν-η plane (D,H,L,P) for different values of the wave magnetic field y-component.
In all cases, the electrons experience resonance with the waves, which can be seen from the plots on the third row, as the resonance condition is expressed as:
[image: image]
The resonance location for all four amplitudes is at λ ≈ − 6.2°. For the 10pT case the interactions are rather linear with small pitch angle scattering and the change in pitch angle follows an almost sinusoidal dependence on η0, with |Δαeq|max ≈ 0.5°. For all amplitudes from 35pT and higher phase trapping effects are observed. For the 35pT case, five out of the 120 electrons, with η0 in the range 160–173°, experience phase trapping, following closed trajectories in the ν − η plane, and their dη/dt oscillates around 0 throughout the simulation. As the amplitude increases to 65pT, the number of phase trapped electrons increases to 16, binned in four regions of η0, approximately at 0–10, 156–167, 270–290 and 358–360°, whereas the untrapped electrons are almost symmetrically scattered to lower and higher equatorial pitch angles. The amplitude of the oscillation of their dη/dt also becomes higher. Finally, at 100pT, the trajectories are similar, with 8 phase trapped electrons, but in this case the majority of the untrapped electrons are scattered to lower pitch angles. Three ranges of η0 experience phase trapping in this case, approximately at 51–55, 158–168 and 238–245°. It is noted, that as the wave field becomes higher, dη/dt oscillates around 0 with higher amplitude, which in turn leads to oscillations of the pitch angles of the trapped electrons around a mean value. Based also on simulations of other wave amplitudes (not shown herein), it is found that the lowest threshold for the appearance of nonlinear effects in wave-particle interactions is 35pT.
In addition to the above figures, examples of phase trapping and phase bunching are shown in Supplementary Figures S13-S15, where the trajectories of the electrons, for each wave amplitude, are plotted in ν − η and η − λ planes. In Supplementary Figures S13 the trajectories due to interactions with a 1pT wave are presented. The wave amplitude in this case is to low to cause any nonlinear effects. In Supplementary Figures S14, the wave amplitude was raised to 10pT, which causes the onset of a weak phase bunching effect (indicated with black arrows). For the 35pT case, in Supplementary Figures S15, the wave amplitude is high enough for both phase trapping and phase bunching effects to occur.
In the second step of the parametric study, we explore the dependence of the onset of nonlinearity on the initial equatorial pitch angle. As the equatorial pitch angle defines the highest latitude that can be reached by a particle, we calculate the highest equatorial pitch angle that an electron located at λ = -9° can have. For L = 5 and assuming a dipole magnetic field, the latitudinal range per pitch angle is plotted in Figure 2D. For λ = −9, the maximum pitch angle is found to be around 71.2°, which is set as the upper limit of our investigation. The resonance condition is met where Equation 13 is zero, or
[image: image]
where u‖ = u cos α with α the local pitch angle which in turn depends on αeq. Thus the equatorial pitch angle defines the parallel velocity of the electron which in turn defines the location where the resonance condition is satisfied. This is evident in Figure 6, where the results for different initial αeq are presented. As the pitch angle gets higher, the resonance condition is satisfied in progressively higher latitudes. In the case of αeq = 62°, the electrons missed the resonance point (located below λ = -9), so the pitch angle change has a sinusoidal form with a maximum amplitude of around 0.25°. The case changes dramatically for αeq = 63°: in this case the electrons start just below the resonance point, and half of the electrons are almost immediately phase trapped by the wave, reaching pitch angles up to 75°. At αeq = 65° both phase trapping and moderate phase bunching effects can be observed, with two out of 120 electrons being phase trapped. We also contrast here the panels (I),(J),(K) and (L) of Figure 5, which is the baseline simulation for αeq = 68°, with 18 electrons being phase trapped. Finally for the case of αeq = 71°, again both phase bunching and phase trapping are present but with fewer electrons being phase trapped. Thus, for electrons with 168.3 keV energy starting at λ = -9° and interacting with a parallel whistler-mode wave of 2 kHz frequency, and with environmental parameters as defined above, the lowest threshold in terms of equatorial pitch angle for nonlinear effects to be observed is 63°.
[image: Figure 6]FIGURE 6 | Evolution of αeq along λ (A,E,I,M), distribution of Δαeq with respect to the initial wave-particle phase η0 (B,F,J,N), derivative of wave-particle phase η along λ (C,G,K,O) and electron trajectories in the ν-η plane (D,H,L,P) for different values of equatorial pitch angle.
As part of the third step of the parametric study, in Figure 7 we present wave-particle interaction results for electrons with energy in the range from 90 to 270 keV, while keeping the rest of the simulation parameters as in the baseline simulation presented above. We note that, as the energy becomes higher, the resonance point moves to higher latitudes. For the case of 90 keV, the resonance point is beyond the equator, and as the electrons are simulated until they reach the equator, no resonance is observed to occur. The resonance point is within the latitudinal range of our simulations for the range around 100–270 keV. Another feature of the simulations is that, as the energy becomes higher, fewer electrons become phase trapped, but with higher pitch angle scattering: thus, for 140 keV electrons the maximum pitch angle change is around 5°, for 200 keV electrons around 8° and for 270 keV electrons around 11°. Also, the oscillation of the pitch angle of trapped electrons becomes smaller with higher energy.
[image: Figure 7]FIGURE 7 | Evolution of αeq along λ (A,E,I,M), distribution of Δαeq with respect to the initial wave-particle phase η0 (B,F,J,N), derivative of wave-particle phase η along λ (C,G,K,O) and electron trajectories in the ν-η plane (D,H,L,P) for different values of the electron energy.
Under the fourth step of the parametric study, we explore how the wave normal angle affects the nonlinear behaviour of the electrons. In all the simulations presented above, the waves have been considered to be parallel (i.e. ψ = 0 deg). The wave normal angle affects the resonance condition (Eq 47) through the parallel wave number k‖ = k cos ψ. The upper limit of the wave normal angle for our simulations is defined by the resonance cone angle. Outside of the resonance cone no wave modes propagate and as ψ approaches the resonance cone angle, the wave number goes to infinity, or equivalently the wavelength goes to zero. By using WPIT. WaveProperties_mod.res_angle we calculate the resonance angle θres along the magnetic latitude and the results are presented in Figure 3C. For our latitudinal range of interest (−9 to 0°), θres ranges from around 73–75°. In order to ensure that the wave normal angle is inside the resonance cone for all the latitudes of interest, we set the upper limit of the wave normal angle at 72°. In Figure 8 we present the results for ψ = 1o, 50o, 60o, 72o. For the case of ψ = 1o, the results are similar to the baseline case with some electrons experiencing phase trapping and some experiencing weak phase bunching. As the wave becomes more oblique, the nonlinear effects begin to decline. Thus, for ψ = 50° only three electrons are phase trapped and for ψ = 60° only weak phase bunching occurs. As the wave normal angle approaches the resonance cone angle (ψ = 72o) the interactions become linear. Thus for the parameters of our simulation, the interactions become progressively more linear as the wave becomes more oblique.
[image: Figure 8]FIGURE 8 | Evolution of αeq along λ (A,E,I,M), distribution of Δαeq with respect to the initial wave-particle phase η0 (B,F,J,N), derivative of wave-particle phase η along λ (C,G,K,O) and electron trajectories in the ν-η plane (D,H,L,P) for different values of the wave normal angle.
In the baseline simulation we used an equatorial electron density of 10 × 106 m−3 based on Bortnik et al. (2008). In Figure 9 we present results for interactions under different equatorial electron densities. Equatorial electron density affects the location of the resonance point, in the sense that as the electron density is increased, the resonance point moves to lower latitudes. For the case of neq = 25 × 106 m−3, the electrons start at the resonance point as can be seen in Figure 9C, on the other hand for densities neq < 5 × 106 m−3 the resonance point is located higher than the equator. In the case of neq = 25 × 106 m−3 only strong phase bunching has occurred with none of the electrons trapped. If we compare the cases of neq = 12 × 106 m−3, neq = 7 × 106 m−3 and the baseline simulation (neq = 10 × 106 m−3), we conclude that as the electron density becomes smaller more electrons become phase trapped, though with progressively lower maximum pitch angle scattering.
[image: Figure 9]FIGURE 9 | Evolution of αeq along λ (A,E,I,M), distribution of Δαeq with respect to the initial wave-particle phase η0 (B,F,J,N), derivative of wave-particle phase η along λ (C,G,K,O) and electron trajectories in the ν-η plane (D,H,L,P) for different values of the equatorial electron density.
In Figure 10 we present results of the interactions with a wave of frequency in the range 1.4–3 kHz. For the 1.4 kHz case, the resonance point is located beyond the equator so the electrons did not reach it. On the other hand for the 3 kHz case the resonance point is located below λ = −9° and again is missed by the electrons. Hence, it is concluded that the higher the frequency, the lower the location of the resonance point. As it can be inferred from our simulations, the wave field that could potentially drive nonlinear scattering, for the parameters defined in our simulation, has a rather wide bandwidth of 1.5 kHz (1.5–3 kHz).
[image: Figure 10]FIGURE 10 | Evolution of αeq along λ (A,E,I,M), distribution of Δαeq with respect to the initial wave-particle phase η0 (B,F,J,N), derivative of wave-particle phase η along λ (C,G,K,O) and electron trajectories in the ν-η plane (D,H,L,P) for different wave frequencies.
We have also explore the effect that variations in plasma composition have on the nonlinear behaviour of the electrons. The results are not presented here but can be found in WPIT_Results folder of the WPIT repository. No large discrepancies between the runs with different ion compositions were found, with the only difference consisting of slight shifts in η0 of the phase-trapped populations.
4 DISCUSSION
We have presented WPIT, an open source, Python-based toolset for the investigation of interactions of charged particles with very low frequency waves in Earth’s magnetosphere. WPIT is the first step, aiming to provide a unified code for the exploration of wave particle interactions inside the magnetosphere. With the ever-increasing interest of the science community on wave particles interactions, WPIT comprises a useful tool for both theoretical analyses and quantitative assessments of wave-particle interaction processes.
In Section 3, we presented results of the use of the code, by simulating the interactions of electrons with whistler-mode waves. We performed a parametric study by adjusting parameters such as the amplitude of the wave magnetic field, the equatorial pitch angle, the electron energy, the wave normal angle, the equatorial electron density, the wave frequency, and the electron and ion composition, and we examined the sensitivity of the onset of nonlinear effects for each case.
In terms of the amplitude of the wave magnetic field, we find that, in the simulations performed, there is a lower threshold in wave amplitude for the appearance of nonlinearity in wave-particle interactions. WPIT enables the identification of this threshold, based also on the entire parameter space that is explored. The pitch angle was also found to greatly affect the resonance location, and also whether electrons will be phase trapped. We note that an expanded parametric study should include a wider range of initial latitudes for the electrons than was presented herein, so that pitch angle effects can be better quantified. WPIT enables such parametric studies to be pursued. In terms of the effect of electron energy, it is found that the resonance location in terms of latitude generally decreases as the electron energy increases. Extended parametric studies could include such an extended range of initial latitudes for the electrons.
With this study we presented the capabilities of WPIT modules for extensive analysis of wave particle interactions. A potential expansion of the parametric study presented herein would be to conduct extensive simulations for the characterisation of the dependence of nonlinear effects on each wave and particle characteristic. Another important aspect that we conclude from our simulations is the need for higher resolution wave-particle phase distributions for the investigation of nonlinear wave particle interactions. With the simulation code available in Jupyter Notebook format in WPIT repository, a user can be guided through the set up of the relevant simulations for the performance of such more detailed parametric studies.
The goal of WPIT is to provide an open-source toolset for wave-particle interaction simulations to the scientific community, and it is expected and envisioned that other researchers will be contributing extensively to future versions, greatly enhancing the functionalities and capabilities of WPIT. However, we note that, since the implementation of WPIT involves a long sequence of processes as described above, some of which involve complex equations that require extensive testing and proper application of the assumptions used, it is preferred that any potential new functionalities and additions to WPIT by other researchers are implemented after communication with the authors.
Further to the scientific analysis of wave-particle interactions that was presented, and related to the quantification of the effectiveness of waves to resonantly scatter electrons, a practical application of WPIT is related to investigations of optimal schemes for radiation belt remediation. This refers to the active removal of energetic electrons from the radiation belts for the protection of satellite systems: Energetic electrons originating either from the solar wind or from high-altitude nuclear explosions can severely damage satellites, particularly in Low-Earth Orbit (LEO) (see, e.g., Carlsten et al., 2019, and references therein). With the emergence of NewSpace mega-constellations (Zhang et al., 2022) and the shift of space usage to LEO satellites for a range of applications, naturally or artificially produced energetic electrons constitute a serious potential vulnerability. In order to provide means for addressing this vulnerability, various schemes have been proposed that can potentially remove trapped electrons from the radiation belts (e.g. Hoyt and Minor, 2005; Sauvaud et al., 2008; Shao et al., 2009; de Soria-Santacruz and Martinez-Sanchez, 2013). Amongst the most promising schemes is the use of Very Low Frequency (VLF) waves to scatter electrons and lead them to precipitate into the Earth’s atmosphere. WPIT provides an optimal simulation tool that enables quantifying the wave characteristics that can lead to particle scattering, as well as evaluating the effectiveness of the scattering mechanism. To this direction, future work on WPIT involves including a module for the calculation of in situ transmissions of VLF waves by user-defined antenna characteristics. With the inclusion of a module that calculates the near and far field of antennas in magnetospheric plasmas, and along with calculation of the generated wave field through ray tracing, WPIT can become a useful tool, not only for theoretical studies, but also for space missions targeting wave particle interactions, as well as for VLF transmitters immersed in magnetospheric plasmas and for investigations of the efficiency of radiation belt remediation schemes.
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Supplementary Figure S1 | Evolution of electron’s equatorial pitch angle αeq along magnetic latitude λ. Reproduction of Figure 2i of Bortnik et al. (2008) with WPIT’s “Nonlinear interaction of energetic electrons with large amplitude chorus.ipynb”.
Supplementary Figure S2 | Evolution of electron energy along magnetic latitude λ. Reproduction of Figure 2j of Bortnik et al. (2008) with WPIT’s “Nonlinear interaction of energetic electrons with large amplitude chorus.ipynb”.
Supplementary Figure S3 | Distribution of total pitch angle change ∆αeq with respect to the initial wave-particle phase η0. Reproduction of Figure 2k of Bortnik et al. (2008) with “WPIT’s Nonlinear interaction of energetic electrons with large amplitude chorus.ipynb”.
Supplementary Figure S4 | Evolution of electron's equatorial pitch angle αeq along magnetic latitude λ. Reproduction of Figure 4a of Albert and Bortnik (2009) with WPIT’s “Nonlinear interaction of radiation belt electrons with electromagnetic ion cyclotron waves.ipynb”.
Supplementary Figure S5 | Evolution of electron’s energy along magnetic latitude λ. Reproduction of Figure 4b of Albert and Bortnik (2009) with WPIT’s “Nonlinear interaction of radiation belt electrons with electromagnetic ion cyclotron waves.ipynb”.
Supplementary Figure S6 | Distribution of total pitch angle change ∆αeq with respect to the initial wave-particle phase η0. Reproduction of Figure 4c of Albert and Bortnik (2009) with WPIT’s “Nonlinear interaction of radiation belt electrons with electromagnetic ion cyclotron waves.ipynb”.
Supplementary Figure S7 | Evolution of electron’s equatorial pitch angle αeq along magnetic latitude λ. Reproduction of Figure 12a of Su et al. (2012) with WPIT’s “Bounce-averaged advection and diffusion coefficients formonochromatic electromagnetic ion cyclotron wave Comparison between test-particle and quasi-linear models.ipynb”.
Supplementary Figure S8 | Distribution of total pitch angle change ∆αeq with respect to the initial wave-particle phase η0. Reproduction of Figure 12b of Su et al. (2012) with WPIT’s “Bounce-averaged advection and diffusion coefficients for monochromatic electromagnetic ion cyclotron wave Comparison between test-particle and quasi-linear models.ipynb”.
Supplementary Figure S9 | Evolution of ion’s equatorial pitch angle αeq along magnetic latitude λ. Reproduction of Figure 3f of Su et al. (2014) with WPIT’s “Latitudinal dependence of nonlinear interaction between electromagnetic ion cyclotron wave and terrestrial ring current ions.ipynb“.
Supplementary Figure S10 | Evolution of ion energy along magnetic latitude λ. Reproduction of Figure 3g of Su et al. (2014) with WPIT’s “Latitudinal dependence of nonlinear interaction between electromagnetic ion cyclotron wave and terrestrial ring current ions.ipynb”.
Supplementary Figure S11 | Nonlinear parameter S as a function of magnetic latitude λ. Reproduction of Figure 3i of Su et al. (2014) with WPIT’s “Latitudinal dependence of nonlinear interaction between electromagnetic ion cyclotron wave and terrestrial ring current ions.ipynb”.
Supplementary Figure S12 | Distribution of total pitch angle change ∆αeq with respect to the initial wave-particle phase η0. Reproduction of Figure 4c of Su et al. (2014) with WPIT’s “Latitudinal dependence of nonlinear interaction between electromagnetic ion cyclotron wave and terrestrial ring current ions.ipynb”.
Supplementary Figure S13 | Electron trajectories in ν-η and η-λ planes for interactions with 1pT wave. The interactions are linear (no phase trapping or phase bunching).
Supplementary Figure S14 | Electron trajectories in ν-η and η-λ planes for interactions with 10pT wave. Weak phase bunching is present (black arrows).
Supplementary Figure S15 | Electron trajectories in ν-η and η-λ planes for interactions with 35pT wave. Both phase trapping and phase bunching are present (black arrows).
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wpi_params 14 wpi_params 27 dzdt 7
dzdt 7 dzdt 7 dppardt 37
dppardt 1 dppardt 2 dpperdt 38
dpperdt 12 Dpperdt 25 detadt 39
detadt 13 Detadt 26 dlamdadt 6
dlamdadt 6 dlamdadt 6 dalphadt 40
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WPIT.LandauDamp_mod

Routine name Description Refs

Thermal electron distributions

distribution_bell Calculate the suprathermal electron distribution Bell et al. (2002)
distribution_bortnik Calculate the suprathermal electron distribution Bortnik et al. (2007)
golden_distribution Calculate the suprathermal electron distribution Golden et al. (2010)
distribution_bimaxwellian Calculate the suprathermal electron distribution Maxworth et al. (2020)

Landau Damping

landau_damping Calculate the Landau damping of a ray Brinca, (1972), Sousa, (2018)
RayUtils

read_input_ray Routine to read Stanford’s 3D Ray tracer output —

read_appended_ray Routine to append wave parameters to the ray file and convert to csv -

read_appended_ray Routine to read the append files from ray_mod.append_ray -

resonance_along_raypath Routine to calculate the resonant velocity and the resonant energy along the ray path e.g. Sousa (2018)
enhancement_factor Routine to calculate the magnetospheric cavity enhancement factor Kulkarni et al. (2006)

ray_plots Routine to produce several plots of the ray parameters =
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WPIT.WaveProperties_mod

= Routine name

Description

Refs

1 stix_parameters Calculates the Stix parameters Stix, (1992)

2 stix_parameters_warm Calculate Stix parameters with warm plasma corrections Maxworth and Golkowski, (2017)
3 refr_index_full Calculates the refractive index Kimura, (1966)

4 refi_index_appleton Calculates the refractive index and the wave numbers Appleton, (1932)

5 refr_index_parallel EMIC Calculates the refractive index for parallel propgating EMIC waves Summers and Thorne, (2003)
6 refr_index_warm Calculate the refractive index accounting warm plasma corrections Kulkarni et al. (2015)
7 cold_dielectric_tensor Calculate the dielectric tensor based on cold plasma theory Maxworth et al. (2020)
8 warm_dielectric_tensor Calculate the dielectric tensor with warm plasma corrections Aubry et al. (1970)

9 res_angle Routine to calculate the resonance angle Stix, (1992)

10 gendrin_angle Routine to calculate the Gendrin angle Bortnik et al. (2006)
1 wave_amplitudes_bell Routine to calculate the wave electric and magnetic fields Bell, (1984)

12 wave_amplitudes_li Routine to calculatethe the wave electric and magnetic fields Li et al. (2015)

13 wave_amplitudes_jasna Routine to calculate the wave electric and magnetic fields Jasna et al. (1992)

14 resonant_velocity Routine to calculate the resonant velocity and the resonant energy Sousa, (2018)

15 wave_packet_one_sided Simulate a static, monochromatic and one-sided wave packet Bortnik et al. (2008)
16 wave_packet_two_sided Simulate a static, monochromatic and two-sided wave packet s

17 wave_packet_gauss Simulate a static, monochromatic gaussian wave packet -

18 dispersion_R Dispersion relation of R-mode wave Swanson, (2012)

19 dispersion_L Dispersion relation of L-mode wave Swanson, (2012)

20 dispersion_O Dispersion relation of O-mode wave Swanson, (2012)

21 dispersion_X. Dispersion relation of X-mode wave Swanson, (2012)

22 dispersion_light Dispersion relation of light Swanson, (2012)

23 cutoff R Cut-off frequency for R-mode waves Swanson, (2012)

24 cutoff_L Cut-off frequency for L-mode waves Swanson, (2012)
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— Routine name

I Bmag dipole
2 density_equ_carpenter

Description

Calculates geomagnetic dipole field strength

Calculates equatorial electron density

Refs

e.g. Parks (1991)

Carpenter and Anderson

_anderson (1992)
3 density_FL_denton Calculates electron density along a geomagnetic field line Denton et al. (2002)
4 density_ozhogin Calculates electron density at the equator and along a magnetic field line Denton et al. (2002)
5 density_equ_sheeley Calculates electron density along a geomagnetic field line Sheeley et al. (2001)
6  omega_cyclotron Calculates gyrofrequency of a particle e.g. Parks (1991)
7 omega_plasma Calculates plasma frequency e.g. Parks (1991)
8 omega_uhr Calculates upper hybrid resonance frequency eg. Parks (1991)
9 omega_lhr Calculates lower hybrid resonance frequency e.g. Parks (1991)

10 aeq2alpha
11 alpha2aeq

12 dwc_ds

13 dB.ds

14 Lshell

15 T_bounce
16 T_drift

17 R_Larmor

‘Translates equatorial pitch angle to local pitch angle
‘Translates local pitch angle to equatorial pitch angle
Calculates the gradient of the cyclotron frequency along a field line

Calculates the gradient of the magnetic field along a field line

Calculates magnetic L shell at pos
Calculates the bounce period of a trapped particle
Calculates the drift period of a trapped particle

Caleulates particles’s Larmor radius
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