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During geomagnetic storms a large amount of energy is transferred into the

ionosphere-thermosphere (IT) system, leading to local and global changes in

e.g., the dynamics, composition, and neutral density. The more steady energy

from the lower atmosphere into the IT system is in general much smaller than

the energy input from the magnetosphere, especially during geomagnetic

storms, and therefore details of the lower atmosphere forcing are often

neglected in storm time simulations. In this study we compare the neutral

density observed by Swarm-C during the moderate geomagnetic storm of

31 January to 3 February 2016 with the Thermosphere-Ionosphere-

Electrodynamics-GCM (TIEGCM) finding that the model can capture the

observed large scale neutral density variations better in the southern than

northern hemisphere. The importance of more realistic lower atmospheric

(LB) variations as specified by the Whole Atmosphere Community Climate

Model eXtended (WACCM-X) with specified dynamics (SD) is demonstrated

by improving especially the northern hemisphere neutral density by up to 15%

compared to using climatological LB forcing. Further analysis highlights the

importance of the background atmospheric condition in facilitating

hemispheric different neutral density changes in response to the LB

perturbations. In comparison, employing observationally based field-aligned

current (FAC) versus using an empirical model to describe magnetosphere-

ionosphere (MI) coupling leads to an 7–20% improved northern hemisphere

neutral density. The results highlight the importance of the lower atmospheric

variations and high latitude forcing in simulating the absolute large scale neutral

density especially the hemispheric differences. However, focusing on the storm

time variation with respect to the quiescent time, the lower atmospheric

influence is reduced to 1–1.5% improvement with respect to the total

observed neutral density. The results provide some guidance on the

importance of more realistic upper boundary forcing and lower atmospheric
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variations when modeling large scale, absolute and relative neutral density

variations.

KEYWORDS

neutral density, Swarm-C, TIEGCM model, lower atmosphere, geomagnetic storm,
field-aligned current forcing

1 Introduction

Geomagnetic storms are characterized by immense high

latitude energy input from the magnetosphere into the upper

atmosphere. Joule heating, which is the dominant energy source

during large geomagnetic storms, describes the conversion of

electromagnetic energy into heat through ohmic current (e.g.,

Richmond, 2021). The top 5% of geomagnetic storms between

1975–2004 produced on average approximately 331 GW in Joule

heating and 73 GW in kinetic energy via particle precipitation

(Knipp et al., 2004). During very strong storms Joule heating

increases significantly to over 1000 GW and dominates over

auroral particle precipitation (Lu et al., 2016). This high

latitude energy input is approximately 10 times larger than

the more continuous wave energy input from the lower

atmosphere (around 100–150 GW) (Liu, 2016). The neutral

density is affected by all of these energy sources e.g., Joule

heating (e.g., Fedrizzi et al., 2012), auroral particle

precipitation (e.g., Deng et al., 2013), lower atmosphere (e.g.,

Liu et al., 2017), direct solar radiation (e.g., Emmert, 2015), and

varies spatially and temporally depending on these energy source.

Neutral density is sensitive to changes in geomagnetic

activity with its associated energy input into the upper

atmosphere (e.g., Müller et al., 2009). There are efforts to

quantify the correlation between Joule heating and the neutral

density change (e.g., Fedrizzi et al., 2012; Kalafatoglu Eyiguler

et al., 2019a). The effect of Joule heating on the neutral density

depends on the heating magnitude and on the altitude

distribution of the energy deposition. While only 18–34% of

the Joule heating is dissipated above 150 km, the energy at these

higher altitude is more effective in changing the neutral density

on shorter time scales (hours) (e.g., Deng et al., 2011; Huang

et al., 2012). For a comprehensive review of neutral density

variation during geomagnetic storms we refer to e.g., Prölss

(2011).

The neutral density variations are affected by the interplay

between heating, atmospheric expansion, neutral wind, and

compositional changes. An excellent review about neutral

density variations is provided by e.g., Emmert (2015).

Thermospheric composition as measured by the ratio of

atomic oxygen to molecular nitrogen, O/N2, plays an

important role in understand neutral density variations (e.g.,

Zhang and Paxton, 2021). In general, heating in the polar region

leads to upwelling and a decrease of the O/N2 ratio by

transporting molecular nitrogen from N2 rich regions into

regions with lower N2 (e.g., Zhang et al., 2004). The

modification of the large scale wind system leads to

equatorward and downward winds at lower latitudes

transporting oxygen rich air from higher to lower altitudes

and increases the O/N2 ratio there (e.g., Forbes, 2007).

The neutral density response to geomagnetic disturbances is

spatially and temporally varying. During geomagnetic storms

large scale traveling atmospheric disturbances (TADs) are

launched with associated neutral density variation propagating

away from region of sudden large energy deposition (e.g.,

Bruinsma and Forbes, 2009; Ritter et al., 2010). Therefore, the

equatorial neutral density response lags by approximately 3–5 h

with a shorter response time on the dayside than on the nightside

e.g., as suggested by Müller et al. (2009); Bruinsma and Forbes

(2009); Sutton et al. (2009). In this study we focus on a moderate

geomagnetic disturbed period and its large-scale neutral density

response, and TADs with their associated neutral density

variations are not the focus of this study.

The background atmospheric condition modulates the

geomagnetic storm responses in neutral composition and

neutral density. For geomagnetic storms during solar

minimum compared to solar maximum conditions the

magnitude and extend of compositional changes are found to

be larger, which is explained by more efficient transport and

smaller scale heights during solar minimum conditions (e.g.,

Emmert, 2015).

The seasonal mean circulation can enhance or reduce the

effect of high latitude heating on the composition. During

average geomagnetic storm conditions the compositional

changes extends more equatorward in the summer

hemisphere than in the winter hemisphere (e.g., Zuzic et al.,

1997). However, Zhang and Paxton (2021) pointed out that

GUVI observed larger O/N2 depletion extending more

equatorward in the northern winter than southern summer

hemisphere during the 20–21 November 2003 geomagnetic

storm. The authors suggested that this hemispheric

asymmetry is associated with interhemispheric differences in

the auroral hemispheric power.

Comprehensive overview of solar-cycle, seasonal and diurnal

neutral density variation can be found in e.g., Qian and Solomon

(2012); Emmert (2015); Liu et al. (2017). The neutral density

scales approximately linearly with solar radiation but more

strongly during day-time than night-time (e.g., Müller et al.,

2009). The neutral density is larger in the summer than in the

winter and the latitudinal variation is reduced around the

equinox transition. The equinoctial neutral density is larger

than the solstice neutral density and larger in March than
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September (e.g., Müller et al., 2009; Qian and Solomon, 2012) due

to lower atmospheric forcing and the associated large scale

“turbulent eddy” suppressing the maximum density at

solstices (e.g., Fuller-Rowell, 1998).

Qian et al. (2009) modified the eddy diffusion in a numerical

model to mimic the effect of wave dissipation and improved the

agreement with the observed daily averaged neutral density

variations, highlighting the importance of lower atmospheric

forcing for capturing seasonal variations in daily averaged neutral

density. The magnitude of the eddy diffusion coefficient in

numerical models depends on the resolved waves as

demonstrated by Siskind et al. (2014) who reduced the eddy

diffusivity by a factor of five from Qian et al. (2009) when using

realistic planetary wave and tidal perturbations. The present study

will focus on the influence of the lower atmospheric forcing on the

neutral density without changing the default eddy diffusivity in the

numerical model, TIEGCM. So far, it is not understood how to

adjust eddy diffusivity in the model to account for the changing

complexity in the prescribed wave spectra.

In the upper mesosphere and lower thermosphere (MLT)

region the atmosphere transitions from a well-mixed fluid to

being dominated by molecular diffusion. Increasing the eddy

mixing will move this transition to higher altitude and therefore

lead to a reduction of atomic oxygen. Another effect of eddy

diffusion is an increase in heat conduction from the hotter

atmosphere above to the cooler atmosphere below in the MLT

region (Roble, 1995). Jones et al. (2014b,a) found an approximate

10% decrease in the low latitude upper thermospheric atomic

oxygen at equinox due to including lower atmospheric tides in

their simulations. They attributed these depletion to tidal-

induced net transport of atomic oxygen. Yamazaki and

Richmond (2013) carefully examined the role of migrating

tides finding that a major contributor to the atomic oxygen

reduction is the modified mean circulation through tidal

dissipation. In addition residual circulation in the lower

thermosphere was suggested to influence the neutral density

by locally modifying the composition which is then transferred to

the atmosphere above (Qian and Yue, 2017).

Depending on the focus of a modeling study special attention

is often given either to realistic high latitude forcing when

examining geomagnetic storm or lower atmospheric forcing

when focusing on vertical coupling. Several studies pointed

out that neutral density variations of quiescent and storm

times can be evaluated separately, assuming linear behavior

(e.g., Müller et al., 2009; Kalafatoglu Eyiguler et al., 2019b).

The interplay of both forcing on neutral density variations is

not well understood and neither is their importance for capturing

the absolute and relative neutral density variations.

In this study we focus on a moderate geomagnetic storm and

quantify the relative effect of the lower atmosphere forcing and

the high latitude forcing on the large scale neutral density

variations in different latitudinal regions. As we will show

below, there are strong interhemispheric differences in the

neutral density variation that cannot be solely explained by

the interhemispheric differences in the forcings.

In section 2 we first describe the geophysical conditions

associated with the storm, the Swarm neutral density data,

and the TIEGCM with its boundary condition. In section 3

the influence of the lower atmosphere on the neutral density is

studied. In section 4 we examine the importance of realistic high

latitude forcing on the neutral density variation. In section 5 we

conclude by comparing the two effects.

FIGURE 1
Geophysical conditions for 30 January—3 February 2016: IMF By (top), Bz [nT] (second from top), solar wind velocity Vsw [km/s] (second from
bottom), and Sym-H index [nT] (bottom) based on NASA SPDF-OMNIweb data [https://omniweb.gsfc.nasa.gov].
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2 Data and model

In this study we examine the effect of the lower atmospheric

and high-latitude forcing on the neutral density during the

moderate geomagnetically disturbed period of 31 January to

3 February 2016. We would like to point out that according

to Gonzalez et al. (1994) the period is characterized as a moderate

geomagnetic storm while using the NOAA SpaceWeather scale it

is a minor geomagnetic storm (G1). This period was a focused

study in the project “Next Generation Advances in Ionosphere-

Thermosphere Coupling at Multiple Scales for Environmental

Specifications and Predictions” mainly due to interesting meso-

scale magnetosphere-ionosphere coupling phenomena. Among

others, a preliminary data-model comparison revealed significant

hemispheric differences in the simulation results for capturing

the Swarm neutral mass density measurements, which prompted

the current study to further examine the role of the lower

atmospheric forcing in addition to the high-latitude forcing

from the magnetosphere. In this study we use the Swarm-C

neutral density observations and TIEGCM simulations, which

are described in the following.

The geophysical conditions for 30 January to 3 February

2016 are summarized in Figure 1. The geomagnetic activity starts

late on 30 January (day of year doy 30) with IMF By becoming

positive (approximately 5nT), followed by IMF Bz turning

southward a few hours later and staying southward

throughout 31 January (doy 31) till approximately 1 February

(doy 32) six UT. While IMF By and Bz oscillate frequently on

2 February (doy 33) a more sustained southward IMF Bz period

starts late on 2 February lasting a few hours before becoming

northward around four UT on 3 February. The Sym-H index, a

measure of the symmetric ring current strength, becomes

negative on 31 January lasting till 1 February (minima around

-50nT), recovers on 2 February, and then is disturbed again on

3 February with a minimum of roughly -60nT. The observed

solar radio flux F10.7 varies only slightly between 100 and

112 solar flux unit (1 sfu is 10−22 W
m2Hz).

2.1 Swarm neutral density

The neutral density are from the Swarm data product

(DNSxACC version 0201) derived in a four-stage process as

described by Siemes et al. (2016). During this time period Swarm-

C orbit altitude is between 450 km and 478 km (see Figure 2).

The orbit altitude is approximately 20 km higher in the southern

than northern high latitude region. Only considering the altitude

FIGURE 2
Cosine of average solar zenith angle (top) and average orbit
altitude (bottom) (averaged between doy 30.0–35.0)

FIGURE 3
Neutral density [kg/m3] at Swarm-C orbit binned in latitude
and time: (A). For the night-time orbit, (B). For day-time orbit.
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difference, the neutral density is roughly a factor of 1.4–1.5 larger

at lower than higher altitudes based on NRLMSIS2.0 (Emmert

et al., 2021). The night-time part of the orbit is around 2.5–3 h

solar local time (SLT) at middle and low latitudes and the day-

time orbit is around 14–15 h SLT. The average solar zenith angle

is given in Figure 2 indicating that the night-time orbits are sunlit

in the southern polar region and in darkness in the northern

hemisphere.

There are different ways to quantify and compare neutral

densities, highlighting specific aspects of the variation. Neutral

density can be measured as a global mean (e.g., Solomon et al.,

2011), orbit averaged (e.g., Fedrizzi et al., 2012), along orbit tracks

(e.g., Shim et al., 2012), absolute (e.g., Yamazaki and Kosch,

2015) and relative, or scaled to a particular altitude (e.g.,

Kalafatoglu Eyiguler et al., 2019b). In the following we will

use the neutral density along the orbit track to avoid any

potential biasing due to scaling to a common altitude.

To better compare to the simulated neutral density, the

observed neutral density is averaged in 2 h and 4o geographic

latitude bins (each bin includes values from no more than two

orbits). The geographic latitude and time variation of the binned

neutral density is shown in Figures 3A,B for the night- and day-

time orbit, respectively. The enhanced neutral density due to the

moderate geomagnetic activity is clearly visible around doy

32 and doy 34. In general the observed neutral density is

larger in the southern (SH) than northern (NH) hemisphere,

however during the daytime at middle and low latitudes this is

not the case.

To better quantify the temporal variations of the neutral

density we focus on average densities in latitudinal ranges shown

in Figure 4. Note that similar to orbit averaged calculation we do

not weight by the decreasing area toward the pole. The top and

bottom two panels are for the night- and day-time orbit,

respectively, for the polar region with 60o < |λg| ≤ 900 on the

left, and middle latitude region 20o < |λg| ≤ 600 on the right (λg is

the geographic latitude). In the polar region during the night-

time orbit the SH neutral density is on average approximately

30% larger than in the NH, while during the day-time orbit the

SH neutral density is on average 18% larger than in the NH with

respect to the average density in both hemispheres. During the

night-time orbits there is an approximate 22% difference in the

middle latitude neutral density between the two hemispheres but

during the day-time both hemispheres have similar average

neutral density variations.

Several factors can contribute to the interhemispheric

differences in the neutral density. The seasonal solar zenith

angle change leads to hemispheric differences in neutral

dynamics and composition. Counteracting the seasonally

higher neutral density in the SH summer than NH winter is

the difference in Swarm orbit altitude. In addition, the lower

atmospheric forcing, which itself has an inherent seasonal

variation, can modify the thermospheric and ionospheric

FIGURE 4
Average neutral density [kg/m3] at Swarm-C orbit in different geographic latitude λg bins for the SH (red lines) and NH (blue lines): (A). For night-
time orbit at 60o < |λg| < 90o, (B). For night-time orbit at 20o < |λg| < 60o, (C). For day-time orbit at 60o < |λg| < 90o, (D). For day-time orbit at 20o <
|λg| < 60o.
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state, including the neutral density. During geomagnetic storms

the enhanced high latitude energy input into the IT system can

contribute to hemispheric differences. In the following we will

focus on the importance of lower atmospheric and high latitude

forcing in simulating the neutral density variations with

TIEGCM.

2.2 TIEGCM

The TIEGCM is a self-consistent model which includes

atmospheric dynamics, chemistry and energetics of the

thermosphere and ionosphere. The ionospheric

electrodynamics in the TIEGCM is driven by the wind

dynamo, gravity and plasma pressure gradient driven current,

and effects due to magnetosphere-ionosphere coupling

(Richmond and Maute, 2013). Detailed information about the

model can be found in Qian et al. (2014); Maute (2017).

The model spans from approximately 97 km to 450–600 km

depending on the solar cycle conditions. We use a horizontal

resolution of 2.5o × 2.5o in geographic latitude and longitude. At

high latitude the magnetosphere-ionosphere coupling is

simulated by either prescribing empirical high latitude electric

fields based on Weimer (2005) or observed field-aligned current

(FAC) based on AMPERE data (Anderson et al., 2000, 2014). The

auroral particle precipitation in both simulations is defined via an

analytical auroral model (Roble and Ridley, 1987; Emery et al.,

2012). Modifications of the default TIEGCM auroral

parametrization in the Weimer and FAC driven simulations

are described in Supporting Information 1. Hereafter, we label

the Weimer driven simulation with “Weimer” and the field-

aligned current driven simulation with “FAC”.

The high latitude FAC patterns are derived in the two

hemispheres by processing the AMPERE magnetic field

observations from the Iridium satellites using principal

component analysis as described by Shi et al. (2020). The

limited number of used principal components (PC) results in

a smoother FAC distribution compared to the original AMPERE

field-aligned current. Therefore, the magnitude of the

hemispheric integrated upward and downward FAC is

reduced using PC based FAC compared to the original

AMPERE FAC. To get hemispheric integrated FAC strength

comparable to the original AMPERE data, we increase the FAC

magnitude in the simulations by 45% in both hemispheres.

Maute et al. (2021) describe the method of prescribing high

latitude FAC in the TIEGCM and the key points are summarized

in the following. The electric potential is determined in a three

step process. In the first step, the electric potential is calculated

due to the global wind dynamo and the hemispherically

symmetric, with respect to the geomagnetic field, component

of the prescribed FAC. In the second step, the FAC at the top of

the ionosphere in each magnetic hemisphere due to the

symmetric potential solution from step 1 and the local wind

dynamo is calculated. The difference between the original

prescribed FAC and the calculated FAC from step 2 in a

given hemisphere is used in step 3. In step 3 the FAC

determined in step 2 in a given hemisphere is prescribed at

the upper boundary at high latitudes with a zero potential

constraint at the equatorward edge of the region (here at |40o|

magnetic latitude). The potential from step 1 is hemispherically

symmetric and from step 3 is hemispherically asymmetric on a

magnetic grid. The total electric potential is the sum of the

solutions from step 1 and step 3. In each step we have to ensure

that the current into and out of the ionosphere are balanced by

adjusting the FAC. We distribute any non-balanced FAC

according to the local Pedersen conductance as described in

Marsal et al. (2012).

At the TIEGCM lower boundary (LB) (approximately at

97 km) we can specify the background variations as well as

perturbations in the horizontal wind, neutral temperature,

and geopotential height. To evaluate the importance of the

lower atmospheric forcing on the neutral density variation we

conduct two simulations. In one simulation we use a

climatological LB background and perturbations. We

employ the tidal climatology from Global Scale Wave

Model (GSWM) (Zhang et al., 2010) and specify the LB

background using the mass spectrometer and incoherent

scatter radar (MSIS00) model and the horizonal wind

model (HWM07) (see Jones et al., 2014b; Maute, 2017).

GSWM includes the effect of migrating and nonmigrating,

diurnal and semidiurnal tidal components. In the TIEGCM

GSWM perturbations are specified hourly for the day in the

middle of each month and interpolated temporally. We label

this simulation with “Climate”.

TABLE 1 Overview of simulation set up: all simulations are done with the TIEGCM; the simulations WacXBP and TIEGCM(FAC) are the same and the
former abbreviation is used in section 3 highlighting the lower boundary forcing and the latter in section 4 focused on the high latitude forcing;
simulations WacXBP, Climate, WacXP-CB, WacXB-symP are described in section 3 while simulations TIEGCM(FAC) and TIEGCM(Weimer) are
described in section 4. We abbreviated in the table WACCMX-SD with WACX-SD and climatology with ‟Climat”

Abbreviation WacXBP Climate WacXP-CB WacXB-symP TIEGCM (FAC) TIEGCM (Weimer)

LB perturbation P WACX-SD Climat WACX-SD symmetric WACX-SD WACX-SD WACX-SD

LB background B WACX-SD Climat Climat WACX-SD WACX-SD WACX-SD

high latitude forcing FAC FAC FAC FAC FAC Weimer
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For comparison we conduct a TIEGCM simulation with

the LB specified by output from the Whole Atmosphere

Community Climate Model- eXtended with Specified

Dynamics (WACCMX-SD) (WACCMX-SD, 2019;

Gasperini et al., 2020; Pedatella et al., 2021). WACCM-X is

a whole atmosphere climate model spanning from the Earth

surface to the thermosphere (Liu et al., 2018). To simulate

specific time periods the WACCM-X dynamics are nudged up

to approximately 50 km towards reanalysis data, here

Modern-Era Retrospective analysis for Research and

Applications, Version 2 (MERRA-2) (Gelaro et al., 2017).

Using the WACCMX-SD results at the TIEGCM LB allows

us to prescribe the specific background “B” and perturbations

“P”, including planetary waves and tides, for this time period.

We use WACCMX-SD output at the pressure level closest to

the TIEGCM LB pressure level. In this study we also examine

the effects of a more realistic background atmosphere versus

perturbation at the TIEGCM lower boundary on the simulated

neutral density. Therefore, the background is represented by

the daily zonal and diurnal mean of the horizontal winds,

neutral temperature, and geopotential height. The

perturbation fields are the difference between the total

fields and the background. We label the simulation with

WACCMX-SD at the LB as “WacXBP” (B for background

and P for perturbation from WACCMX-SD simulation). In a

control case we use only the WACCMX-SD perturbations

(WacXP) with the climatological background (CB) from the

“Climate” simulation and we will refer to this simulation as

“WacXP-CB”. We provide an overview of all simulations in

Table 1. All simulations are using the TIEGCM but differ by

either the lower boundary forcing and/or the high latitude

forcing.

We start all simulations at doy 10, 2016 with the respective

lower boundary forcing and the high latitude electric potential

defined by Heelis et al. (1982) driven by 3-hourly Kp index

(Emery et al., 2012). At doy 30 we continued the simulations with

the respective high latitude forcing. For comparing with the

neutral density from Swarm-C, we determine the TIEGCM

simulated neutral density along the Swarm-C orbit and apply

the same binning as for Swarm-C data to the synthetic TIEGCM

data. Note that for this time period the TIEGCM upper boundary

is always above the Swarm-C orbit altitude. To measure the

difference between the simulated and observed neutral density

we use the sum of the absolute differences (L-1 norm) of the

binned data which does not include any weighting by the error

magnitude like the root mean square error does. Relative errors

FIGURE 5
Variations for night-time orbit [panel (A–B)] and day-time orbit [panel (C–D)] of neutral density difference between TIEGCM(WacXBP) and
Swarm-C [(A). and (C).] and between TIEGCM(Climate) and Swarm-C [(B). and (D).].
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are calculated with respect to the sum of the observed Swarm-C

neutral density variations if not stated otherwise.

3 Effects of lower atmospheric
forcing

We first examine the effect of lower atmospheric forcing on

the neutral density at Swarm-C altitude by comparing the

simulation with climatological forcing at the lower boundary

(Climate) to the simulation with WACCMX-SD at the lower

boundary (WacXBP). Both simulations use the same high

latitude FAC forcing. Figure 5 illustrates the error in the

Climate and WacXBP simulations with respect to Swarm-C

neutral density for the night-time orbit in the top row and

day-time orbit in the bottom row. The absolute simulated

neutral density variation is included in the Supplementary

Figure S1.

In general, the error in the simulated neutral density is

larger during the night-time than day-time orbit. During the

day-time the simulated neutral density tends to be larger than

the observed one in the northern hemisphere while the

simulated neutral density tends to be smaller or equal to

the observed one in the southern hemisphere. At night-

FIGURE 6
Northern hemisphere latitudinal average neutral density variations of Swarm-C (black solid lines), TIEGCM(WacXBP) (dark blue dashed lines),
and TIEGCM(Climate) (magenta dotted lines) for night-time orbit (A–B) and day-time orbit (C–D) for 200 < λg ≤ 600 (A) and (C) and for 600 < λg ≤ 900

(B) and (D).

TABLE 2 Relative error with respect to the absolute observed neutral density |ρmodel − ρdata|1/|ρdata|1 for the different lower atmospheric forcing over
the 5 day period (doy 30–34).

60-90 S 60-90 S 20-60 S 20-60 S 60–90 N 60–90 N 20–60 N 20–60 N

high latitude lower boundary day night day night day night day night

FAC WacXBP 11% 8.4% 5.2% 20% 15% 25% 9.6% 60%

FAC Climate 8.4% 9.3% 5.7% 37% 30% 39% 23% 77%

FAC WacXB-symP 8.7% 7.7% 4.9% 28% 20% 30% 16% 68%

FAC WacXP-CB 11% 9.1% 5.5% 19% 19% 29% 11% 65%

The bold numbers indicate better agreement with observations for the Climate and WacXBP cases.
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time the simulated neutral density is overestimated almost

everywhere except poleward of 60oS. There is no significant

increase in the neutral density error during the disturbed

period around doy 32 and 34.

Comparing the error of the Climate simulation (right panels)

with the WacXBP simulation (left panels) in Figure 5 illustrates

that including more realistic LB variations reduced the error

especially in the northern hemisphere. The error is also reduced

in the mid- and low-latitude region in the southern hemisphere

at night-time but not much at day-time. In the southern polar

region there is no large difference between the simulation’s ability

to capture the neutral density variations.

In Figure 6 we simplify the results by focusing on the average

neutral density variation in specific latitudinal ranges. In general,

the error is larger during the night-time. In the illustrated

northern hemisphere cases the error is reduced in the

WacXBP simulation compared to the Climate one, however

the reduction tends to be less during the night-time. We

summarize in Table 2 the relative error in the different

latitudinal regions. The error is reduced by approximately

15% in the northern hemisphere in the WacXBP simulation

compared to the Climate one. While the WacXBP simulation

with the wave spectrum from the February 2016 period performs

better in capturing the neutral density than using the climatology,

we cannot rule out that using lower boundary conditions from

other years with similar variability would lead to similar results.

Examining this is beyond the scope of the current study which

focuses on the general importance of the lower atmosphere and

the high latitude forcing.

In the following we analyze the simulations to better

understand the larger improvement in neutral density in

the NH compared to the SH. In the lower thermosphere,

approximately below 120 km, the zonal mean wind pattern

averaged over 5 days (doy 30–34) is different between the

Climate and WacXBP simulations (Figure 7A SI

Supplementary Figure S2). In Supplementary Figure S5 we

provide a simplified schematic to support the main points of

the following discussion. The Climate simulation tends to

have a summer to winter circulation throughout the

thermosphere with upward velocity in the southern

hemisphere (poleward of 20 S), a northward turning, and

then downward in the northern hemisphere (equatorward

FIGURE 7
(A). Difference between TIEGCM(WacXBP) and TIEGCM(Climate) of doy 30–34 in (A). the diurnal and zonal mean circulation (qualitative, the
vertical velocity is increased by a factor of 30 for better illustration); (B–D). average changes over 20o < |λg| ≤ 60o and doy 30–34 between
TIEGCM(WacXBP) and TIEGCM(Climate) with altitude of (B). neutral density with respect to TIEGCM(WacXBP); (C). temperature [K], (D). O and N2

number density with respect to TIEGCM(WacXBP).
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of 70 N). In the WacXBP simulation the mean velocity tends

to be weakly poleward and downward in the southern

hemisphere equatorward of 70 S below approximately

120 km (see SI Supplementary Figure S2).

Above approximately 140 km the two simulations have a

similar summer to winter circulation. But the WacXBP

simulation has a stronger circulation than the Climate

simulation, which modifies the temperature and composition

(see Figure 7). Figure 7C illustrates the zonal mean neutral

temperature changes averaged over 5 days (doy 30–34)

between 200 < |λg| ≤ 60o. Above approximately 150 km the

WacXBP simulation is colder than the Climate simulation in

the SH associated with increased upwelling and adiabatic cooling

in theWacXBP case. In the NH there is increased downwelling in

the WacXBP simulation leading to a warmer thermosphere

compared to the Climate simulation.

Below approximately 140km theWacXBP simulation is warmer

in the southern hemisphere than the Climate simulation probably

associated with the tendency of more downward or less upward

circulation in the WacXBP simulation compared to the Climate

simulation. The mean circulation and the temperature influence the

composition and neutral density. Below approximately 180 km the

N2 number density is larger than the O1 number density and

therefore a larger contributor to the neutral density. In the

southern hemisphere below approximately 140 km, the N2

number density is decreased in the WacXBP versus the Climate

simulation (Figure 7D) since the Climate simulation’s upward

velocity transports N2 from regions of larger number densities to

higher altitudes, while the WacXBP simulation has downward or

less upward velocity in this region. This decrease in N2 in the lower

thermosphere leads to the reduced neutral density in the southern

hemisphere in the WacXBP compared to the Climate case at these

altitudes (Figure 7B).

In the northern hemisphere the circulation at the lower

altitudes is not significantly different between the simulations.

The results suggest that increased tidal variability and associated

mixing of the atmosphere leads to smaller N2 number density in

the WacXBP case compared to the Climate simulation which is

then reflected in the smaller neutral density at these altitudes in

WacXBP compared to the Climate simulation.

At Swarm altitudes around 450km atomic oxygen is

expected to be the dominant species. In general, the scale

height is larger in the summer than in the winter

hemisphere, leading to smaller vertical gradients in the O1

number density in the southern summer than northern

winter hemisphere. Due to larger vertical gradients in the

NH the changes in the vertical velocity due to the LB

boundary will have increased effects on the number density

FIGURE 8
Neutral density difference between TIEGCM(FAC) and Swarm-C (A) and (C) and between TIEGCM(Weimer) and Swarm-C (B) and (D) for night-
time orbit (A) and (B) and day-time orbit (C) and (D).
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in the northern winter hemisphere than southern summer

hemisphere (Qian and Yue, 2017). In the northern

hemisphere an increased downwelling in the WacXBP

simulation compared to the Climate one (see SI

Supplementary Figure S2) transports more efficiently O1 into

regions of higher recombination rates leading to a larger

reduction of O1. Since the scale height in the northern

hemisphere tends to be larger in the WacXBP than in the

Climate simulation, the absolute difference in O1 number

density between the simulations decreases with altitude

(Figure 7D).

In the SH the absolute change inO1 number density between the

simulations are much smaller than in the NH but as in the NH the

O1 number density in theWacXBP simulation is smaller than in the

Climate simulation. This might be associated with the competing

effects of more atmospheric mixing due to increased tidal variability

and vertical winds in the WacXBP simulation. The absolute

difference in O1 number density between the Climate and

WacXBP simulations grows slowly with altitude most likely

associated with the larger mean temperature and scale height in

the Climate than WacXBP simulation in the southern hemisphere.

Therefore, the southern hemisphere absolute neutral density

changes between Climate and WacXBP simulation increase

almost linearly with altitude but are smaller than the absolute

difference in the NH between approximately 200–470 km. The

simulations suggest that eventually at higher altitudes (above

450 km) the average changes in O1 number density due to

different lower boundary forcings will be similar in both

hemispheres (Figure 7D).

The simulations suggest that the magnitude of the

interhemispheric difference in the neutral density response to

the lower atmospheric forcing depends on altitude and that in the

upper thermosphere the maximum interhemispheric difference

is around 350 km. Swarm-C is above the maximum differences

but still in the altitude region where the NH response to LB

changes is stronger than the SH response.

To delineate the effect of LB perturbations and LB

background (zonal and diurnal mean) on the IT system, we

conduct an additional simulation with WACCMX-SD

perturbations (WacXP) by replacing the WacXB

background with the climatological LB background from

the Climate simulation (CB). The differences between this

WacXP-CB simulation and the previously described WacXBP

simulation can be attributed to the difference in the LB

background forcing. The result is summarize in Table 2

labeled by WacXP-CB. The error is only slightly increased

using WacXP-CB compared to WacXBP. This finding aligns

with previous studies (e.g., Jones et al., 2014b; Maute, 2017)

pointing out that details of the LB background forcing are less

important than the LB perturbations.

FIGURE 9
Night-orbit high latitudinal average neutral density variations of Swarm-C (black solid lines), TIEGCM(Weimer) (magenta dotted lines), and
TIEGCM(FAC) (blue dashed lines) for night-time orbit for − 900 ≤ λg < − 600 (A) and for 600 < λg ≤ 900 (B).

TABLE 3 Relative error with respect to the absolute observed neutral density |ρmodel − ρdata|1/|ρdata|1 averaged over doy 30–34 for different high
latitude forcing.

60-90 S 60-90 S 20-60 S 20-60 S 60–90 N 60–90 N 20–60 N 20–60 N

high latitude lower boundary day night day night day night day night

Weimer WacXBP 8.3% 8% 4.2% 27% 22% 46% 9.6% 75%

FAC WacXBP 11% 8.4% 5.2% 20% 15% 25% 9.6% 60%

The bold numbers indicate an improvement.
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While the presented numerical experiments indicate that the

LB perturbations are important to capture the large scale neutral

density variations in simulations, it is less understood if

hemispherically asymmetric component in the WACCMX-SD

perturbations contribute especially to the hemispheric difference

in the response. We conduct a simplified numerical experiment

by including only symmetric LB perturbations based on

WACCMX-SD output labeled “WacXB-symP” and the results

are summarized in Table 2. For this simulation we include at the

LB symmetric zonal wind, temperature and geopotential height,

and antisymmetric meridional winds (meridional winds are

positive northward) with respect to the geographic equator.

Omitting any asymmetric perturbations in the LB leads to an

increase in the error difference between southern and northern

hemisphere in most latitude regions. Compared to the WacXBP

simulation there are systematic changes with up to 2% reduced

error in the SH and up to 8% larger error in the NH. More

detailed studies are needed to understand the different effect in

the two hemispheres. Overall, the simulation results suggest that

the asymmetric LB perturbations contributes to the hemispheric

differences in the neutral density but it is not the sole driver of

such differences.

4 Effects of high latitude forcing

Details of the magnetospheric energy input into the IT

system are important especially when examining regional and

local effects in the thermosphere and ionosphere, such as the

cusp neutral density enhancements (e.g., Lühr et al., 2004; Lu

et al., 2016). It is less clear if a more realistic description of high-

latitude forcing is also important for the large scale response at

middle and low latitudes. Therefore, in the following, we

compare the simulation using the empirical Weimer electric

field model (labeled Weimer) to the simulation using field-

aligned current based on AMPERE observations (labeled

FAC). Both simulations use WACCMX-SD forcing at the

TIEGCM lower boundary.

Figure 8 illustrates the latitude-time variation of the neutral

density error between the simulations and Swarm-C

observations. In general TIEGCM(FAC) outperforms the

TIEGCM(Weimer) with a smaller neutral density error of up

to 7%–20% in the northern hemisphere especially during the

night-time. However, the neutral density error of

TIEGCM(FAC) and TIEGCM(Weimer) is similar during the

day-time at northern middle latitudes. In the southern middle

FIGURE 10
Difference of (A). night-orbit high latitudinal averaged (600 < |λg| ≤ 900) neutral density [kg/m3] between TIEGCM(FAC) and TIEGCM(Weimer)
and (B). of height and high latitudinal integrated (500 < |λm| ≤ 900) Joule heating rate [GW] between TIEGCM(FAC) and TIEGCM(Weimer) for northern
hemisphere (blue solid line) and southern hemisphere (orange dashed line).
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latitude region the night-time orbit neutral density agreement

with Swarm-C is improved using TIEGCM(FAC) but otherwise

the TIEGCM(Weimer) simulation has slightly smaller errors by

1–3% in the southern hemisphere compared to TIEGCM(FAC).

The neutral density error is in general larger in the northern

than southern hemisphere especially for the night-time orbit as

illustrated in Figure 9B by the neutral density variation poleward

of |60o| geographic latitude. The average errors are summarized

FIGURE 11
Profiles of differences between TIEGCM(FAC) and TIEGCM(Weimer) for northern hemisphere (dark blue dashed lines) and southern hemisphere
(dark orange dotted lines)at 3 h SLT averaged between 600 < |λg| ≤ 900 and doy 31.5 to 32. (A). relative neutral density change with respect to
TIEGCM(FAC), (B). integrated Joule heating difference [W/m], (C). neutral temperature difference [K], and (D). number density differencewith respect
to TIEGCM(FAC) for N2 (green short dashed for north, purple long-short dashed for south) andO1 (blue solid for north and orange long dashed
for south).

FIGURE 12
Disturbance neutral density variation by removing average of doy 30 UT 0–21 for night-time orbit [panel (A–C)] and day-time orbit (D) and (F) of
Swarm C disturbance neutral density (A) and (D) and difference of disturbance variations between TIEGCM(WacXBP) and Swarm-C (B) and (E) and
between TIEGCM(Climate) and Swarm-C (C) and (F).
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in Table 3. Using FAC forcing instead of Weimer leads to larger

neutral density changes and improvement at Swarm-C orbit at

northern high latitudes, especially during the night-time

(Figure 9B blue line), than in southern hemisphere

(Figure 9A). This hemispheric difference in the response to

the different high latitude forcing cannot be solely explained

by the hemispheric difference in Joule heating between the

simulations. In Figure 10B we illustrate the difference in

hemispheric integrated Joule heating (poleward of 50o

geographic latitude) between the TIEGCM(FAC) and

TIEGCM(Weimer) simulations. In general, the northern and

southern polar region have similar differences in Joule heating

input into the IT system between the two simulations.

There is no simple connection between the neutral density

difference of the two simulations in the two hemispheres

(Figure 10A) and the Joule heating difference of the two

simulations in the two hemispheres (Figure 10B). A simple

correlation between the difference in neutral density and

hemispheric integrated Joule heating of the two simulations in

each hemisphere is very low, even when considering a time lag

(northern hemisphere correlation coefficient r = 0.45 and southern

hemisphere r = 0.3). Note that a difference of approximately 100 GW

in Figure 10B around doy 31.5 to 32.0 represents around 40–50% of

the total hemispheric integrated Joule heating from the

TIEGCM(Weimer) and almost 100% of the TIEGCM(FAC) (see

SI Supplementary Figure S4 for the absolute Joule heating variation).

To better understand why similar amount of Joule heating

differences leads to larger neutral density difference in the

northern than southern high latitude region we focus on average

quantities poleward of 60o geographic latitude at 3 h SLT for doy

31.5 to 32.0. During this time period there is a similar hemispheric

integrated Joule heating difference between the simulations in the

two hemispheres (Figure 10B) but the neutral density difference is

smaller in the SH than in the NH (Figure 10A).

Figure 11A reiterates that in the upper thermosphere the neutral

density difference is much larger in the NH than SH. The effect of

Joule heating becomes more pronounce in the dark winter

hemisphere, since the same amount of Joule heating difference

between the two simulations yields a much larger neutral

temperature change in the NH than in the SH (Figure 11C). In

addition, Figure 11B shows that the TIEGCM(Weimer) simulation

compared to the TIEGCM(FAC) simulation has a slightly larger

integrated Joule heating value in the NH than SH and that the energy

tends to be dissipated at higher altitudes (above 120 km) in the NH

than SHwhere it can changemore efficiently the atmosphere and the

neutral density (Deng et al., 2011; Huang et al., 2012). The results are

illustrated for 3 h SLT but are similar for 2–4 h SLT.

The relative difference in the composition between these two

simulations is shown in Figure 11D. Below approximately 150 km

the N2 number density in TIEGCM(FAC) is larger than in

TIEGCM(Weimer) in the NH and this difference is slightly

larger than in the SH leading to an associated positive neutral

mass density difference (Figure 11A). The difference in atomic

oxygen is positive in both hemispheres below approximately

340 km. In the northern hemisphere the smaller scale height in

TIEGCM(FAC) compared to TIEGCM(Weimer) eventually leads to

negative differences in atomic oxygen above approximately 340 km

with values from TIEGCM(FAC) being smaller than from

TIEGCM(Weimer). Above approximately 150 km the northern

hemisphere N2 number density in TIEGCM(FAC) becomes

smaller with increasing altitude compared to values from

TIEGCM(Weimer). Between 180km and 230km the NH neutral

density difference is more-or-less constant in altitude which might

indicate that the positive atomic oxygen difference tends to

compensate for the faster decrease in N2 number density in the

TIEGCM(FAC) compared to TIEGCM(Weimer). However, above

300 km the NH neutral density difference between the two

simulations becomes more negative with increasing altitude

associated with the temperature and compositional changes.

Compared to the northern hemisphere, the southern

hemisphere differences in N2 and O1 between the

TIEGCM(FAC) and TIEGCM(Weimer) simulations are much

smaller, mostly negative for N2 and positive for O1, and less

changing with altitude than in the northern hemisphere. The

smaller SH than NH neutral density difference between the

TIEGCM(FAC) and TIEGCM(Weimer) simulations at almost all

altitudes might be associated with the increase inO1 number density

at all altitudes and the smaller reduction in N2 number density

together with a smaller temperature change in the SH than NH

below 450 km. The southern neutral density difference between the

simulations is almost constant between 250 km and 450 km but

should become increasingly negative above 450 km.

Even during thismoderate geomagnetically disturbed period the

dynamical and compositional changes are complex. The

TABLE 4 Relative error of the disturbance neutral density variation (by removing the average quiescent time variation of doy 30 UT 0–22) for using
WacXBP and climatology at the lower boundary with respect to the absolute observed neutral density |Δρmodel − Δρdata|1/|ρdata|1 for doy
30.0 to 35.0.

60-90 S 60-90 S 20-60 S 20-60 S 60–90 N 60–90 N 20–60 N 20–60 N

high latitude lower boundary day night day night day night day night

FAC WacXBP 6.3% 8.3% 4.7% 11.4% 11.4% 11.2% 6.7% 13.3%

FAC Climate 7.3% 9.5% 5.6% 10.6% 12.9% 12.1% 7.2% 14.3%

The bold numbers indicate an improvement.
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TIEGCM(Weimer) simulation has stronger equatorward

thermospheric winds in the NH compared to the

TIEGCM(FAC) simulation and the TIEGCM(FAC) exhibits even

some polewardwinds at subauroral regions in theNH. These neutral

wind differences might contribute to the more equatorward

movement of the zonal mean atomic oxygen peak in the

TIEGCM(Weimer) simulation from 60 N at quiescent time to

approximately 35 N while the zonal mean atomic oxygen peak

for the TIEGCM(FAC) simulation moves only to 45 N (not

depicted). In the TIEGCM(FAC) simulation the atomic oxygen

below 350km is larger in the polar region compared to the

TIEGCM(Weimer) simulation. Comparing the

TIEGCM(Weimer) to TIEGCM(FAC) simulation suggests it

might be associated with the increased and steady meridional

transport of atomic oxygen away from the polar region.

Many studies focus on the effect of the geomagnetic activity

by subtracting a quiescent time variation from the neutral

density. In the following we evaluate if the details of the lower

atmospheric forcing also influences the neutral density result

when removing the average quiescent time variation. For that

purpose we will use the Climate and WacXBP simulations and

remove an average quiescent time latitudinal variation leading to

the “disturbed” neutral density.

Figures 12A,D illustrate the Swarm-C “disturbed” neutral

density with the average quiescent time latitudinal variation

between doy 30, 0–22 UT removed. As expected, the moderate

geomagnetically disturbed period is emphasized around doy 32 and

doy 34. The same procedure of removing the quiescent time

latitudinal variation is applied to the simulations. The simulation

error is determined by subtracting the “disturbed” Swarm-C neutral

density. Comparing the error of the TIEGCM(WacXBP) simulation

(Figure 12B,E) with the error of the TIEGCM(Climate) simulation

(Figure 12C,F) indicates that the error tends to be smaller using

WacXBP at the lower boundary.

To provide a more objective measure we determine the relative

error which is summarized in Table 4. As before we calculate the

relative error with respect to the total Swarm-C neutral density over

the whole time period but with the difference that the numerator

represents the “disturbed” contribution. Therefore the relative error

tends to be lower compared to the previously presented errors but

the percentage difference can be better compared to the previous

results since the denominator is the same. There is a slight,

approximately 1–1.5% average improvement, in

the”‘disturbance”’ neutral density in the northern hemisphere

with WacXBP at the lower boundary as compared with the

simulation with climatology at the lower boundary, but locally

the improvement can be larger (see Figure 12).

5 Conclusion

In this study we focus on large scale neutral density variations

between Swarm-C observations and TIEGCM simulations

during the moderate geomagnetically disturbed period of

31 January to 3 February 2016. The larger neutral density

error between the simulated and observed neutral density in

the northern than southern hemisphere motivated us to examine

the influence of the lower atmospheric forcing as well as the high

latitude forcing on the simulated neutral density variations.

We found that using lower atmospheric forcing based on

WACCM-X with specified dynamics compared to using

climatological lower atmospheric forcing improves the agreement

of the simulation with the observed neutral density, even during the

disturbed condition. The improvements are larger in northern (up to

15%) than southern hemisphere during this February period and

emphasize the importance of the background atmospheric

conditions in facilitating the neutral density change. In general,

the winter northern hemisphere is more sensitive to changes

associated with LB forcing, leading to larger temperature and

compositional changes compared to the southern sunlit

hemisphere. While we have seen a larger response at Swarm

altitudes to the lower atmospheric forcing in the northern than

southern hemisphere, we want to emphasize that the simulation

suggest that the magnitude and direction of the change are altitude

dependent. The presented simulations suggest that above

approximately 470 km (at middle latitudes) the southern

hemisphere is more susceptible to the changes in the lower

atmospheric forcing. Hemispheric differences in the employed LB

forcing contribute to the interhemispheric difference in the neutral

density at Swarm-C altitude but do not dominate them. Our study

does not address the question of the importance of an accurate wave

spectrum versus the importance of generally increased tidal activity

at the lower boundary for capturing observed neutral density

variation. Future studies should examine the details of the lower

atmospheric forcing and their importance for capturing the large

scale neutral density and its variability.

While more realistic LB variations compared to climatological

LB forcing leads to a neutral density improvement of approximately

15% in the NH, more realistic high latitude forcing improves the

neutral density by 7%–15% compared to using empirical high

latitude forcing, and again a larger improvement is seen in the

northern than southern hemisphere. Further examination indicates

that the larger improvement in the northern compared to southern

neutral density cannot be solely attributed to the difference in Joule

heating input between the simulations. Closer examination of a

specific time period indicates that there is a slight difference in Joule

heating magnitude in the two hemispheres between the simulations

but more importantly more Joule heating is dissipated at higher

altitudes in the northern hemisphere in the TIEGCM(Weimer)

compared to the TIEGCM(FAC) simulation, where it can more

effective change the neutral density aloft (Deng et al., 2011; Huang

et al., 2012). In addition, there is a seasonal effect that energy

deposited in thewinter hemisphere leads in general to larger changes

in temperature and composition (Qian and Yue, 2017) compared to

the sunlit hemisphere and therefore contributing to the larger

neutral density change in the NH than SH. The simulations
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indicate that the difference in neutral dynamics due to the different

high latitude forcing contribute to the neutral density changes by

modifying the transport of constituents.

When focusing on the disturbance neutral density variations

by removing the quiescent time variation, more realistic lower

atmospheric forcing via WacXBP in a simulation still leads to

better agreement with the observed disturbances by 1–1.5% on

average compared to using tidal climatology at the simulation

lower boundary. This average improvement in the “disturbance”

density is much smaller than the improvement considering the

total neutral density, but the local improvement along the orbit

can be larger. We want to note that the presented results depend

on how the quiescent variations is defined.

The study highlights the importance of realistic forcing

specification at both lower and upper boundary of the IT system

even during moderate geomagnetically disturbed period. The

background atmospheric conditions are very important to

determine the response of the atmosphere to lower atmospheric

forcing and to high latitude forcing. Methods correlating Joule

heating to neutral density changes (e.g., Kalafatoglu Eyiguler

et al., 2019a) need to consider the atmospheric background

conditions. The simulations indicate larger night-time than day-

time errors in neutral density which can be partially attributed to a

bias in ion and viscous drag forces influencing the neutral wind and

day-night temperature difference (Hsu et al., 2016). More systematic

studies are needed to evaluate the efficiency of realistic concurrent

lower atmospheric variations and high latitude forcing on the

middle and low latitude thermosphere during different seasons

and geophysical conditions.
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