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Both proton ring and shell distributions, providing a positive gradient along the perpendicular direction, can trigger ion Bernstein instabilities and excite magnetosonic (MS) waves in the Earth’s inner magnetosphere. A thorough comparison of the ion Bernstein instability due to the proton ring and shell distributions has not been performed. In this study, we perform and compare the MS wave instabilities under different wave normal angles and parameters of ring and shell distributions. We find that (1) compared to shell-driven MS waves, ring-driven MS waves have narrower frequency and wavenumber ranges. (2) The peak growth rates of shell-driven MS waves are always near the first peaks of the square of first-kind Bessel function [image: image]. While, The peak growth rates of ring-driven MS waves are near the first peaks of [image: image], and shift to the cold plasma dispersion relation as ring velocity or wave normal angle increases. (3) MS wave growth rates increase as first peaks of [image: image] approach the cold plasma dispersion in frequency-wavenumber domain. This result can be used to explain dependences on ring (shell) velocity and wave normal angle. (4) The MS wave frequency range and growth rates decrease with increasing ring or shell temperature.
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HIGHLIGHTS

• Compared to shell-driven MS waves, ring-driven MS waves have narrower frequency and wavenumber ranges.
• The peak growth rates of shell-driven MS waves are always near the first peaks of the square of the Bessel function [image: image].
• The peak growth rates of ring-driven MS waves are near the first peak of [image: image], and shift to the cold plasma dispersion relation as ring velocity or wave normal angle increases.
1 INTRODUCTION
Magnetosonic (MS) waves, also known as the ion Bernstein mode (IBM) or equatorial noise, are electromagnetic emissions with frequencies between the proton gyrofrequency and the lower hybrid resonant frequency (Laakso et al., 1990; Perraut et al., 1982; Santolík et al., 2004; Liu et al., 2018). The wave magnetic field is nearly linearly polarized, while the wave electric field is nearly circularly polarized. MS waves propagate quasi-perpendicularly to the ambient magnetic field and are thus confined near the geomagnetic equator (Russell et al., 1970; Santolík et al., 2002; Němec et al., 2005; Min et al., 2020). They occur both inside and outside the plasmasphere (Chen and Thorne, 2012; Xiao et al., 2012; Hrbáčková et al., 2015) with typical statistical amplitudes of [image: image] (Ma et al., 2013) and peak amplitudes up to [image: image] (Maldonado et al., 2016; Tsurutani et al., 2014).
MS waves have been investigated more in recent years due to their potential roles in accelerating and scattering energetic and relativistic electrons in the magnetosphere. Using quasi-linear theory and test particle simulations, it has been demonstrated that MS waves can scatter radiation belt MeV electrons through Landau resonance (Horne et al., 2007; Li et al., 2014), kick equatorially mirroring electrons out of the equatorial plane through bounce resonance (Chen, 2015; Li et al., 2015), and scatter electrons over the finite latitudinal extend near the magnetic equator through transit time scattering (Bortnik and Thorne, 2010).
MS waves can be excited near the perpendicular direction by the ion Bernstein instability, which is associated with a proton ring (Boardsen et al., 1992; Balikhin et al., 2015; Chen et al., 2010a; Gary et al., 2010) or shell distribution (Ashour-Abdalla et al., 2006; Liu et al., 2011; Min and Liu, 2015; Gao et al., 2017), providing a positive gradient in the proton velocity space distribution function (Chen et al., 2010a; Curtis and Wu, 1979; Gary et al., 2010; Liu et al., 2011). This physical mechanism has been confirmed by the consistent results of observations (e.g., Boardsen et al., 1992; Ashour-Abdalla et al., 2006; Balikhin et al., 2015), kinetic linear dispersion theory (Ashour-Abdalla et al., 2006; Gary et al., 2010; Min and Liu, 2015; Min and Liu, 2016a; Min et al., 2018), and numerical simulations (e.g., Chen, et al., 2010b; Liu et al., 2011; Chen et al., 2018; Min et al., 2020). Min and Liu (2016b) addressed differences of the MS wave linear growth rate patterns driven by the ring and shell velocity distributions. They used the cold plasma dispersion relation to approximate the MS wave frequencies and wavenumbers, and linear growth rates were determined only by the ring (shell) populations. They find that the growth rates of the ring-driven MS waves peak at the discrete harmonics of the proton gyrofrequency in quasi-perpendicular direction. Once wave normal angle decreases, those unstable modes broaden in frequency and eventually evolve to a continuum in the wave spectrum. Conversely, unstable modes driven by the proton shell are confined to a relatively small parallel wavenumber [image: image] and split into two local peaks on both sides of the harmonics of the proton gyrofrequency. The waves grow and damp alternatively in frequency-wavenumber domain due to the curved geometry of the shell distribution in velocity space. Min and Liu (2016b) uses an approximated wave dispersion solver that requires the trivial ring (shell) populations and limits wave dispersion relations to follow a cold dispersion relation instead of a realistic IBM dispersion relation. Moreover, to our knowledge, there has not been a thorough investigation of MS instability on the ring (shell) parameters.
Thus, in this study, we will perform a parametric comparison study of MS wave instability by proton ring and shell distributions by using a full wave dispersion relation solver. In Section 2, methodologies for instability analysis and shell distribution configuration are introduced. We provide a comparison of ring-driven and shell-driven MS waves in Section 3 and then present parametric dependences of ring/shell velocity, temperature and wave normal angles on the MS wave instability in Section 4, followed by the conclusion and discussion in Section 5.
2 METHODOLOGY
To perform instability analyses, we use a numerical electromagnetic linear wave dispersion relation and instability solver for Maxwellian ring-beam distributions (Umeda et al., 2012). The Maxwellian ring-beam distribution [image: image] can be written as (Min and Liu, 2015; Liu et al., 2022):
[image: image]
where [image: image], [image: image], [image: image], [image: image], [image: image], and [image: image] are the beam velocity, beam thermal velocity, parallel velocity, ring velocity, ring thermal velocity and perpendicular velocity, respectively; [image: image] is the complementary error function; and [image: image] is a normalization constant and ensures that the density of the Maxwellian ring-beam distribution is 1. This ring-beam distribution can be reduced to a ring distribution once the beam velocity vanishes.
The isotropic shell distribution can be written as (Min and Liu, 2015):
[image: image]
where [image: image], [image: image], and [image: image] are the shell velocity, shell thermal velocity and velocity, respectively; erf is the error function; and [image: image] is a normalization constant and ensures that the density of the shell distribution is 1. As mentioned above, the linear wave solver used in this work is based on Maxwellian ring-beam distributions (Umeda et al., 2012). Thus, following Equations 3–8 of Min and Liu (2015), this shell distribution (Equation 2) is approximated by a summation of multiple isotropic ring-beam distributions (Equation 1), which are evenly distributed, which are evenly distributed along the pitch angle at the shell energy (i.e., [image: image]). The temperature of each ring-beam distribution equals that of the configured shell distribution (i.e., [image: image]). The density of each ring-beam distribution can be determined by solving a linear equation with [image: image] unknowns at the center of each ring-beam distribution, where [image: image] is the number of ring-beam distributions.
Figures 1A, C show examples of isotropic ring and configured isotropic shell distributions with same density and temperature, respectively. The shell distribution is configured by 28 ring-beam distributions. According to Chen (2015), MS wave instability is dominated by resonant instability caused by the resonant protons near the [image: image] pitch angle with a finite [image: image] if [image: image], where [image: image] denotes parallel wavenumbers and [image: image] denotes wave linear growth rates. However, when [image: image], for example, due to an increase of growth rates associated with relatively tenuous hot proton populations or a decrease in [image: image] by increasing wave normal angles, non-resonant instability driven by all hot protons will occur. Then, the growth rates [image: image] are proportional to [image: image] (Chen, 2015). Here, [image: image] and [image: image] are hot proton distributions. [image: image] determines the wave growth or damping and [image: image] is shown in Figures 1B, D for ring and shell distributions, respectively. The ring distribution can provide a sharp positive gradient in a narrow velocity range near the ring velocity (Figure 1B). In contrast, the shell distribution provides a smaller gradient, but over a wider velocity range (e.g., from 0 to shell velocity) (Figure 1D). [image: image] and [image: image] are weighting functions for the phase space density gradient. Here [image: image] denotes the wave frequency, [image: image] is the first kind of Bessel function, [image: image] denotes perpendicular wavenumbers, and [image: image] denotes the proton gyrofrequency. A large growth rate may require a large value of [image: image] near the maximum of [image: image] (i.e., near the first peak of [image: image]).
[image: Figure 1]FIGURE 1 | An example of proton ring and shell distributions. (A) Ring distribution ([image: image] = [image: image] and thermal velocity [image: image] = [image: image]) and (B) its integration along the parallel velocity. (C) Shell distribution ([image: image] = [image: image] and thermal velocity [image: image] = [image: image]) and (D) its integration along the parallel velocity. [image: image] is the Alfven speed.
3 MS WAVES EXCITED BY RING AND SHELL DISTRIBUTIONS
To investigate MS wave instability dependence, we use the numerical electromagnetic linear wave dispersion relation and instability solver. Such solver is extended to Maxwellian ring-beam distributions and tested by the particle-in-cell (PIC) simulation (Liu et al., 2022). Figure 2 shows a comparison of dispersion relations and growth rates of the ring-driven (left column) and shell-driven (right column) MS waves. Two black lines denote the cold dispersion relations. The large solid circles denote the growing modes, and the color denotes the growth rate values. The black squares denotes the first peaks of [image: image] for ring-driven MS waves and [image: image] for shell-driven MS waves, respectively. The black rectangle shows the zoomed-in parts. The parameters are set as follows. The ambient magnetic field [image: image] is [image: image] ([image: image] in the dipole magnetic field model), and the electron density [image: image]. The plasma consists of cold electrons, cold protons, and hot protons. The cold electrons and cold protons follow Maxwellian distributions with same temperatures [image: image]. The hot protons follow a ring or shell distribution with the ring/shell velocity equal to [image: image] and thermal velocity equal to [image: image]. Here [image: image] is the Alfven speed. The hot proton concentration is set to 0.08. The wave normal angle (WNA) is set as [image: image]. The space and time are normalized by the proton inertial length [image: image] and [image: image], respectively.
[image: Figure 2]FIGURE 2 | Comparison of the (A, C) ring-driven and (B, D) shell-driven MS waves using the full wave dispersion relation solver. (A, B) Full wave dispersion relations of ring-driven and shell-driven MS waves, respectively. Two black curves denote the cold plasma dispersion relations. The colored solid circles denote the growing modes. The black squares denote the first peak of the square of the Bessel function [image: image] or [image: image], where [image: image] is the perpendicular wavenumber and [image: image] [image: image] is the ring (shell) velocity. [image: image] is the proton gyrofrequency. (C, D) Relation between the wave growth rate and wave frequency for ring-driven and shell-driven MS waves, respectively. The two black rectangles in (A, B) indicate the zoomed-in region on the left upper part of each panel.
Both ring and shell distributions can excite MS waves near the wavenumber corresponding to the first peak of [image: image] (Figure 2A) and [image: image] (Figure 2B), respectively. However, there are several differences between ring- and shell-driven MS waves. (1) The large growth rates of ring-driven MS waves are almost following the first peak of [image: image] (zoomed-in region in Figure 2A). While, large growth rates of shell-driven MS waves (Figure 2B) is deviated from the first peak of [image: image], extend to much wider wavenumber range, and can have a second peak along the k direction for a harmonic band (consistent with Figure 1C in (Min and Liu, 2016b)). (2) The frequency range of ring-driven MS waves is narrower. The frequencies of ring-driven MS waves roughly range from [image: image] to [image: image] ([image: image], Figure 2C), while the frequencies of shell-driven MS waves can extend from [image: image] to [image: image] (Figure 2D). (3) The growth rates of ring-driven MS waves are not always larger than those of shell-driven MS waves even though ring distributions can provide larger gradient near the ring velocity. As mentioned in the introduction, once [image: image], non-resonant instability will occur and wave growth rates [image: image] are proportional to [image: image]. In this case, [image: image]. Thus, the differences between ring-driven and shell-driven MS waves can be explained by the differences in [image: image] of ring and shell distributions, as shown in Figures 1B, D, respectively.
To achieve a large growth rate, [image: image] should be close to the maximum value (the first peak) in the [image: image] range with a positive [image: image]. As a result, a small velocity range with positive [image: image] in the ring distribution leads to a narrow [image: image] range and a narrow [image: image] range. Thus, the peak growth rates appear almost at the first peak of [image: image] and exhibit a peak near [image: image]. On the contrary, the shell distribution has a much wider velocity range with positive [image: image], even though the largest value of such gradient is less than the one in the case of the ring distribution. Thus, such wider velocity range leads to a much wider [image: image] and [image: image] range. As the result, the peak growth rates of the shell-driven MS wave can appear over the [image: image] range deviated from the first peak of [image: image].
4 MS WAVE DEPENDENCES ON PROTON RING AND SHELL DISTRIBUTIONS
In this section, we investigate the dependencies of MS wave instability on the velocity and temperature of proton ring and shell distributions and wave normal angles. We vary one of the three parameters and fix the other two at a time. The typical plasma parameters are shown in Section 2. To maintain the shell distribution, we change the numbers of ring-beam distributions used for the shell distribution configuration when the shell velocity or thermal velocity changes. For the sake of visualization, we only show the wave frequencies and growth rates for the peak growth rate in each harmonic band instead of showing all growing and damped modes.
4.1 Ring and shell velocity
Figure 3 shows the MS wave frequency and growth rate dependences on the velocity of proton ring (Figures 3A–H) and shell (Figures 3I–P) distributions for [image: image] (first column), [image: image] (second column), [image: image] (thrid column), and [image: image] (last column). With a small ring velocity (Figures 3A,B), no strong MS wave can be excited. The cold species with Maxwellian distributions contribute to damping of the MS waves. This damping effect is weak near the cold dispersion relation but becomes strong away from the cold dispersion relation. With the small ring velocity, the first peaks of [image: image] are far from the cold dispersion relation. Damping from the cold species dominates over growth from the proton ring near the first peaks of [image: image]. However, the proton shell distribution (Figures 3I, J) can support MS waves in low harmonic bands and in a wider k range, where the damping from the cold species becomes weaker, even though the growth rates are weak. As the ring velocity increases (Figures 3C, D), the first peaks of [image: image] become closer to the cold dispersion relation (because the argument [image: image] of [image: image] is a constant), and the growth effect takes the domination role. Thus, ring-driven MS waves can be excited with a center frequency [image: image]. For the same reason, the growth rates and wave frequency range of shell-driven MS waves increase as shell velocity increases (Figures 3K, L). As the ring (Figures 3E, F) and shell (Figures 3M, N) velocities increase further, the first peaks of [image: image] and the cold dispersion relation become closer. The growth rates and frequency range of both ring-driven and shell-driven MS waves become larger.
[image: Figure 3]FIGURE 3 | MS wave dependence on the velocity of the (A–H) ring and (I–P) shell distributions. [image: image] = (A, B) 0.6, (C, D) 1.3, (E, F) 1.5, and (G, H) 3. [image: image] = (I, J) 0.6, (K, L) 1.3, (M, N) 1.5, and (O, P) 3. The figure format is the same as Figure 2.
Once [image: image] of the first peak of [image: image] is smaller than that of the cold dispersion relation with larger ring (Figures 3G, H) and shell (Figures 3O, P) velocities, the ring-driven and shell-driven MS waves behave differently. The peak growth rates of ring-driven MS waves follow the cold dispersion relation instead of the first peak of [image: image] (Figure 3G). The damping from the cold species becomes larger once [image: image] is away from the cold plasma dispersion relation. Even though smaller, the values at the other [image: image] peaks with larger [image: image] are comparable to that at the first [image: image] peak. This is particularly true for large [image: image] (at which the first peak value of [image: image] is small). As a result, the peak growth rates of ring-driven MS waves decrease (Figure 3H). These results are consistent with the ring-driven oxygen ion Bernstein mode (Liu et al., 2022). Unlike ring-driven MS waves, the peak growth rates of shell-driven MS waves always occur near the first peaks of [image: image] (Figure 3O). A possible reason is that unlike the ring-driven MS waves, which are always confined near the harmonics of the proton gyrofrequency with a narrower k range, shell-driven MS waves occur between the harmonics of the proton gyrofrequency with a much wider k range, and thus, a set of wave frequency and wavenumber where the damping is weak is readily available.
4.2 Ring and shell temperature
Figure 4 shows the MS wave frequency and growth rate dependences on the thermal velocity (temperature) of the proton ring (Figures 4A–F) and shell (Figures 4G–L) distributions for [image: image] (left column), [image: image] (middle column), and [image: image] (right column). The temperature dependence is straightforward and same for ring-driven and shell-driven MS waves: as the ring (shell) temperature increases, the frequency range and growth rate of each harmonic band decrease. The peak growth rate of each harmonic band still occurs near the first peaks of [image: image]. As the temperature increases, the ring (shell) becomes smoother, and thus, [image: image] decreases. As a result, the growth rates of all harmonic bands decrease. Once the growth from the proton ring (shell) becomes smaller than damping from the cold species (e.g., near high harmonic bands), the waves are damped, and the wave frequency range decreases.
[image: Figure 4]FIGURE 4 | MS wave dependence on the thermal velocity (temperature) of the (A–F) ring and (G–L) shell distributions. [image: image] = (A, B) 0.03, (c–d) 0.1, and (e–f) 0.3. [image: image] = (G–H) 0.03, (I, J) 0.1, and (K, L) 0.3. The figure format is same as Figure 2.
4.3 Wave normal angle
Figure 5 shows the wave frequency and growth rate dependences on the wave normal angle for ring-driven (Figures 5A–F) and shell-driven (Figures 5G–L) MS waves with [image: image] (left column), [image: image] (middle column), and [image: image] (right column). As the WNA increases, the cold dispersion relation moves closer to the first peaks of [image: image]. Thus, the growth rate and wave frequency range increase with the WNA. For the ring-driven MS waves, once [image: image] of the cold dispersion relation surpasses the first peaks of [image: image], the peak growth rates follow the cold dispersion relation (Figure 5E), but for the shell-driven MS waves, they still follow the first peaks of [image: image], similar to the ring (shell) velocity dependences.
[image: Figure 5]FIGURE 5 | MS wave dependence on wave normal angles (WNAs) for (A–F) ring-driven and (G–L) shell-driven MS waves. [image: image] = (A, B), (G, H) [image: image], (C, D), (I, J) [image: image], and (E, F), (K, L) [image: image]. The figure format is the same as Figure 2.
The ring (shell) velocity and WNA dependences can be summarized by the relations between [image: image] and [image: image], where [image: image] and [image: image] are the wavenumbers corresponding to the first peak of [image: image] for the ring (shell) velocity and cold plasma dispersion relation, respectively. The increase in the ring (shell) velocity leads to the decrease of [image: image] and the increase in the WNA leads to the increase of [image: image]. MS wave growth rates increase as [image: image] and [image: image] become closer. For shell-driven MS waves, peak growth rates occur near the first peaks of [image: image]. While, for ring-driven MS waves, peak growth rates are near the first peaks of [image: image] when [image: image] and follow the cold plasma dispersion relation when when [image: image].
5 CONCLUSION AND DISCUSSION
In this study, we perform a parametric analysis of ring-driven and shell-driven MS waves by investigating their dependencies on the velocities and temperatures of the proton ring and shell distributions and wave normal angles using a full wave dispersion relation solver. The principal conclusions of this study are as follows.
1. Compared to shell-driven MS waves, ring-driven MS waves have narrower wavenumber ranges and narrower frequency ranges. This result occurs primarily because the ring distribution can provide a positive phase space density gradient along [image: image] in a narrow velocity range, while the shell distribution can provide a gradient in a wide velocity range.
2. The MS wave growth rates increase as the ratio of [image: image]. When [image: image], the peak growth rate of each harmonic band is near the first peak of [image: image]. When [image: image], the peak growth rates of ring-driven MS waves are near the cold plasma dispersion relation, while the peak growth rates of shell-driven MS waves are still near the first peak of [image: image]. This result can be used to explain dependences on ring (shell) velocity and wave normal angle. The increase in the ring (shell) velocity will decrease [image: image] (due to constant arguments for the first peaks of [image: image]) and the increase in the wave normal angle will increase [image: image].
3. The MS wave growth rates and frequency range decrease with increasing temperature of the ring (shell) distribution due to the smoothed phase space density by increasing the temperature.
In Figure 3, the MS wave frequency always extends from the low harmonic bands to high harmonic bands as the ring (shell) velocity increases. This phenomenon is different from a previous study, in which a proton ring with a small velocity excites high harmonic bands and a proton ring with a large velocity excites low harmonic bands (Chen et al., 2010b). This discrepancy is caused by the fact that the MS waves were studied under cold plasma conditions in Chen et al., 2010a, and the wave normal angle was quite large [image: image]. However, in this study, a full wave dispersion relation solver is used, and thus, the wave dispersion relation follows the IBM and deviates from the cold plasma dispersion relation. By setting the temperatures of the cold species used in this study to 0 and decreasing the proton ring concentration to 0.02, we reproduce the relations between the wave frequency and ring velocity in Chen et al., 2010b (not shown).
The ring (shell)-driven MS waves (Figures 2A,B) show continuous growth rates across the proton harmonics. They correspond to continuous frequency spectra of MS waves (Gurnett, 1976; Tsurutani et al., 2014). The typical discrete MS waves can transit to continuous spectra once the growth rate satisfies [image: image] (Chen et al., 2016; Sun et al., 2016), which is consistent with this study of continuous growth rates [image: image]. A possible reason for the continuous growth rates is that the growth rate pattern of the MS waves will evolve from a discrete pattern to a continuous pattern as [image: image] increases (Min and Liu, 2016b). The minimum [image: image] for this pattern evolution decreases as [image: image] increases. In this study, [image: image] [image: image] is quite large so that the continuous growth rate pattern easily occurs.
Recently, a partial shell distribution was found in observations (Boardsen et al., 2018; Min et al., 2018; Ouyang et al., 2020) and simulations (Chen, Thorne, Jordanova, Wang, et al., 2010). This distribution acts as a shell distribution but is limited in a finite pitch angle range centered along the perpendicular direction so that it can be treated as a transition distribution between the two extreme cases, ring and shell distributions. Thus, the properties of the partial shell-driven MS waves should be in between the properties of the ring-driven and shell-driven MS waves and thus follow similar parametric dependences. Investigating this topic will be left for future research.
In this work, we use typical background parameters in the inner magnetosphere (such as background magnetic field and cold plasma density and temperature) and a realistic proton-electron-mass ratio. The dispersion relation and peak growth rates are highly dependent on the relation between the cold plasma wave mode and the first peak of [image: image] related to the ring/shell distributions. Thus, a larger [image: image] (or [image: image]) is corresponding to a smaller wave normal angle. A statistical observation of the Van Allen Probes shows that the wave normal angles inside the plasmapause are smaller than those outside the plasmapause (Figure 4 in Zou et al. (2019)). This result is consistent with our results that the denser plasma in the plasmasphere leads to a smaller Alfven speed, and thus, a larger [image: image] (or [image: image]) and a smaller wave normal angle. Such the result is also tested by a 2-D PIC simulation (Sun et al., 2020). The thermal velocity is also a critical parameter. It can determine a threshold for the wave excitation.
In the Earth’s inner magnetosphere, ring and shell distributions can be formed at the dayside due to the energy-dependent proton drift paths. These ring or shell distributions will drive MS waves, and then, be relaxed after the wave excitation. Thus, how these distribution relaxations influence the proton drift and distribution is a significant topic in the wave-particle interaction, which we will address in the future.
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