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Vertical sounding of the ionosphere yields ionograms that reflects the relationship between virtual height and frequency, and electron density profiles can be obtained by inversion of the ionogram. The existing vertical sounding ionogram inversion is mainly based on the model method, but this method has poor stability. Influenced by the geomagnetic field, the electric wave splits into O-wave and X-wave when it propagates in the ionosphere, and this study considers introducing X-wave into the ionogram inversion, and adopts the data assimilation method to improve the stability of the inversion by adding more physical sounding information. Specifically, we take the X-wave trace of the ionogram as the observation value, and the electron density profile obtained from the inversion of the O-wave trace of the ionogram as the background value. Then, the kalman filtering method is used to continuously fuse the observation information into the background information, and correct the background electron density profile. Finally, we select some typical ionograms to verify and analyze the assimilation algorithm, and compared the results with the inversion results of Reinisch algorithm. The results show that the calculated virtual heights of the profiles obtained by the joint inversion of the O-wave and X- wave coincide better with the measured virtual heights, and the fitting error between the synthetic traces of the inverted profiles and the measured traces can be obviously reduced, which indicates that the profiles obtained by the joint inversion of the O-wave and X- wave are closer to the real electron density profile.
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1 INTRODUCTION
The ionosphere, a critical region for human space activities, exerts significant influence over various radio systems. As human space activities intensify, the demand for monitoring and predicting ionospheric conditions has correspondingly increased (Bilitza et al., 2022). Ionospheric vertical sounding is one of the oldest and most widely applied methods in the observational studies of the ionosphere. Through ionospheric vertical sounding, researchers can acquire ionogram that reflect the relationship between virtual height and frequency within the ionosphere. However, the virtual height obtained from vertical sounding is not the true reflection height of the electromagnetic wave in the ionosphere. It is necessary to use the vertical sounding trace inversion to obtain the electron density profile of the ionosphere (i.e., the relationship between the ionospheric reflection height and the plasma frequency or electron concentration).
The model-based approach is the predominant methodology for the inversion of ionograms from vertical sounding (Croft and Hoogasian, 1968; Reinisch and Huang, 1983; Dyson and Bennett, 1988; Niu et al., 2024). This technique posits that the ionospheric profile can be characterized by a specific model. By employing this model to synthesize sounding traces, the parameters of the ionospheric profile can be determined when the discrepancy between the synthesized and the actually measured traces reaches its minimum, thus enabling the precise determination of the ionospheric profile. The model-based approach imposes relatively low requirements on the quality of ionograms, leading to its widespread application. Concurrently, scholars both domestically and internationally have developed a variety of model-based inversion methods for ionospheric parameters utilizing different types of sounding data. For instance, Dyson and Bennett (1988) proposed an inversion method based on the QP model (It represents the ionospheric electron density distribution in a quasi-parabolic model), while Reinisch and Huang (1983) introduced an inversion technique for electron concentration profiles utilizing shifted Chebyshev polynomials. Additionally, Titheridge (1967) developed an inversion method based on overlapping polynomials. Among these, the method employing shifted Chebyshev polynomials is currently one of the more mature and widely accepted techniques internationally for the inversion of ionograms from ionospheric vertical sounding.
In recent years, with the development of space-based and ground-based observation networks for the ionosphere, ionospheric data assimilation theory has become widely used. Ionospheric data assimilation is a method that integrates observational data with ionospheric models to simulate and predict variations in ionospheric parameters (Spencer et al., 2004). The fundamental principle of data assimilation utilizes the background information provided by the model along with observational data from various instruments. Based on an understanding of the prior errors in both the model and observations, statistical estimation theory is employed to produce an optimal estimate that minimizes the overall deviation between the background model and the observations.
Compared to traditional remote sensing inversion methods, data assimilation offers the advantage of fully leveraging a wide range of information, including model predictions, observational data, and prior statistical patterns of errors. It addresses the limitations of other methods, effectively enhancing the accuracy of ionospheric models. Numerous studies have been conducted in the field of ionospheric data assimilation, exploring and refining these techniques to better understand and predict ionospheric behavior.
For example, Bust et al. (2004) developed an ionospheric data assimilation model based on empirical ionospheric models. Anderson et al. (2009) established an electron density assimilation model (EADM) using the theory of best linear unbiased estimation, capable of processing GPS, occultation, and other observational data to derive the global distribution of ionospheric electron density. Yue et al. (2012) assimilated TEC measurements into the IRI model and a model constructed with a Kalman filter, reporting excellent results for the reanalysis of global ionospheric electron density during magnetically quiet days from 2002 to 2011. Furthermore, Yue et al. (2011) inverted the electron density profile from occultation data by assimilating slant total electron content (STEC) into the IRI model, demonstrating that this method outperforms the traditional Abel integral inversion technique. The above studies all involve assimilating various observational information to correct the electron density distribution.
Numerous scholars have utilized data assimilation methods to integrate various types of observational information, thereby obtaining the distribution of ionospheric electron density (Mengist et al., 2019; He et al., 2019). To validate the effectiveness of the assimilation results, the electron density derived from assimilation is often compared with the electron density recorded by ionosonde. In other words, the electron density profiles inverted from ionosonde ionograms are frequently used as a “true value” for comparison. Therefore, the accurate inversion of ionograms from vertical sounding is crucial, as it directly affects the ability to reasonably evaluate the results of data assimilation. Currently, the electron density profiles recorded by ionosonde are typically obtained through the inversion of ordinary wave (O-wave) traces from ionograms using a model-based approach. However, this inversion method places very stringent demands on the completeness of the observational data. The loss of a few frequency points (such as data loss due to interference) or significant errors in the observational data can lead to substantial inaccuracies in the solution.
As is well known, due to the influence of the geomagnetic field, radio wave propagating through the ionosphere splits into two characteristic waves: the ordinary wave (O-wave) and the extraordinary wave (X-wave). These two waves correspond to the same operating frequency but differ in their reflection height. On ionograms from vertical sounding, the virtual height traces of both characteristic waves appear, each providing structural information about the ionosphere. Therefore, we consider incorporating the X-wave traces from ionograms into the inversion of the ionospheric electron density profile. By adopting a joint inversion method using both O-wave and X-wave traces, we aim to enhance the accuracy of the inversion. Furthermore, using the virtual height traces of the X-wave as observational values, a Kalman filter assimilation method is employed to integrate the observational information into the background model. Subsequently, the electron density is continuously corrected using the observational information, with iterative calculations performed until the error between the synthetic virtual height trace derived from the assimilated electron density profile and the observed virtual height trace is minimized. At this point, the obtained electron density profile represents the optimal distribution of electron density.
We validated the assimilation algorithm using typical ionograms recorded by ionospheric vertical sounding stations, and conducted a comparative analysis with the profiles inverted by the Reinisch algorithm (it expresses the ionospheric electron density distribution in terms of Chebyshev polynomials). The results indicate that the synthetic O-wave virtual height traces derived from the background electron density profile and the Reinisch algorithm-inverted profile show good agreement with the measured O-wave virtual height traces. However, the synthetic X-wave virtual height calculated from the profiles inverted by both algorithms (Background model algorithm and Reinisch algorithm) exhibit significant discrepancies when compared to the measured X-wave virtual height. By employing a data fusion approach, we incorporated the X-wave trace information into the inversion process. After assimilation analysis, a new electron density profile was obtained. While the fit between the synthetic O-wave traces derived from the updated profile and the measured O-wave traces is slightly worse, the synthetic X-wave traces from the assimilated profile show much better agreement with the measured X-wave traces, significantly improving the fit with the measured X-wave traces. To further demonstrate the feasibility of the algorithm, we conducted continuous 24-h observations and analyses at Wuhan station. The results confirmed the effectiveness of the algorithm.
The structure of the paper is organized as follows: Section 2 introduces the assimilation data, Section 3 details the assimilation algorithms and the construction of error covariance, Section 4 presents an analysis of the experimental results.
2 ASSIMILATION DATA
2.1 Observation data
Ionospheric vertical sounding emits electromagnetic wave vertically upwards through an ionosonde. During propagation through the ionosphere, the electromagnetic wave is influenced by the geomagnetic field, causing it to split into O-wave and X-wave. The reflection height of these two characteristic waves differ within the ionosphere: for the same frequency, the reflection height of the X-wave is lower than that of the O-wave, and the critical frequency of the X-wave is higher than that of the O-wave within the same layer (the critical frequency difference between the two waves is about 0.5 MHz, and the altitude difference is about 10 km–50 km). When the transmitted frequency equals the plasma frequency of the ionosphere, the electromagnetic wave is reflected back to the ground and received by the ionosonde. The propagation delay of the electromagnetic wave, multiplied by the speed of light, yields the virtual height. Vertical sounding can obtain the curve that reflects the relationship between virtual height and operating frequency, known as the ionogram. There exists a calculable relationship between ionograms and the electron density distribution of the ionosphere. The ionogram can be forward-modeled from the electron density profile of the ionosphere, and conversely, the electron density profile can be inverted from the ionogram. For our assimilation process, we select the X-wave trace from the ionogram as the observational data.
A crucial measurement parameter obtained from ionospheric vertical sounding is the group time delay [image: image] of the electromagnetic wave as it travels between the ionosonde and the ionospheric reflection point. Multiplying the delay time by the speed of light yields the path length of the wave propagation, [image: image]. In ionospheric vertical sounding, half of this group path length is referred to as the virtual height [image: image]. The virtual height can be expressed as an integral relationship involving the group refractive index, as shown in Equation 1:
[image: image]
[image: image] represents the actual reflection height of the vertical sounding signal relative to the ground. [image: image] denotes the group refractive index, which is generally a function of the operating frequency [image: image], the plasma frequency [image: image], the electron gyrofrequency [image: image], the angle [image: image] between the wave vector and the magnetic field, and the collision frequency [image: image] between electrons and neutral particles. The relationship can be expressed as follows:
[image: image]
[image: image] , [image: image], [image: image] , [image: image], [image: image].
[image: image] is the angle between the normal to the wave and the geomagnetic field; [image: image] is the frequency of the electromagnetic wave; [image: image] is the electron gyrofrequency, and [image: image] is the electron collision frequency.
Equation 2 is the famous A-H formula, proposed by British physicists Appleton and Hartree in the 1930s. The A-H formula combines the theory of propagation of electromagnetic waves in plasma and the properties of magnetized plasma, describes the relationship between the refractive index of electromagnetic waves propagating in the ionosphere and the electron density, the magnetic spin frequency, the operating frequency and the electron collision frequency, and reveals the dispersion properties of electromagnetic waves in the ionosphere. From Equation 2, it can be seen that there exist two propagation modes, i.e., two characteristic waves for each frequency, representing two possible propagation paths. Each path is characterized by different phase and group velocities. “+” and “−” signs represent the ordinary wave (O-wave) and the extraordinary wave (X-wave), respectively. It is easy to see that it is very complicated to compute the group path in the propagation direction directly using Equation 2. In the context of ionospheric electron density inversion, the primary parameters of interest are the virtual height and azimuth of the wave propagation. The electron collision primarily causes energy loss in the wave and can be neglected in the inversion process. Under these conditions, [image: image], and the refractive indices of the O-wave and X-wave can be expressed as Equations 3, 4:
[image: image]
[image: image]
The virtual height of the X-wave can be expressed as Equation 5:
[image: image]
2.2 Background data
Ionospheric vertical sounding yields ionograms, where the virtual height can be expressed as an integral of the refractive index. The refractive index, in turn, is a function of the electron density. Therefore, the electron concentration can be inverted from the virtual height trace data. Currently, the more commonly used and mature inversion algorithm for vertical sounding ionograms in research is the model method. The basic idea of the model method is to assume a priori that the electron density profile of the ionosphere has a certain determined form, such as the QP model and others. Using the established model, synthetic vertical ionograms can be generated. These synthetic ionograms are then compared with the measured ionograms. The results of this comparison are used to further correct the parameters of the model. Ultimately, this process leads to an optimal solution in a specific sense (e.g., in terms of mean square error).
Typical modeling methods include the Multi-Segment Quasi-Parabolic Model (Dyson Bennett, 1988), the Chebyshev Polynomial Model (Reinisch Huang, 1983), and the Titheridge Polynomial Model (Titheridge, 1967). The Multi-Segment Quasi-Parabolic Model (QPS) is mathematically simple and convenient for analytical analysis, and it has been widely used in electron density inversion. This model describes the electron density distribution with height in each layer of the ionosphere using a single quasi-parabolic model. The entire ionospheric model is then composed of three quasi-parabolic models. The specific model expression is shown in the following formula:
[image: image]
where the E layer is determined by the bottom height [image: image], half thickness [image: image], critical frequency [image: image], [image: image] = [image: image], [image: image] = [image: image]; F1 layer is determined by the bottom height [image: image], half thickness [image: image], critical frequency [image: image], [image: image] = [image: image], [image: image] = [image: image]; F2 layer is determined by the bottom height of the layer [image: image], half thickness [image: image], critical frequency [image: image], [image: image] = [image: image], [image: image] = [image: image].
In Figure 1, we give an example of a typical electron density profile and ionogram, specifically, the complete ionosphere profile consists of four parts: the E layer (red curve), the valley layer (blue curve), the F1 layer (orange curve), and the F2 layer (purple curve). In addition, the scatter plot in the figure represents the complete ionogram trace corresponding to this electron density profile.
[image: Figure 1]FIGURE 1 | Examples of typical ionospheric electron density profile and ionogram.
According to the established electron density profile, we can calculate the reflected echo virtual height for each layer, which for O-wave traces can be expressed as Equation 7:
[image: image]
Bringing the electron density profile expression of Equation 6 into the integral relation yields (Equation 8):
[image: image]
[image: image].
where the subscript [image: image] denotes the different layers, representing layer E, valley, F1 and F2, respectively. Expanding the integral formula, the virtual height expression can be obtained as the following formula. The virtual height of layer [image: image] is
[image: image]
The specific inversion process is as follows. Read each layer of the ionogram and generate k frequency points per layer, their corresponding operating frequencies and virtual height are respectively [image: image] and [image: image], read the critical frequency and minimum virtual height of each layer as [image: image] and [image: image].
Then, set the value range of the three feature parameters [image: image], [image: image], [image: image] as [[image: image]-0.2, [image: image] +0.2], [[image: image]'-[image: image], [image: image] + [image: image]], [0, [image: image]] ([image: image], [image: image], and [image: image] are the searching range control quantities) at a certain step, respectively, and the three feature parameters can be obtained by taking the values within the set range to obtain many sets of feature parameter combinations. Each set of parameters is calculated according to Equation 9 to obtain [image: image] for k points, then calculate the error sum of squares of the measured virtual height, as shown in Equation 10:
[image: image]
Here a method of global search is used, which results in finding a set of parameters [image: image], [image: image], [image: image] such that ε is minimized.
According to the above inversion method, the electron density profile obtained from the inversion of the ionogram O-wave traces can be obtained, and we use this electron density profile as the background data for data assimilation.
3 DATA ASSIMILATION METHODS AND PROCESSES
3.1 Assimilation algorithm
Data assimilation refers to the integration of observational data into models based on physical laws. It integrates observational and modeled data, two different but complementary types of information, to improve the accuracy of analysis. The assimilation process can be viewed as an optimal combination of observational information and background models, grounded in error covariance matrices. Generally speaking, data assimilation primarily encompasses three aspects: (1) Observations and background values. Observations contain measurement and representativeness errors and are not exact values, so we use a variety of theories to estimate their true values as best we can; (2) Uncertainty. Errors themselves are also useful information in data assimilation, and how the assimilation process accounts for these errors ultimately determines the effectiveness of the assimilation. (3) Covariance. This essentially refers to the physical and spatial correlations between various values. For data assimilation, these correlations are themselves valuable information.
Data assimilation methods can be primarily categorized into two types based on their theoretical foundations: one type is estimation methods based on statistical theory, such as optimal interpolation and Kalman filtering; the other type comprises variational methods based on variational theory, such as three-dimensional variational assimilation. Currently, the Kalman filter method is the predominant approach used by major numerical forecasting centers (for example, JPL/USC GAIM) worldwide for data assimilation (Kalman, 1960; Kalman and Bucy, 1961; Scherliess et al., 2006). In this paper, we also adopt this method for data assimilation.
We use the vertical sounding ionogram X-mode virtual height traces as observational data for data assimilation. The X-mode virtual height [image: image] of the ionogram is represented as the integral of the group refractive index along the real height of radio wave reflection, that is
[image: image]
[image: image] denotes the group refractive index of the X-mode wave. According to magnetoplasma theory, the relationship between the group refractive index and the phase refractive index can be derived, which is expressed as follows:
[image: image]
Equation 4 has already provided the expression for [image: image]. Expanding this equation further yields:
[image: image]
where X = [image: image], [image: image] is the electron density profile obtained by inversion of the O-wave traces. Substituting the aforementioned expanded expression into Equation 11 for integration yields the calculated virtual height of the X-mode wave. In particular, Equations 12, 13 calculate the group refractive index, and the calculated group refractive index is subsequently substituted into Equation 11 to obtain the calculated virtual height value of the X-wave.
In Equation 11, [image: image] represents the virtual height of the reflected echo corresponding to the operating frequency, [image: image] denotes the bottom height of the ionosphere, [image: image] is the real height of reflection at the operating frequency. Using the discretization inversion theory, the area to be assimilated is gridded in the height direction, and the above equation can be simplified to the following form:
[image: image]
In Equation 14, [image: image] represents the observed ionogram X-mode virtual height trace, [image: image] is the observation operator, which maps the background electron density to virtual height. Angling and Cannon (2004) provided a detailed exposition on [image: image]. [image: image] denotes the discretization error, which is often neglected in its impact. Using Kalman filter theory, the data assimilation process for observational data can be expressed as:
[image: image]
In Equation 15, [image: image] represents the background value, which is the background electron density provided by the background ionospheric model; [image: image] denotes the analysis value, which is the electron density obtained after assimilation; B and R represent the background error covariance and the observation error covariance, respectively. Based on the aforementioned formulas, we can view data assimilation as a process of correcting the background values using observations.
3.1.1 Observation error covariance
The ionosphere is complex and variable on both temporal and spatial scales; therefore, accurately characterizing observational errors is crucial. Previous studies, such as Angling and Cannon (2004) have assumed during data assimilation that the observational errors (background errors) are proportional to the square of the corresponding observational values and that the observational errors are unbiased and mutually independent. We also adopt this assumption, where the observational error is represented as the product of a proportionality coefficient and the square of the observational value. Clearly, the observational error covariance should be a diagonal matrix, with the diagonal elements being the product of the proportionality factor and the square of the observational values. It can be expressed as follows:
[image: image]
In Equation 16, [image: image] indicate observation points; [image: image] is the covariance of errors between observation points; [image: image] is the proportionality coefficient, [image: image] is the correlation coefficient, the correlation coefficient between different observation points is 0, [image: image] represents the observation value of the observation point. In this paper, the observational values are the virtual height of the X wave from the ionogram, [image: image] denoted as representing the virtual height value of the X wave at point [image: image].
In previous studies, a uniform proportionality factor was often employed, which can introduce significant errors as it fails to accurately and effectively describe the variations in the ionosphere. This study employs data from ionospheric vertical sounding stations for statistical analysis to derive the proportionality coefficients. Specifically, we utilize the values of the ionosphere recorded by the Wuhan vertical sounding station from June 1st to 30 June 2021, at 11:00 each day. The ionospheric region between 100 and 300 km in altitude is gridded with a vertical height direction, and the interval between grids is 4 km. Taking the monthly average virtual height as the reference value, we statistically analyze the daily deviations of the ionospheric vertical sounding virtual height values from the reference at that moment. Then, the squared observations are linearly fitted with the observation errors, and the fitting coefficients are provided. Figure 2 shows the curve of the mean observed virtual height as a function of frequency. Figure 3 shows the fitted relationship between the square of the observed virtual height and the observation error.
[image: Figure 2]FIGURE 2 | Variation of the mean virtual height with frequency of o-wave traces observed by the Wuhan Ionosonde from June 1 to 30 June 2021 at 11:00.
[image: Figure 3]FIGURE 3 | The variation of observation errors from the Wuhan ionosonde with the square of the corresponding observed virtual heights, along with the fitting curve, at 11:00 from June 1st to 30 June 2021.
3.1.2 Background error covariance
The background error covariance matrix is crucial for ionospheric data assimilation. It is primarily composed of two parts: the variance of the background model used for assimilation and the correlation between the model’s errors at any two grid points. For each element of the error covariance matrix, we can express it with the following Equation 17:
[image: image]
[image: image], [image: image] are the standard deviations of the forecast model at the ith and jth grid points, respectively, and [image: image] is the linear correlation coefficient between these errors.
Drawing on previous literature (Angling and Cannon, 2004; Bust et al., 2004; Forsythe et al., 2020; Forsythe et al., 2021a; Yue et al., 2012; Yue et al., 2011), we assume that the background field is Gaussian distributed and can be Gaussianly separated in both horizontal (latitude and longitude) and vertical directions. At the same time, our observations and background data consist of virtual height and electron density profiles, so we only need to consider the vertical direction.
Regarding the vertical correlation [image: image], previous studies (Bust et al., 2004; Angling Cannon, 2004) typically describe it using the following expression using Equation 18:
[image: image]
[image: image] represents the distance between any two grid points, and [image: image] is the vertical correlation distance, which is typically taken as a fixed constant. However, this approach introduces certain errors. Later, Forsythe et al. (2021a) conducted an in-depth analysis of vertical correlation using various observational data and provided a more accurate definition, which is expressed as the following Equation 19:
[image: image]
In this context, Z represents the altitude, [image: image] denotes the magnetic latitude, and [image: image], [image: image] are the vertical correlation lengths, which are functions of geomagnetic latitude and altitude, respectively. These variables can be found in the databases constructed by Forsythe et al. (2020). The method proposed by Forsythe et al. (2021a) provides a more rational definition of the vertical correlation distance; therefore, this paper adopts their approach to construct the vertical correlation matrix of the background error covariance. The flow chart of the assimilation algorithm is depicted in Figure 4.
[image: Figure 4]FIGURE 4 | Flow chart of the data assimilation algorithm.
4 RESULTS AND ANALYSIS
Based on an extensive dataset recorded (it contains 17,568 ionograms) from vertical soundings in the Wuhan area, we validated the inversion algorithm. In this section, we present several typical ionograms to illustrate the effectiveness of the algorithm. For each set of figures, we provide the background electron density profile and its synthesized O/X wave virtual height traces, the profile inverted by the Reinisch algorithm and its synthesized virtual height traces, as well as the electron density profile obtained after assimilation and its synthesized virtual height traces. In each subplot, the black hollow circles represent the observed X-wave traces on the ionogram, the black hollow squares indicate the observed O-wave traces, the blue solid or dashed lines depict the electron density profiles, the red solid line is the O-wave virtual height trace synthesized from the integration of the group refractive index [image: image] after assimilation, and the green solid line is the X-wave virtual height trace synthesized from the integration of the group refractive index [image: image] post-assimilation. We compared the X-wave virtual height traces synthesized from the profiles obtained after assimilation analysis with those synthesized from the profiles inverted by the Reinisch algorithm and presented the distribution histogram of the errors. The mean and variance are defined as Equations 20, 21:
[image: image]
[image: image]
We gridded the ionosphere along the vertical height, where [image: image] denotes the corresponding grid point, [image: image] represents the observed virtual height at the [image: image]-th grid point, [image: image] represents the virtual height synthesized from the electron density after assimilation at the [image: image]-th grid point, [image: image] denotes the average virtual height error of N grid points, [image: image] represents the average virtual height error, [image: image] indicates the error between the observed virtual height and the synthesized virtual height at the [image: image]-th grid point, and [image: image] signifies the variance of the error values. The horizontal axis of the histogram represents the differences between the virtual height synthesized from the integral of electron density at each grid point and the observed virtual height. The vertical axis represents the cumulative number of grid points corresponding to the virtual height error differences.
Figure 5 illustrates a two-layer ionogram where the F1 layer is absent. As can be seen from Figure 5A, the O-wave trace synthesized from the background electron density profile aligns well with the actual measured trace (the mean fitting error of the synthesized O-wave traces to the measured traces is 2.86 km); however, the synthesized X-wave trace shows a poor fit with the actual measured trace (the mean value of the fitting error between the synthetic x-wave traces and the measured traces is 10.64 km). In Figure 5B, the X-wave trace synthesized from the profile inverted by the Reinisch algorithm exhibits a significant discrepancy with the actual measured trace, particularly in the region where the E-layer connects with the F-layer (the frequency range between 3.5 MHz and 3.9 MHz corresponds to the height region in the figure). The synthesized X-wave trace from the inverted profile is considerably larger than the actual measured trace. The electron density profile obtained using the joint inversion method of O-wave and X-wave is displayed in Figure 5C. It can be observed that the synthesized X-wave trace from the profile after assimilation analysis aligns well with the actual measured trace. Although the synthesized O-wave trace at this point does not fit the actually measured trace as well as the profiles obtained from the first two algorithms, the synthesized X-wave trace shows a significant improvement in fitting the actual X-wave trace. Overall, there is a noticeable reduction in the error compared to the actual measured traces of both O-wave and X-wave. In the histogram of error distribution (Figure 5D), the mean error of the profile synthesized by the Reinisch algorithm inversion is 8.639 km, and the variance is 18.316 km. After data assimilation, the mean error of the profile synthesized by the analysis is 3.256 km, and the variance is 3.258 km. This indicates that increasing the inversion data can effectively improve the accuracy of the inversion.
[image: Figure 5]FIGURE 5 | Observation of O/X mode traces in ionograms (June 1, 2021, LAT:30.6, LON:114.6, 12:24 UTC). (A) Background electron density profiles and their synthetic traces. (B) Reinisch algorithm inversion profile and its synthetic tracing. (C) Assimilated electron density and its synthetic traces. (D) Error distribution statistics before and after assimilation.
Figure 6 presents a typical three-layer ionogram. Observing this actual measurement trace, it is evident that the O-wave trace synthesized from the background electron density profile aligns well with the measured data. However, the correspondence of the X-wave trace is less satisfactory, particularly in the F1-layer, where the simulated elevated trace diverges significantly from the empirical observations. Moreover, the virtual height traces synthesized from the electron density profiles obtained through the joint inversion method using both O-wave and X-wave exhibit a high degree of consistency with the measured traces. As illustrated by the error distribution histogram, the application of the Reinsch algorithm has led to an improvement in the profile inversion accuracy, with the mean error decreasing from 7.81 km to 4.32 km.
[image: Figure 6]FIGURE 6 | Observation of O/X mode traces in ionograms (June 12, 2021, LAT:30.6, LON:114.6, 13:42 UTC). (A) Background electron density profiles and their synthetic traces. (B) Reinisch algorithm inversion profile and its synthetic tracing. (C) Assimilated electron density and its synthetic traces. (D) Error distribution statistics before and after assimilation.
Figure 7 is also a three-layer type ionogram. In Figure 7A, the synthetic virtual height traces derived from the background electron density profile differ significantly from the measured traces in the F1 and F2 layer regions. However, the synthesized O-wave trace shows a good match with the measured data. This is because the background electron density profile is a least-squares fit to the measured data. The O-wave and X-wave traces synthesized from the electron density profile inverted using the Reinisch algorithm exhibit significant errors when compared to the measured traces. It is observed that after assimilation analysis, the synthesized X-wave trace shows improved fitting with the measured trace. Relative to the synthesized traces in Figure 7A, the fitting quality of the O-wave trace synthesized from the assimilated profile deteriorates. Despite this, the overall fitting situation for both the O-wave and X-wave traces is better.
[image: Figure 7]FIGURE 7 | Observation of O/X mode traces in ionograms (June 25, 2021, LAT:30.6, LON:114.6, 11:32 UTC). (A) Background electron density profiles and their synthetic traces. (B) Reinisch algorithm inversion profile and its synthetic tracing. (C) Assimilated electron density and its synthetic traces. (D) Error distribution statistics before and after assimilation.
In order to further verify the feasibility and effectiveness of the algorithm, we used a large number of continuously observed ionogram data for testing (it contains 576 ionograms). Figure 8 shows the results of the analysis using actual ionograms obtained on 2 May 2021, from the Wuhan station. Figure 8A represents the original ionogram traces, i.e., the true values; Figure 8B is the ionogram traces synthesized from the electron density profiles based on the inversion of the background model; and Figure 8C is the ionogram traces synthesized from the electrons density after the joint inversion by O-wave and X-wave.There is a clear difference between Figures 8A, B, especially during the period from 8 a.m. to 3 p.m. (the local time). During this time period, due to sufficient solar radiation, the ionosphere is sufficiently ionized, producing a large number of free electron. Therefore, the detected ionograms are complete and there are significant differences in the virtual height corresponding to different frequencies, which is manifested in the large color differences in the height corresponding to different frequencies in the Figure.
[image: Figure 8]FIGURE 8 | Results of the joint inversion of the continuously observed ionograms (May 2, 2021, LAT:30.6, LON:114.6). (A) Continuous measured ionogram traces. (B) Synthesized ionograms of background electron density profiles. (C) synthetic ionograms of assimilated electron density profiles.
Therefore, during this period, the profile inverted by the background ionospheric model using only O-wave traces cannot accurately reflect the true electron density distribution, and there is a certain deviation between the synthesized traces and the true traces. Using the joint O-wave and X-wave inversion algorithm proposed in this paper (shown in Figure 8C), the X-wave traces are introduced into the inversion, which in turn go on to correct the electron density profiles obtained from the background model inversion. It can be seen that the concordance between the synthesized ionogram traces and the true traces is significantly improved, indicating that the electron density profiles obtained by the joint inversion are closer to the true electron density distribution. Moreover, the traces synthesized from the jointly inverted profiles Figure 8C and the traces synthesized from the background model inverted profiles Figure 8B are essentially the same in the region of frequencies below 3 MHz and height below 150 km, and they are in almost perfect accordance with Figure 8A.
This is because the height range belongs to the E-layer of the ionosphere, where the electron density is relatively flat, and the profiles obtained by the background model based on the inversion of the O-wave traces in the E-layer are already very close to the true electron density distribution, thus both the background model and the results obtained by the joint inversion method have less variations and higher consistency.
Similarly, Figure 9 shows the results of the detection analysis at Wuhan station on 21 June 2021, with Figure 9A showing the traces of the measured true ionogram, Figure 9B showing the traces synthesized by the inversion profiles of the background model, and Figure 9C showing the traces synthesized by the profiles of the joint inversion. Similarly, it can be observed that in the time period of 5:00-14:00 (belonging to the summer season), the traces synthesized by the profiles of the background model inversion, i.e., Figure 9B, are somewhat different from the true ionogram traces, Figure 9A, due to the reason similar to that of Figure 8, which is that there is a large variation of the electron density and a higher F2 layer peak during the time period, and it is difficult for the profiles synthesized by the background model inversion to closely approximate the true electron density distribution. Therefore, Figure 9B has some differences with Figure 9A, whereas the traces synthesized from the profiles we inverted using the joint O\X-wave inversion, i.e., Figure 9C, are less different from the true traces, i.e., Figure 9A, which again shows that the electron density profiles obtained by the joint inversion are more similar to the true electron density profile, and have a better consistency.
[image: Figure 9]FIGURE 9 | Results of the joint inversion of the continuously observed ionograms (June 21, 2021, LAT:30.6, LON:114.6). (A) Continuous measured ionogram traces. (B) Synthesized ionograms of background electron density profiles. (C) synthetic ionograms of assimilated electron density profiles.
5 CONCLUSION
This paper presents a method for inverting ionospheric electron density profiles based on the assimilation and inversion of O/X-wave traces from vertical sounding ionograms. In this study, we use the electron density profiles inverted from O-wave traces as background data and the X-wave traces from ionograms as observational data. By employing the Kalman filter method, we perform joint inversion of O-wave and X-wave trace data to obtain more accurate electron density profiles. Through comparative analysis of the O-wave and X-wave traces synthesized from the inverted electron density profiles with the corresponding measured traces, it was found that while the synthetic O-wave traces derived from the assimilated profiles show slightly less agreement with the measured traces, the synthetic X-wave traces exhibit good fit with the measured traces. Overall, this approach significantly reduces the errors between the synthetic and measured O-wave and X-wave traces, thereby effectively improving the accuracy of the inverted profiles.
The joint inversion method proposed in this study is not only theoretically clear but also practical and feasible in real-world applications, demonstrating considerable potential value. Future research directions will focus on integrating additional physical measurement information to further enhance the accuracy of the inversion algorithm for vertical sounding ionograms. Such improvements are expected to provide more reliable electron density distribution data for ionospheric studies, thus promoting deeper developments in related fields.
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