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Infrared astronomical equipment is pivotal in advancing our understanding of the universe, particularly through ground-based observations, which remain the primary mode of astronomical study. In this paper, we introduce the development and performance characterization of an H-band Mercury Cadmium Telluride (MCT) infrared camera designed for astronomical observations. We computed the photon transfer curve (PTC) for each pixel and fitted these curves to derive pixel-level gain. The results reveal a spatial non-uniformity of detector pixel-level gain, which correlates with changes in field of view (FOV). By employing FOV compensation, we achieved more uniform gain distribution. This testing approach allows for a more accurate performance evaluation of scientific-grade astronomical cameras, providing a robust foundation for subsequent astronomical image analysis and benefiting the field of infrared astronomy.
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1 INTRODUCTION
Understanding the physical processes of galaxy evolution is one of the most prominent issues in contemporary astronomy. Galaxy formation and evolution are driven by star formation, galactic mergers, and secular evolution over cosmic time scales (Conselice et al., 2014). Morphologically, galaxies evolve from irregular or peculiar systems at redshifts z > 1 into more regular structures at lower redshifts (Mortlock et al., 2013). Infrared observations play a crucial role in unraveling these mechanisms, as they can probe dust-enshrouded regions of star formation, as well as distant and faint celestial objects.
As most of the infrared radiation emitted by celestial bodies is absorbed by Earth’s atmosphere, this necessitates the use of ground-based infrared telescopes through specific atmospheric windows, such as the J, H, and K bands (Simons and Tokunaga, 2002), shown in Figure 1. Antarctica, particularly the Kunlun Station (Dome A), is one of the best locations on Earth for infrared and submillimeter astronomical observations due to exceptional seeing conditions and atmospheric stability (Ma et al., 2020). Under typical Antarctic sky background levels in the H band (1,100–2,600 μJ y/arcsec2) (Zhang et al., 2023), a telescope system with a 41 cm aperture, f/2.5 optics, and 15-μm-pixel size is expected to receive approximately 3,243–7,670 photoelectrons per pixel per second from the sky background. To operate in a background-limited regime, the detector’s readout noise must remain below the square root of this signal level, i.e., less than 50 e− per pixel.
[image: Graph displaying atmospheric transmission versus wavelength from one to six micrometers. The blue line shows atmospheric transmission. Highlighted bands are J (1.1–1.4 micrometers, pink), H (1.5–1.8 micrometers, green), and K (2.0–2.4 micrometers, orange).]FIGURE 1 | Near-infrared atmospheric transmission.The materials commonly used in infrared detector include InSb, InAs/GaSb, and InGaAs, each offering distinct advantages and limitations in spectral coverage and noise characteristics. InSb detectors have the good performance across in the band of 1–5 μm range with low readout noise between 10 and 30 electrons at 77 K, but its higher dark current in the H-band between 1.5 and 1.8 μm limits its applications (Rayner et al., 2003). InAs/GaSb superlattice detectors, typically optimized for the mid-infrared wavelengths from 3 to 5 μm, exhibit relatively high noise levels of 50–100 electrons at shorter wavelengths (Rogalski, 2017). InGaAs detectors provide moderate noise levels of 20–40 electrons and can be operated in the cooling temperature near 180 K, but their quantum efficiency rapidly declines beyond approximately 1.68 μm, limiting their effectiveness for full H-band coverage (Ofer et al., 2021).
By comparison, Mercury Cadmium Telluride (MCT) detectors, noted for their high quantum efficiency and low dark current (Rogalski, 2020), are widely preferred for high-performance infrared astronomical detection and have been employed in major space missions such as Euclid (Waczynski et al., 2016) and the Nancy Grace Roman Space Telescope (Mosby Jr et al., 2020). The WIRCam imager on CFHT (Puget et al., 2004) or HAWK-I on the VLT (Kissler-Patig et al., 2008), equipped with Teledyne HAWAII-2RG (H2RG) or H4RG focal plane arrays, routinely achieve low readout noise (as low as 5–12 e−), dark current below 0.1 e−/s/pixel at 77K. However, such detectors or devices are currently restricted from being imported to China, which motivates the development and deployment of scientific-grade MCT detectors in China. Recent progress in Chinese MCT detector development (Xin et al., 2022), particularly at the Shanghai Institute of Technical Physics (SITP), has led to devices suitable for scientific-grade ground-based infrared astronomy (Liang et al., 2024). In contrast to existing large-scale observatory cameras, the presented system offers a compact, power-efficient (∼45 W total), and modular alternative specifically tailored for extreme environments like Dome A.
In this paper, we introduce the development of an H-band infrared camera equipped with a 640 × 512 MCT detector from SITP, designed specifically for observation in Antarctica. The camera is designed for observation of low-temperature celestial objects (e.g., brown dwarfs and planetary nebulae) and high-redshift galaxies. Leveraging Dome A’s low sky brightness and reduced thermal noise, the camera is expected to deliver image quality that, in some respects, surpasses that of the 2MASS survey (Skrutskie et al., 2006), particularly in terms of spatial resolution and detector linearity.
In addition, in this article the characteristics and correction strategies of its pixel level detector are presented. A pixel-level gain (PLG) mapping methodology is developed based on analysis of photon transfer curve (PTC), enabling precise quantification of gain non-uniformity across the array of whole detector. Furthermore, we identify a systematic spatial dependence of gain associated with the pixel field-of-view (FOV) angle. This effect is modeled and compensated using a geometric correction approach, significantly improving the spatial uniformity of gain.
In this paper, it is structured as follows: in Section 2 we introduce the optics, mechanics, and electronics of our MCT camera. In Section 3 we detail the methodology and results of PLG characterization and FOV-based correction. In Sections 4 and 5, we present the field test results and summarize the broader implications of this work.
The key contributions of this article are summarized as follows:
	1. Development of a low-noise H-band infrared camera utilizing a MCT detector made in China, tailored specifically for ground-based astronomical observations in Antarctica.
	2. Introduction of a PLG measurement approach that reveals a spatial correlation between gain non-uniformity and the FOV angle, along with a geometric compensation method that improves the spatial uniformity of detector gain.

2 DESIGN OF THE H-BAND MCT CAMERA
The design of the H-band MCT camera was driven by the requirements of astronomical observations in Antarctica, with careful design of optics, detectors, and system-level components to ensure optimal performance.
2.1 Optics of the telescope
The optical design was tailored to match a 41-cm aperture f/2.5 telescope of Sun Yat-sen University, as shown in Figure 2. Given the relatively higher readout noise and dark current of the detector compared to leading international detectors, minimizing additional noise sources—particularly stray light and optical efficiencies—is crucial to fully exploit the exceptionally low infrared sky background at Dome A. To maximize optical throughput in H band while suppressing off-axis thermal radiation and unwanted reflections, a cold shield and a custom-designed H-band filter were incorporated, significantly limiting background flux and enhancing image contrast.
[image: Diagram of an optical instrument with components labeled: Dewar, Cold Shield, H-band filter, MCT detector, Window, and Incident light. The left section shows a colored 3D model, and the right section provides a detailed, labeled breakdown in black and white with a red box highlighting the magnified area.]FIGURE 2 | Diagram of the optical assembly of a 41-cm-aperture telescope with a MCT camera.The camera’s FOV reaches approximately 0.5 × 0.4 square degrees (f/0.6), fully utilizing the telescope’s image field without significant vignetting or peripheral aberrations. Figure 3 illustrates the transmittance curves of the camera’s filter and window at room temperature (300 K), compared with atmospheric transmission.
[image: Graph depicting transmission versus wavelength in micrometers. The blue dashed line shows atmospheric transmission, the red dotted line represents window transmission, the green dash-dotted line shows filter transmission, and the black dashed line illustrates optical total. Transmission remains high across most wavelengths, with significant dips in the atmospheric line around 1.4 and 1.9 micrometers.]FIGURE 3 | Transmittance of the filter and window.2.2 System architecture of H-band MCT camera
The camera employs a 640 × 512 MCT focal plane array developed by SITP (see Figure 4a). The detector features a pixel pitch of 15 µm and a cutoff wavelength of 2.0 µm, covering the full H-band atmospheric window. The detector adopts a hybrid structure in which a MCT layer is bump-bonded to a silicon readout integrated circuit (ROIC) chip with indium pillars (see Figure 4b). This hybrid integration method provides robust mechanical performance and reliable electrical interconnectivity under thermal cycling conditions (Zhang et al., 2012). Additionally, careful thermal management during cryogenic characterization tests has demonstrated stable detector performance at low temperatures (Jiménez et al., 2020; Stoyanov et al., 2019).
[image: Image consisting of three panels: (a) shows a close-up photo of an MCT detector with a red circle around it. (b) illustrates a diagram of an MCT detector chip atop a readout circuit chip, connected by indium bumps. (c) depicts a cross-sectional diagram of a cooling system, featuring components like fans, Stirling Refrigerators, a MCT detector, radiation isolation ring, Dewar, and labels for PB and MCB.]FIGURE 4 | MCT detectors from SITP and the structure of H-band camera: (a) Picture of the MCT detector, (b) Stacking structure of the detector, (c) The structure of the H-band camera.In the H-band camera, the optics and detector components were integrated into a vacuum-sealed Dewar, which is cooled to approximately 80 K by a Stirling-cycle cryocooler (see Figure 4c). The Dewar employs an aluminum nitride (AlN) mounting plate for both mechanical support and efficient thermal conduction. Electrical connections to the external readout electronics are made via gold wire bonds and routed through hermetically sealed feedthroughs.
Given the extremely low ambient temperatures at Dome A, typically below −60°C, a heating film is integrated into the system to maintain the refrigeration unit’s operational range above −40 °C. To prevent thermal infrared radiation from the heater affecting the detector’s photosensitive surface, a radiation isolation ring is installed between the Dewar window and outer shell, effectively blocking internal thermal emissions from reaching the focal plane.
The readout circuit in the MCT detector is a capacitive transimpedance amplifier (CTIA) architecture, which is operated in reduced bandwidth and incorporated two selectable integration capacitance modes for gain selection, 5 fF and 10 fF (see Figure 5). With reset after integration time, the response electrons of each pixel are integrated and converted into voltage signals. After sampling, the signals are selected by rows and columns, and the array pixel signals are transmitted to the output stage one by one, and finally output outside the chip.
[image: Block diagram of an ROIC unit cell showing the flow from a detector signal (Vdet) through an operational transconductance amplifier (OTA), followed by amplifiers Asf and Acol. It includes bias supplies and signal path labels, leading to the final output.]FIGURE 5 | The readout circuit in the MCT detector (Liang et al., 2024).The electronics of the camera consists of a Main Control Board (MCB) and a Power Board (PB). The MCB handles system control, readout, and data processing, while the PB provides power and manages temperature control through a heating module. The functional diagram of the H-band camera is shown in Figure 6. To enhance operational robustness under remote and harsh conditions, the camera supports dual communication interfaces (UDP and USB 2.0). The UDP interface is typically preferred due to its longer transmission distance, but the USB link provides a redundant fallback channel in case of network disruptions. The total power consumption including the cryocooler and all electronics, is approximately 45 W. This low-power design is particularly well-suited for autonomous and long-term deployment at Dome A, where both power availability and thermal balance are critical constraints.
[image: Diagram of a thermal control system showing two main sections: Power Board and Main Control Board. The Power Board includes STM32, Heating, and Monitor components linked to Heating film and Temperature sensors. The Main Control Board has FPGA connected to Readout, Driver and Bias, and MCT detector, which is linked to a Cryocooler. Control flow, image signal flow, and structural connectivity are indicated by blue, red, and black arrows, respectively. Connections include USB, UDP, RS232, SPI, and PWM. A DC 24V power supply is also shown.]FIGURE 6 | Functional Diagram of the electronics in the H-band Camera.The detector signal passes through an ADC driver with a gain of 1.667—selected to match the input dynamic range—and is sampled by an 18-bit ADC. An FPGA then transmits the upper 16-bit data to the host computer (see Figure 7) for maximizing dynamic range.
[image: Circuit diagram showing signal flow from MCT through an ADC driver with gain 1.667, then to ADC, FPGA, and finally to the Host. Arrows indicate data paths labeled [17:0], [17:2], and [15:0].]FIGURE 7 | Diagram of readout module.2.3 Performance characterizations
Comprehensive performance characterization is essential for scientific-grade infrared cameras, especially when deployed in extreme environments such as Antarctica (Sutherland et al., 2015; Zhang et al., 2019). These tests provide quantitative validation of the camera’s readiness for high-fidelity imaging under low-background infrared conditions (Tubiana et al., 2015).
A dedicated test platform was established for this purpose, as illustrated in Figure 8. A critical component of the test setup is the blackbody radiation source, which directly influences the accuracy of detector calibration (Qu et al., 2025; Wright et al., 2015). The blackbody source features a 100 mm emission surface, temperature control precision of ±0.02°C, resolution of 0.01°C, and temperature stability better than 0.1°C per 10 min. During testing, the camera was precisely aligned so that all pixels viewed only the blackbody surface, thereby minimizing stray radiation. Under conditions of assumed uniform blackbody emission, the illumination non-uniformity across the detector’s field of view was measured to be ∼3.74%.
[image: Diagram showing a system with a host, MCT camera, black body, and black body controller. The MCT camera contains a detector, filter, and cold shield. Arrows indicate data flow between components and towards a black body surface.]FIGURE 8 | The test platform for the MCT camera.The photon transfer curve (PTC) method was employed to evaluate gain for both the central 40 × 40 pixels region and the entire detector area (see Figure 9) (Sun et al., 2022). For the 5 fF integration capacitor, the measured gains are 1.04 e−/ADU and 1.13 e−/ADU in these two different area, where ADU denotes an analog-to-digital unit. At a setting of 5 fF, the measured readout noise is approximately 29.8 e−, and the readout electronics contributed about 5.5 e−, indicating that the main noise component is inside the detector. According to the standard of response rate less than 50% and greater than 200%, the proportion of bad pixels is 0.44%
[image: Panel (a) shows a scatter plot with variance (ADU²) versus mean signal (ADU), featuring a fitted line with an equation, R-squared value, gain, and confidence interval. Panel (b) graphs signal (ADU) against integration time (microseconds), also with a fitted line and R-squared value. Both plots have blue data points with error bars and fitted line details displayed.]FIGURE 9 | Flat field test of 40 × 40 pixels in the central area: (a) Photon transfer curve (PTC), where the gain is calculated as the reciprocal of the slope; the shaded area represents the confidence interval (CI). (b) Photon response curve, from which response linearity and full well capacity can be derived. ADU denotes analog-to-digital unit.Inter-pixel capacitance (IPC) estimation is based on the spatial autocorrelation function (ACF) approach (Moore et al., 2004). We first subtract the mean from each image to obtain zero-mean data, and then calculate the two-dimensional ACF using Fast Fourier Transform (FFT). The central peak of the ACF is normalized to unity, and the IPC is estimated by averaging the autocorrelation values of the four nearest-neighbor pixels adjacent to the central peak, as shown in Figure 10. The derived IPC value was below 0.01, suggesting a negligible influence on gain estimation. Therefore, IPC correction was not applied in this analysis. While IPC may affect the Point spread function (PSF) in precision photometry, accurate correction would require a full-system model including optical aberrations and on-sky PSF measurements (Kannawadi et al., 2016), which are outside the scope of the present laboratory characterization and are planned for future work.
[image: Image showing two graphs: (a) a heat map with the X-axis from 0 to 700 and the Y-axis from 0 to 500, depicting normalized ACF values with a color scale from -0.005 (purple) to 0.015 (yellow); (b) a 3D bar chart with X and Y axes ranging from 0 to 2, illustrating normalized ACF values on the Z-axis, with bars labeled with specific values.]FIGURE 10 | Estimation of Inter pixel Capacity Impact. (a) Two-dimensional autocorrelation function (ACF) of the detector image, with the central 3 × 3 pixels region masked to highlight neighboring pixel correlations for interpixel capacitance (IPC) estimation. (b) Three-dimensional bar plot of normalized ACF values in the central 3 × 3 pixels region, illustrating the strength of pixel-to-pixel correlation caused by IPC effects.Since the detector was already sealed within a Dewar, conventional dark current measurement using a cold shutter is not feasible. As an alternative, the camera was placed in a refrigerated environment to reduce the ambient photon flux, enabling an approximate evaluation under dark-field conditions. At a stabilized temperature of −25°C, the longest exposure time of the camera exceeds 20 min, and the incident background in the H-band was estimated to be approximately 9 photons per second per pixel, while the measured signal slope was approximately 17 electrons per second per pixel. This value reflects the combined contributions from the detector’s intrinsic dark current, residual ambient background radiation, and readout noise.
PRNU was measured to be 4.44% using flat-field illumination at various exposure times. The Signal-to-Noise Ratio increases markedly with higher illumination, reaching a maximum of about 135 (42.60 dB) before the detector approaches full well capacity. Based on a comparative analysis with the 2MASS system, which achieved a limiting magnitude of H ≈ 15.1 at SNR = 10 using a 1.3 m f/3.5 telescope and a ∼7.8 s exposure per scan, we estimate the limiting magnitude of our 0.41 m f/2.5 system under Dome A conditions to be approximately 12.8 mag for a 10 s exposure at the same SNR level. With frame stacking or extended exposures up to 60 s, the limiting magnitude would be expected to improve to 14.0–14.3, demonstrating the system’s capability to detect faint astronomical sources under background-limited conditions.
3 PLG TESTING AND FOV IMPACT
The precise gain measurement of a detector is crucial for the accurate characterization of its performance. Gain represents the conversion factor between the detection signal and the output of a detector, which serves as a fundamental parameter for explaining a detector’s response to incident radiation and plays a crucial role in calculating other performance parameters (Janesick, 2007). Consequently, PLG measurement provides deeper insights into detector performance and scientific calculation.
3.1 Defects of PTC method
In an ideal PTC measurement, it is assumed that each pixel in the detector follows the same Poisson distribution for every acquisition. In reality, the mean photon count for each pixel is not identical. For pixel i, its Poisson mean is λi, which can vary depending on the pixel’s FOV angle—pixels with a larger FOV angle collect more photons, and vice versa.
Consequently, if one treats all pixels as a single ensemble when estimating the “variance vs mean,” this is equivalent to randomly selecting a pixel i with probability 1/N (where N = 640 × 512), and then drawing a single observation from Poisson (λi). From the perspective of mixed distributions, the random variable Xmix (formed by mixing measurements across all pixels) has the following expectation and variance, refer to the appendix for details. Equations 1, 2 show the mathematical expectation and variance of Xmix, respectively:
EXmix=1N∑i=1Nλi,(1)
VarXmix=1N∑i=1NVarPoissonλi⏟MeanPoissonvariance+Varλi⏟Nonuniformdistribution  =1N∑i=1Nλi+Varλi,(2)
For a Poisson distribution with parameter λi, the variance is λi Hence the first term represents the average of the Poisson variances of the pixels, while the second term is the “extra mixture variance” caused by differences in the pixel means. Defining Equation 3 as follows,
λ¯=1N ∑i=1Nλi,σλ2=Varλi,(3)
we obtain the simplified variance formula in Equation 4,
varXmix=λ¯+σλ2,(4)
Accordingly, we define the variance-to-mean ratio in Equation 5 as:
varXmixXmix¯=λ¯+σλ2 λ¯ =1+σλ2λ¯,(5)
The standard PTC method assumes all pixels follow Poisson (λi) with the same λ. Under this assumption, varXmix≈g×Xmix, and a linear fit to varXmix vs. Xmix yields the slope g. In practice, though, the slope is (Equation 6) becames:
Slope=varXmixXmix¯=g+σλ2λ¯g > gunless all λi are identical,(6)
leading to a fitted gain higher than the detector’s true gain.
3.2 PLG testing
The photon transfer curve method is employed to calculate pixel gain by analyzing the linear relationship between the mean signal and variance of flat-field images at different exposure times. This method involves capturing 400 × 50 flat-field images, where 400 denotes the number of frames taken for each exposure time ti and 50 represents the number of different exposure times.
For each pixel x,y, the mean signal Sx,yti and noise variance σx,y2ti are calculated using Equations 7, 8, respectively:
Sx,yti=1n∑j=1nIx,yti,j,(7)
σx,y2ti=1n−1∑j=1nIx,yti,j−Sx,yti2,(8)
Where Ix,yti,j is the signal value of pixel x,y in the jth frame under exposure time ti.By plotting σx,y2ti against  Sx,yti, a linear PTC response is obtained.
Pixel-level gain testing was conducted across two experimental setups, and obtained a flat and regular gain distribution on the testing platform with an optical system, which conforms to the gain inconsistency phenomenon caused by CMOS readout circuit process deviation and has obvious horizontal and vertical patterns. For the test results of H-band cameras without optical lenses, the horizontal and vertical distribution of gain cannot be observed, highlighting the central circular distribution, as shown in Figure 11. The pixel level gain has been normalized, according to Equation 9 and the gain calculated based on the PTC is set to 1.
gainNormalized=gainPixel−level/gainPTC,(9)
[image: Diagram illustrating an optical system and data visualization. Panel (a) shows a system layout with labeled components: detector, filter, lens, cold stop, and window, leading to a black body surface. Panel (b) presents a heatmap with X and Y axes ranging approximately from 0 to 500, and color scale from 0.8 to 1.6. Panel (c) depicts a simplified system with an MCT camera, detector, filter, cold shield, and black body surface. Panel (d) displays a similar heatmap, with slight variations from panel (b).]FIGURE 11 | The results of Single pixel gain tests: (a,b) Test platform with an optical system and test results, (c,d) Test platform and test results of our camera.The heatmap in Figure 11 reveals a consistent pattern: the central region of the detector exhibits lower normalized gain values, while higher values are observed toward the periphery. Importantly, since the PLG method relies on photon shot noise statistics and is independent of the absolute illumination level (assuming Poisson-distributed incident light), these spatial variations cannot be attributed to vignetting, stray light, or illumination gradients. To further investigate this trend, as shown in Figure 12a, the x-axis represents coordinates from the center, and the y-axis represents the gainNormalized. There are 95% of pixel-gain points between the red and green lines. The gain distribution at a distance of 200 pixels from the center as shown in Figure 12b. Kernel Density Estimation (KDE) is a non-parametric method used to estimate an unknown probability density function (Silverman, 2018), the distribution is basically consistent with a Gaussian distribution.
[image: (a) Scatter plot showing value against distance from center, with mean value in blue, lower 95% bound in red, and upper 95% bound in green. (b) Histogram of value density with Gaussian and KDE fits. Mean shown as a blue dashed line, and various bounds indicated in red and cyan.]FIGURE 12 | Analysis of Pixel-Level Gain Variations Across the Detector: (a) Pixel-Level Gain Variation at Different Distances from the Center, (b) Pixel-Level Gain Distribution at distance of 200 Pixels from the Center.3.3 Impact of FOV on gain uniformity
Testing systems with optical lenses have more regular pixel level gains for detectors, while detectors in H-band cameras may not receive uniform incident light due to different fields of view, which may affect the measurement results of pixel level gains. We propose a geometric FOV compensation method to mitigate pixel-level gain non-uniformity.
Pixel A is a point on the detector, as shown in Figure 13a, and the conical surface formed by point A along the cold screen hole is the solid angle at which pixel A can receive radiation, Figure 13b shows the cross-section along the XOZ plane. Based on the cross-section, AE is the angle bisector of angle BAC, and point E is the intersection point of this angle bisector and the cold screen hole plane. Therefore, based on geometric relationships, we calculate parameters e, f, and s using Equations 10–12, respectively
e=bcb+c2−a2/a+c,(10)
f=2b2+c2+a2/2,(11)
s=g−e2−h2,(12)
[image: Three diagrams illustrating geometric representations of a cone. (a) Shows a 3D view with an elliptical cross-section and labeled points A, B, C, D, E, O, and axes X, Y, Z. (b) Displays a more detailed schematic with labeled edges a, b, c, d, e, f, g, h, and vertices A, B, C, D, E, O. (c) Depicts a side view focusing on the elliptical top, labeled axes, and dimensions a_ellipse, b_ellipse, r, and a labeled surface element dS.]FIGURE 13 | Illustration of the solid angle: (a) The FOV angles for the detector center and edge points; (b) Cross-sectional view of the solid angle; (c) Illustration of the calculation of the solid angle for an elliptical cone.We convert the oblique elliptical cone surface of the solid angle of point A into a regular elliptical cone surface with AE , as shown in Figure 13c and the lengths of its major and minor axes can be calculated according to Equations 13, 14
aellipse=a/22−s2,(13)
bellipse=e tanA/2,(14)
Calculate the solid angle numerically based on the height of the regular elliptical cone and the length of the major and minor axes of the ellipse (Li et al., 2012), as described by Equation 15.
Ω=∫dSr2,(15)
The solid angles of light windows vary across different pixel locations on the detector, resulting in a discrepancy in the number of photons received by pixels at different positions. We consider the central area of the detector as the most important observation area, therefore the circular area at the center is designated as area A, the circular area to the X-axis boundary is designated as area B, and the surrounding corners are designated as area C. As shown in Figure 14, it can be observed that the variation in the solid angle is minimal within the central region (Region A), while it decreases significantly as the pixels approach the edge of the detector. The normalization and subsequent pixel-level gain corrections are implemented using Equations 16, 17: The normalized field-of-view (FOV) coefficient and the parameter for pixel-level gain correction are calculated using Equations 16, 17 respectively:
FOVNormalized=FOV Value/FOV Value¯,(16)
gainNormalized Corrected=gainNormalized×FOVNormalized,(17)
[image: Four-panel image with the following descriptions: (a) 3D surface plot showing FOV Value based on X and Y positions, with a peak at the center. (b) 3D surface plot depicting Normalized Value similar to panel (a). (c) 2D heatmap displaying concentric regions labeled A, B, and C in red, orange, and yellow. (d) Line graph showing normalized value decreasing with distance from the center, with corresponding colored regions as in panel (c).]FIGURE 14 | Variation of FOV angles across different pixel positions: (a) Comparison FOV angles between the center and corner positions, (b) FOV angles at various positions, normalized by the average, (c) Division of the detector into three regions based on distance from the central area, (d) Plot of FOV angle versus distance from the center.The pixel gain was corrected according to Equation 18, yielding a curve representing the average gain as a function of the distance from the center of the detector, as shown in Figure 15a. In regions A and B, the corrected gain remains approximately constant at a value of 1 (∼ gainPTC). After using FOV correction, the detector gain is basically consistent in the central area, close to the overall calculated gain value, while the gain value in the corner area is smaller.
Correctedgain=gainNormalized Corrected×gainPTC,(18)
[image: Four-part image showing different data visualizations. (a) A line graph with mean value versus distance from center, comparing original data with corrected data across three regions. (b) A 3D plot displaying data distribution in a pixel grid. (c) Another 3D plot with adjusted data, showing a more uniform distribution. (d) A density plot with KDE fit lines for original and corrected data, highlighting a shift in peaks. ]FIGURE 15 | Comparison of pixel gain distribution before and after FOV correction: (a) Pixel gain as a function of distance from the central position, (b) 3D distribution of the original pixel gain, (c) 3D distribution of the corrected pixel gain, and (d) histogram illustrating the statistical distribution of pixel gain.According to the calculation of the average values of pixels before and after correction based on three partitions, as shown in Figure 16, it can be concluded that using pixel level correction can make the spatial distribution of gain more uniform. This indicates that the different fields of view of the detector may have a correlation with the pixel level gain calculation method.
[image: Bar chart comparing original and corrected gain (e⁻/ADU) across distances. Three sets of bars represent distances: less than 256, 256 to 320, and over 320. Original gain is shown in blue with the values 1.07, 1.178, and 1.204. Corrected gain is shown in orange with the values 1.108, 1.127, and 1.081. Error bars indicate standard deviation for each measurement.]FIGURE 16 | Bar chart comparing the original and corrected gain values (in e−/ADU) across three regions with different distance ranges, Error bars represent the standard deviation of the gain measurements.4 FIELD TEST
In our camera system, particular emphasis is placed on the central region due to its significantly lower density of defective pixels compared to the edges. Upon observing non-uniformity in the gain spatial distribution, it becomes necessary to recalibrate the performance metrics specifically within this central area, using the average gain value of Region A, are shown in Table 1.
TABLE 1 | Comparative performance metrics.	Metric	Detector Performance
Described by SITP	Camera Performance test by PTC method	Camera Performance test by PLG method for region A	Design Objectives	2MASS Performance (Skrutskie et al., 2006; Vural, 1994)
	Gain (e−/ADU)	0.7947 (5 fF)
1.5895 (10 fF)	1.132 (5 fF)
2.190 (10 fF)	1.070 (5 fF)
2.070 (10 fF)	—	8
	Full well capacity (e−)	71,000 (10 fF)	41,000 (5 fF)
91,000 (10 fF)	38,750 (5 fF)
86,000 (10 fF)	30,000 (5 fF)
70,000 (10 fF)	200,000 ∼300,000
	Non-linearity error (%)	—	0.464 (5 fF)
0.685 (10 fF)	—	≤1	≤2
	Mean dark current (e−/s/pix)	1.5	≤16.93 (5 fF)
≤17.83 (10 fF)	≤15.76 (5 fF)
≤16.61 (10 fF)	≤20	∼0.1
	95% Dark current (e−/s/pix)	—	≤18.46 (5 fF)
≤19.24 (10 fF)	≤17.46 (5 fF)
≤18.18 (10 fF)	—	—
	Readout noise (e−)	40 (5 fF)
48 (10 fF)	30 (5 fF)
56 (10 fF)	28.5 (5 fF)
53 (10 fF)	≤40 (5 fF)
≤55 (10 fF)	≤25
	Photo-response non-uniformity (PRNU)	4.2%	4.79% (5 fF)
4.44% (10 fF)	—	≤8%	≤4%


Note: 1. The gain of the detector is calculated based on the integration capacitance used in the design of the readout circuitry; 2. To indicate the omission of an entry, em dash (—) are used.
The H-band MCT camera was integrated with the 41 cm telescope and deployed at Daocheng Observatory (29°03′14″N, 100°17′56″E) for preliminary on-sky testing. As shown in Figure 17, this test aimed to validate system-level functions such as mechanical stability, thermal regulation, optical alignment, and detector readout integration. During this test, near-infrared images of the Orion Nebula (M42) were captured to confirm optical throughput and basic imaging capability. While the acquired data were not intended for scientific analysis, they demonstrate the system’s readiness for astronomical observations, including potential deployment at Dome A.
[image: (a) A telescope with an MCT camera attached, positioned inside the observatory. (b) A black-and-white image of a star field, featuring a bright cluster of stars in the center surrounded by scattered stars.]FIGURE 17 | Field test At DaoCheng Observatory: (a) Telescope and Camera Setup, (b) Composite Image from Multiple Exposures.5 CONCLUSION
In this study, we presented the design, integration, and performance characterization of a 640 × 512 pixels MCT infrared camera tailored for ground-based H-band astronomical observations. The focal point of the evaluation was the PLG analysis and its correlation with the FOV angle across the detector. By accounting for variations in the pixel incident solid angle, we corrected for gain non-uniformities, reducing the observed range from 1.070 – 1.204 e−/ADU to a more uniform 1.081–1.127 e−/ADU. This field-aware correction approach enhances the precision of detector performance assessment.
The detector demonstrated a readout noise of ∼28 e− and dark current below 20 e−/s/pixel, which—while not on par with the most advanced international IRFPAs—represents one of the best performances achieved among currently available Chinese-made detectors. When operated under the exceptionally low sky background conditions at Dome A, Antarctica, the camera’s performance is sufficient to support moderate-integration observations of faint astronomical targets.
The system was successfully integrated with a 41 cm f/2.5 telescope and validated through preliminary on-sky testing at Daocheng Observatory. These results demonstrate the readiness of the system for further field deployment, and lay the foundation for future H-band infrared survey missions in extreme environments such as Dome A.
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APPENDIX
For general derivation: Assuming N sets of independent data, the i-th set of data follows a Poisson distribution with parameterλi (therefore, its mean and variance are both λi). Extract one sample from each group to obtain the random v ariable X1, X2,…,XN,
Among them, 
X1∼ Poisson (λi) are independent of each other. What we are concerned about is the sample variance of these N observations, defined in Equation A1.
S2=1N ∑i=1NXi−X¯2,X¯=1N ∑i=1NXi,(A1)
What is the expected 
ES2.A commonly used decomposition is shown in Equation A2:
S2=1N ∑i=1NXi−X¯2=1N∑i=1NXi2−X¯2,ES2=1N∑i=1NE Xi2 −EX¯2,(A2)
For Poisson (
λi) random variables, we have Equation A3 and obtain Equation A4:
EXi2=VarXi+EXi2=λi+λi2,(A3)
1N∑i=1NEXi2=1N∑i=1Nλi+λi2=LN+1N∑i=1Nλi2,L=∑i=1Nλi(A4)
Due to
X¯=1N∑i=1NXi, and 
Xi are independent of each other, we have Equation A5:
VarX¯=1N2∑i=1NVarXi=1N2∑i=1Nλi=LN2,EX¯=1N∑i=1NEXi=LN(A5)
Hence, Equation A6 expresses the expectation:
EX¯2=VarX¯+EX¯2=LN2+LN2=LN2+L2N2=L+L2N2,(A6)
Combining Equations A5, A6, we arrive at Equation A7:
ES2=1N∑i=1Nλi2+LN−1N2−L2N2,L=∑i=1Nλi,(A7)
Further defining parameters as shown in Equation A8:
λ¯=1N∑i=1Nλi,Varλi=1N∑i=1Nλi2−λ¯2,(A8)
We obtain a simplified expression in Equation A9:
ES2=Varλi+λ¯N−1N,(A9)
If all
λi are the same, the expectation will be simplified as:λ·N−1N.Publisher’s note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
Copyright © 2025 Qu, Wei, Ma, Ning, Li, Ge, Geng, Zhang, Zhang and Wang. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
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