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This study examines the impact of automated workplace control on employee performance and trust. In light of the rise in remote work and increasing use of algorithmic monitoring, we conduct a controlled experiment to investigate how workers' performance responds to control decisions made by an algorithm compared to a human. Moreover, we investigate spillovers on the subsequent trust in employers. Using a real-effort task and a trust game in an online experiment, we vary the source of control (human or algorithm) and control intensity (low, medium, high). Our findings reveal that control by a human principal (but not an algorithm) enhances worker performance, with no detrimental effects observed for higher control intensity. Despite the performance increase, being controlled by a human principal reduces trusting behavior on the extensive margin, i.e., the likelihood that agents entrust principals any positive amount of their endowment. Exploratory analyses suggest control by human principals is perceived more negatively than control by an algorithm. Our findings suggest that automated workplace control does not have negative ramifications for workers' performance, although it cannot generate the positive effects of human control either.
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1 Introduction

Automated workplace control, algorithmic management, electronic performance monitoring and people analytics have come under much scrutiny in the last few years (Ball, 2021; Giermindl et al., 2022; Ravid et al., 2023). Advances in technology, such as wearable sensors and smartphones, ubiquitous computing, or algorithmic innovations, have expanded companies' interest in and ability to electronically monitor employees and automate managerial decisions (e.g., Edwards et al., 2018; Ravid et al., 2023). This trend has been further accelerated by the rise of platform-based gig work (Kadolkar et al., 2024) and a shift to remote office work, in particular since the COVID-19 pandemic (Ball, 2021; Kalischko and Riedl, 2021; Ravid et al., 2020).

While many employees appreciate the increased flexibility and reduced commuting costs of remote work, employers and contractors often fear that it increases opportunities for shirking. To make sure employees work the hours they are contracted to work, or perform their platform jobs as well as possible, many organizations increasingly adopt automated monitoring and control tools, like tracking clicks, taking screenshots (Ball, 2021; König, 2025), or assigning jobs or imposing penalities based on algorithms (Edwards et al., 2018; Kadolkar et al., 2024). Real-time monitoring is often a prerequisite for these systems (Kadolkar et al., 2024). Companies tout the advantages of such technologies, like boosting productivity and enabling fairer performance evaluations. Critics, however, warn that they can erode trust between employers and employees, prompting workers to reduce their effort to the minimum required and potentially lowering overall productivity (Ball, 2021; Kalischko and Riedl, 2021; Giermindl et al., 2022). Our research addresses these competing claims. It is among the first to experimentally examine how automated control decisions affect worker performance and reciprocity toward employers in a controlled setting.

We focus on the area of algorithmic performance monitoring and control, which can be taken as one specific purpose (Ravid et al., 2020) under the broader term “electronic workplace surveillance,” which refers to “any collection and processing of information, whether personally identifiable or not, for the purposes of influencing and managing those whose data have been garnered” (Ball, 2021; Lyon, 2001, p. 21).

Agency theory suggests that, in general, exerting control over workers, for instance by specifying minimum performance requirements or implementing audits, has a disciplining effect and can increase work effort in line with employers' interests. This is supported by findings from Dickinson and Villeval (2008), which indicate that workers respond positively to low and moderate levels of monitoring by the employer. However, the literature on motivation crowding-out (e.g., Frey, 1993) suggests that monitoring and controlling workers can backfire. Intrinsically motivated workers have been found to react most negatively to monitoring, reducing their performance to a greater extent than less motivated workers (Herz and Zihlmann, 2024). Similarly, high-cognitive ability workers have been shown to react more negatively to control in the shape of time and flexibility restrictions for task completion and scheduling (Rattini, 2023). The seminal paper by Falk and Kosfeld (2006) demonstrates that control exerted by a principal can incur hidden costs by signaling distrust to the agent. However, subsequent studies have found that the extent of the performance decline is not always sufficient to completely offset the incentive benefits of control (Ziegelmeyer et al., 2012). Additionally, the workplace setting influences outcomes: fewer workers reduce their effort under control in online environments compared to laboratory settings, while positive reciprocity in the absence of control is stronger in the lab (Schmelz and Ziegelmeyer, 2020). When monitoring is perceived as legitimate, hidden costs vanish (Schnedler and Vadovic, 2011). In situations with social ties, even weak monitoring reduces effort (Riener and Wiederhold, 2016). Workers have also been observed to adjust their behavior in unexpected ways, with performance improving in the monitored dimension (Nagin et al., 2002; Pierce et al., 2015), but deteriorating in other, non-monitored dimensions (Belot and Schröder, 2016; Herz and Zihlmann, 2024).

When it comes to automated workplace monitoring or control, performance effects seem to depend on the specific work setting. Three recent meta-analyses (König, 2025; Ravid et al., 2023; Siegel et al., 2022) do not find a consistent positive effect of automated workplace monitoring on performance, only on stress. However, the generalizability of these findings is limited due to methodological shortcomings, including a lack of longitudinal and multilevel field studies and the limited use of validated measurement scales. For instance, in her lab experiment, Strobel (2025) found that employees choose significantly higher effort when a human manager sets a performance threshold for receiving a bonus compared to an automated process. However, the external validity of the findings may be limited by the fact that a one-shot interaction between a manager and a worker was implemented, and the worker did not engage in a real-effort task but stated a costly effort level instead.

Another important issue is the multiplicity of factors that moderate the effect of automated workplace monitoring and control on performance (Kalischko and Riedl, 2021; Kadolkar et al., 2024). Factors associated with higher performance are, for example, consequences and feedback mechanisms, while high task difficulty, and high intensity of monitoring are associated with lower performance (Kalischko and Riedl, 2021; Kadolkar et al., 2024). A recent online study mimicking remote work finds that low levels of control intensity increase performance, but raising the intensity further does not lead to a corresponding increase in performance—nor to a decrease (Mugerman et al., 2023).

Some studies hint at different reactions to workplace monitoring and control by men and women, but the evidence is limited and mixed. While a few studies report no significant differences in the acceptance of monitoring technologies (e.g., Jacobs et al., 2019; Zweig and Webster, 2003), others suggest that women tend to be more reticent and express greater concern about privacy (e.g., Stark et al., 2020). In contrast, one study finds the opposite pattern: women were more likely to take up monitored work when it offered higher remuneration and appeared less concerned about privacy issues (Liang et al., 2023).

Certainly, the rise of automated managerial decisions introduces a new layer to the employer-employee relationship: it reduces the direct (human) interaction between worker and manager and thereby limits social preferences, like reciprocity, to take effect (Giermindl et al., 2022). For example, when a principal waives control, it can signal trust and evoke positive reciprocal behavior by workers (Falk and Kosfeld, 2006). However, when the same decision is made by an algorithm on behalf of the principal, it may fail to convey that trust. In one experiment, workers exerted more effort when control was waived by a principal rather than by a neutral third party (Burdin et al., 2018). This raises an important question: Do workers respond to automated performance control (taken by an algorithm) in the same way as to human performance control (taken by a manager)?

Moreover, automation and the resulting reduction of social context in work settings raises broader concerns about its impact on the employer-employee relationship (Ball, 2021; Giermindl et al., 2022; Sallaz, 2015). Qualitative studies indicate that it can lead to contradictions between narratives of organizational care and coercive control (Sewell and Barker, 2006) as well as obscure hierarchies and reduced accountability (Giermindl et al., 2022; Sewell, 2021). In call centers, for example, a “regime of permanent pedagogy” has been observed to emerge, where continuous performance feedback and framing work as a learning process lead to high effort but also to internal resistance and low commitment to firm values (Sallaz, 2015). A survey of platform gig workers similarly found algorithmic management to be a double-edged sword: on the one hand, it reduced affective trust and reciprocity due to a perceived lack of care from the platform. On the other hand, it enhanced trust by offering greater flexibility and by minimizing interference by human managers (Chen and Chen, 2025).

Taken together, the evidence on how automated monitoring and control affects workers' performance and trust remains mixed. Our study contributes to the hitherto fragmented literature by systematically examining three core questions: (i) whether workers respond differently to automated vs. human control, (ii) whether control intensity plays a role for the performance response to (automated or human) control and (iii) whether control has spillover effects on trust in the (human) manager. These spillover effects may in turn depend both on who exerts control and under which control intensity.

Our experiment models a workplace interaction in which a manager (principal) can exert control over a worker (agent). To reflect a realistic setting, the agent performs a real-effort task and the principal benefits from the agent's performance. Control over the agent can be exerted by setting a minimum performance threshold for the agent upfront. The agent receives payment for the task only if this threshold is met. Our first treatment variation concerns who makes the control decision: either the principal directly (Human treatment) or an algorithm acting on behalf of the principal (Algorithm treatment). The second treatment variation concerns the control intensity: we vary the minimum performance threshold that is applied in case of control in three steps. To assess the broader implications of (automated) control, we measure its effect on trust in a subsequent trust game (Berg et al., 1995), in which the agent takes the role of the trustor and the principal that of the trustee.



2 Materials and methods


2.1 Experimental design

Our experiment consists of 3 parts and a questionnaire. Subjects receive instructions for one part at a time and only know that other parts will follow but not what these parts are about. In the beginning they are informed that part 1 consists of one round and part 2 consists of five rounds. Participants earn points in all 3 parts, which convert to Euros at an exchange rate of 200 points = €1 for final payout. The experimental design and hypotheses are pre-registered (see https://osf.io/zpt28).

Part 1 serves to familiarize participants with the real-effort task, which requires using the mouse in order to place sliders exactly on a midpoint of an interval (Gill and Prowse, 2012). Participants can place up to 50 sliders that are displayed all on one screen and have a time limit of 90 s for the task. All participants work on the task in this part and earn a piece-rate wage of 12 points for every correctly placed slider.

In Part 2, participants are first randomly assigned to the roles of principal and agent and then random groups of one principal and one agent are formed. To avoid framing effects, we use an abstract description and refer to agents as players A and principals as players B. All participants are informed about the following procedure: part 2 has 5 rounds and in each round, agents will work on the same slider task as in part 1 for 90 s. However, before starting to work, a decision is taken whether the agent is subjected to control in the particular round or not. Control is operationalized via a minimum performance threshold: agents have to place a minimum number of sliders correctly to earn the piece-rate wage of 12 points for every correctly placed slider. If they place fewer sliders correctly, they earn 0. In contrast, the principal always earns 12 points for each slider the agent places correctly.

To investigate the performance effects of automated control, we implement a 2 × 3 between-subjects design. The first treatment variable is the source of the control decision: the decision is taken by the principal (Human treatment) or by an algorithm on behalf of the principal (Algorithm treatment). The algorithm is a very simple one that chooses control or no control with equal probability. Participants were only informed that an algorithm will decide on whether to set a minimum performance threshold on behalf of the principal, but we gave no further information on how this algorithm will decide. In the Human treatment, control of the agent is the consequence of a deliberate decision of the principal. In the Algorithm treatment, the principal cannot affect the control choice. In either case, the consequence of control is the same for agents: to earn the piece-rate wage, their performance has to exceed the minimum performance threshold. Control is always costless for principals regardless of who takes the control decision.1

The second treatment variable is the control intensity that determines the agents' minimum performance requirement in case they are subjected to control. We vary control intensity in three steps: In treatment low, agents have to place at least 4 (out of 50) sliders correctly to earn the piece-rate wage, in treatment medium it is 13 sliders and in treatment high it is 26 sliders.2

Part 2 consists of five rounds of 90 s each and principal-agent pairs stay constant over rounds (partner matching). During the time agents perform the slider task, principals are engaged with an unrelated filler task.3 After each round, before learning their earnings, agents are asked three questions on their subjective wellbeing in the work situation, in particular about how much effort they subjectively exerted, how exhausted they got and how stressed they felt. The answer format for all 3 questions is a Likert scale ranging from 1 (very low / not at all) to 7 (very high / much).4

At the beginning of part 2, participants receive instructions about round 1 only. After completing round 1, they are informed that another 4 rounds will follow with the same procedure. Participants know that earnings from round 1 are always paid, and in addition, one of the subsequent 4 rounds is randomly selected for payout.

In Part 3, to investigate the consequences of (automated) control on the trust relation between principal and agent, participants take part in a standard one-shot trust game (Berg et al., 1995). The principal-agent pairing remains the same as in part 2. The agent is assigned the role of the trustor and the principal the role of the trustee. Agent and principal are endowed with 100 points each. The agent can decide to send any amount from 0 to 100 to the principal. The amount sent is tripled by the experimenter. After learning about the tripled amount, the principal decides whether and how many points to send back to the agent. Earnings from this part are paid out at the end of the experiment. The amount the agent sends to the principal indicates the level of trust in the principal.

In the questionnaire, participants fill in a demographic survey (age, gender) and answer several questions about their perception of a (no) control decision in their respective treatment. Agents state their work motivation in case of being controlled and not controlled. Principals are asked about the work motivation they expect the agent to have in these two cases. On the last screen, all participants are informed about their earnings in points from all parts of the experiment and their total payout in Euros.

The experiment was conducted online using O-tree (Chen et al., 2016) and participants were recruited from the subject pool of the experimental laboratory at the Vienna University of Economics and Business (WU labs). Recruitment was performed using ORSEE (Greiner, 2015), which ensures an unbiased assignment to treatments. In total, 496 subjects participated in our study (half of them agents, half of them principals). Four agent-principal pairs had to be excluded from the data analysis, since the agents completed the experiment on a touch screen device and ex-post reported technical difficulties with the slider task, leaving us with a final sample of 244 agents and principals, respectively. Table 1 gives an overview of the number of agents in each treatment. Seventy-nine participants were male, 161 were female and 4 preferred not to reveal their gender. Nearly all of the participants were students (62% Business or Economics, 10% Law, 12% Science or Engineering and 9% Humanities) and on average 23.7 years old. Sessions lasted ~ 40 min and the average payout was €9.1.

TABLE 1  Treatments and number of agents.


	Source of control
	Control intensity
	Total



	Low (4)
	Medium (13)
	High (26)





	Human
	37
	34
	44
	115



	Algorithm
	43
	52
	34
	129



	Total
	80
	86
	78
	244







2.2 Research questions

To study the potential ramifications of automated control on workers' performance and reciprocity, we formulate four main research questions that we further break down into 10 testable hypotheses based on the existing literature. Our first research question addresses the (ambiguous) findings in the literature on the general performance effects of managerial control.

Research question 1. Does control by a minimum performance requirement affect agents' effort?

While some studies find a positive incentive effect of monitoring agents' performance, as predicted by agency-theory (e.g., Dickinson and Villeval, 2008), the crowding-out hypothesis (Frey, 1993) suggests that such control can diminish agents' intrinsic motivation, potentially resulting in lower performance compared to a scenario without control. While control by monitoring agents and imposing sanctions increases their cost of shirking, our approach to managerial control involves requiring agents to meet a minimum performance level. This method reflects the type of control examined in the study of Falk and Kosfeld (2006), who find that it reduces workers' effort due to negative reciprocity. Consequently, in our first two hypotheses, we base our expectations regarding the performance effects of control on the findings of Falk and Kosfeld (2006). However, the innovative aspect of our study lies in investigating control within a more “realistic” setting, where agents engage in a real-effort task rather than merely reporting a costly effort level. Since we anticipate that control will be perceived as restricting agents' freedom to choose their performance, regardless of its source, we propose the same hypothesis for both the Human and Algorithm treatment.

HYPOTHESIS 1. In the Human treatment, agents who are controlled by a minimum performance requirement show lower performance than agents who are not controlled.

HYPOTHESIS 2. In the Algorithm treatment, agents who are controlled by a minimum performance requirement show lower performance than agents who are not controlled.

Our second research question examines the effects the severity of control by varying the minimum performance threshold that agents who are controlled have to meet.

Research question 2. Does the control intensity affect agents' performance?

As control restricts agents' freedom in their work task, implementing control under a higher minimum performance requirement is likely to intensify the effects of negative reciprocity. Therefore, we expect that higher control intensity will lead to lower performance among agents subjected to control compared to those under low control intensity. As we compare medium and high control intensity to low control intensity, and given that we have no basis to expect this effect to differ between human and algorithmic control, we propose the following four hypotheses.

HYPOTHESIS 3a. In the Human treatment, agents who are controlled show lower performance under medium intensity of control than under low intensity of control.

HYPOTHESIS 3b. In the Human treatment, agents who are controlled show lower performance under high intensity of control than under low intensity of control.

HYPOTHESIS 4a. In the Algorithm treatment, agents who are controlled show lower performance under medium intensity of control than under low intensity of control.

HYPOTHESIS 4b. In the Algorithm treatment, agents who are controlled show lower performance under high intensity of control than under low intensity of control.

When agents are subjected to control, particularly in comparison to a situation without control, a higher level of control intensity conveys a stronger and more forceful signal. As a result, we expect performance differences between controlled and uncontrolled agents to be more pronounced when control intensity is higher. This forms the basis for our final two hypotheses related to the second research question.

HYPOTHESIS 5a. Overall, the performance response to control is stronger in the medium control intensity treatment than in the low intensity treatment.

HYPOTHESIS 5b. Overall, the performance response to control is stronger in the high control intensity treatment than in the low intensity treatment.

Our third research question addresses the key agenda of this study on the potential different reactions of agents to control by a human principal and by an automated system.

Research question 3. Does the source of control (Human vs. Algorithm) affect agents' effort?

According to motivation crowding theory (Frey and Jegen, 2001; Deci and Ryan, 1985), external interventions such as control can undermine agents' intrinsic motivation, either because they restrict autonomy or because they signal distrust and unkind intentions. In our setting, control in both the Human and Algorithm treatment involves a loss of autonomy, which may reduce agents' performance. However, in the Human treatment, control carries a stronger social signal: agents may perceive it as an intentional and potentially unkind act by the principal, thereby triggering negative reciprocity. In contrast, in the Algorithm treatment, control is less likely to be interpreted as a deliberate decision and thus does not convey the same sense of intentionality. As a result, while control may reduce performance in both treatments, we expect this effect to be more pronounced when control is imposed by a human. This aligns with evidence from neuroscience showing that reciprocal punishment of unfair behavior depends on the attribution of intentionality (Knoch et al., 2006). We thus state the following two hypotheses.

HYPOTHESIS 6. Agents' peformance when being controlled is higher in the Algorithm treatment than the Human treatment.

HYPOTHESIS 7. The performance response to control is stronger in the Human treatment than in the Algorithm treatment.

Our fourth and final research question addresses the potential spillover effects of control on the relationship between the principal and the agent, with a specific focus on trusting behavior in subsequent interactions.

Research question 4. Does being controlled affect trusting behavior?

Beyond its immediate effect on performance, control may have broader relational consequences. Control can signal distrust, which in turn may erode mutual trust. We expect that agents who were previously controlled, regardless of whether the control came from a human or an algorithm, will exhibit lower trust toward the principal than those who were not controlled. However, given that control by a human may more strongly signal distrust and unkind intent, we expect lower trust conditional on being controlled in the Human treatment. Furthermore, we expect the intensity of control to moderate this effect: control with higher minimum performance thresholds may be perceived as stronger signals of distrust or pressure, thereby reinforcing the negative spillover on trust. These considerations lead to the following four hypotheses.

HYPOTHESIS 8. Agents who were controlled exhibit lower trusting behavior than agents who were not controlled.

HYPOTHESIS 9. Agents who were controlled exhibit lower trusting behavior in the Human treatment than in the Algorithm treatment.

HYPOTHESIS 10a. Agents who were controlled exhibit lower trusting behavior under medium control intensity than under low control intensity.

HYPOTHESIS 10b. Agents who were controlled exhibit lower trusting behavior under high control intensity than under low control intensity.




3 Results


3.1 Descriptives on work performance and the use of control

We focus our analysis exclusively on the data of the 244 agents. Table 2 presents a descriptive overview of the average performance, measured by the number of correctly placed sliders separately for part 1 (without any control) and aggregated for all 5 rounds of part 2 of the experiment, separated by the two treatment variables source of control and control intensity.

TABLE 2  Average work performance (std. dev.) by treatments in part 1 and aggregated over all 5 rounds of part 2.


	Source of control
	Control intensity
	Total



	Low (4)
	Medium (13)
	High (26)





	Part 1



	Human
	19.76 (8.89)
	21.88 (8.42)
	23.48 (7.64)
	21.81 (8.36)



	Algorithm
	23.40 (8.25)
	23.25 (8.69)
	24.21 (7.52)
	23.55 (8.20)



	Part 2 (aggregate)



	Human
	27.00 (9.10)
	28.85 (6.93)
	28.45 (8.19)
	28.11 (8.18)



	Algorithm
	28.73 (8.29)
	28.67 (8.00)
	30.55 (7.36)
	29.19 (7.97)



	Total
	27.93 (8.71)
	28.74 (7.59)
	29.37 (7.90)
	28.68 (8.08)




Note that in part 1, all agents work under the same conditions (no control) regardless of later treatment assignment.



In part 1, participants, on average, placed around 23 sliders out of the 50 possible correctly. This indicates that the high intensity of control (26 sliders) implemented in part 2 is binding for at least 50% of agents, while the low and medium intensities are not. However, this does not render the low and medium control intensities apriori irrelevant. Being controlled under any minimum performance requirement may lead to reactance such that it may lower workers' motivation to exert effort beyond the threshold. Experimental evidence with stated effort (and effort cost) of workers has shown this effect (e.g., Falk and Kosfeld, 2006). As placing sliders is associated with real effort cost and being controlled potentially unfolds additional psychological cost, it is an empirical question whether workers respond negatively to control by exerting less effort above the threshold—even under a low (non-binding) minimum performance requirement.

In part 2, agents placed, on average, 28 out of the 50 possible sliders correctly. Only minor differences between treatments are visible at a first glance with a seemingly slightly positive reaction of performance to higher control intensity only in the Algorithm but not in the Human treatment.

Considering the actual use of control by principals, there is a small divergence between the Algorithm treatment (in which the actual frequency of control was 50.1% as expected by our implementation) and the Human treatment, in which control was used in 44.5% of the times. The likelihood of control stayed fairly constant over rounds (Periods 1 to 5, Human: 44.4%, 47.8%, 46.1%, 46.1%, 38.3%; Algorithm: 49.6%, 51.9%, 54.3%, 46.5%, 48.1%). Moreover, agents' exposure to control does not depend on the source of control since the control frequency does not significantly differ between the Human and Algorithm treatment in any of the rounds (two-sample test of proportions). Thus, human principals deliberately decide to control roughly as often as the algorithm randomly implements control on behalf of the principal. In addition, we checked whether the use of control differs across periods and the intensity levels of control. Results confirm that an agent's likelihood to be exposed to control does not depend on the source of control, the control intensity or the particular round.5 Thus, any differential response of workers to control across different treatments, that we investigate in the following, is not driven by a different likelihood to be exposed to control.

In the subsequent analysis, we compare agents who are deliberately controlled with those deliberately not controlled in the Human treatment, and agents who are randomly controlled with those randomly not controlled in the Algorithm treatment. In the latter, control is assigned exogenously by a random process, whereas in the former it is chosen endogenously by the principal. One of our core interests is whether a human principal's deliberate choice to control or not has different performance effects than the same decision made by an algorithm. Although the practical consequences for agents are identical—meeting a minimum performance requirement to earn the piece-rate wage—a human principal's choice can signal trust or distrust, whereas an algorithm's choice cannot. Accordingly, we compare the performance of agents who are controlled with those who are not in each round, distinguishing whether the decision originates from a human principal or an algorithm.



3.2 Work performance in round 1

As pre-registered, we first present the results from an OLS regression focusing on the work performance in round 1 of part 2 only. This is the first round where participants were divided into principals and agents and agents worked either under control or not.6 The main dependent variable for our research questions 1 to 3 is the work performance of agents measured by the number of correctly placed sliders. The first main independent variable is the source of control that we capture by the indicator variable Algorithm that equals 1 for the algorithm decision on behalf of the principal and 0 for a human principal deciding whether to control or not. The second main independent variable is the control intensity that—for the sake of an easier interpretation—we capture with two dummy variables that equal 1 for Medium intensity (threshold of 13) and High intensity (threshold of 26), leaving Low intensity (threshold of 4) as the baseline. A further independent variable—that arises endogenously by the choice of the human principal or the algorithm—is Control that indicates whether the agent was subjected to control or not. In specification (1) of Table 3, we consider only the source of control (together with the information on whether the agent has been subjected to control or not), in specification (2), we consider the control intensity and in the final specification (3), we include all interaction effects of our main independent variables to obtain a complete picture of effects. In addition, we add sociodemographic controls with age and a dummy for women. Note that due to this inclusion, we loose 4 observations of agents who preferred not to reveal their gender.7

TABLE 3  OLS regression of work performance in round 1.


	Variable
	(1)
	(2)
	(3)





	Constant
	28.021***
	27.547***
	27.076***


 
	(2.343)
	(2.476)
	(2.811)



	Algorithm
	0.959
	
	1.205


 
	(1.234)
	
	(2.630)



	Control
	-0.302
	1.098
	-0.233


 
	(1.689)
	(1.895)
	(2.973)



	Control × Algorithm
	0.812
	
	2.548


 
	(2.137)
	
	(3.752)



	Medium intensity
	
	1.954
	2.257


 
	
	(1.642)
	(2.387)



	High intensity
	
	2.460
	2.443


 
	
	(1.608)
	(2.373)



	Control × Medium intensity
	
	-1.954
	-1.077


 
	
	(2.601)
	(4.109)



	Control × High intensity
	
	-0.199
	1.407


 
	
	(2.612)
	(4.134)



	Algorithm × Medium intensity
	
	
	-0.538


 
	
	
	(3.306)



	Algorithm × High intensity
	
	
	0.352


 
	
	
	(3.231)



	Algorithm × Control × Medium intensity
	
	
	-2.063


 
	
	
	(5.297)



	Algorithm × Control × High intensity
	
	
	-3.217


 
	
	
	(5.238)



	Female
	-2.254**
	-2.416**
	-2.291**


 
	(1.107)
	(1.113)
	(1.130)



	Age
	0.001
	-0.020
	-0.031


 
	(0.086)
	(0.083)
	(0.084)



	Observations
	240
	240
	240



	R-squared
	0.027
	0.036
	0.050




Robust standard errors in parentheses.

** p < 0.05, *** p < 0.01.



In neither specification can we identify a treatment effect of the source of control or the intensity of control on work performance. Agents seemingly show also no response to being controlled in any of the treatments. However, using only the first observation of work performance in part 2 of the experiment makes the estimations less efficient. To make better use of the repeated observations of work performance, we exploit data on work performance over all rounds in the following.



3.3 Work performance throughout rounds

As it is likely that the effect of control and the exogenous treatment variations unfold over time, we make use of the repeated observations over rounds by re-estimating the OLS regression with data from rounds 1 to 5, including dummies for the rounds and clustering the standard errors at the individual level. We rely on the following estimation and present the results in Table 4 to test our main hypotheses.

yit= β1+β2Algi+β3Controlit+β4(Controlit×Algi)  +β5MediumIntensityi+β6HighIntensityi  +β7(Controlit×MediumIntensityi)  +β8(Controlit×HighIntensityi)  +β9(Algi×MediumIntensityi)  +β10(Algi×HighIntensityi)  +β11(Algi×Controlit×MediumIntensityi)  +β12(Algi×Controlit×HighIntensityi)  +Xiγ+δt+εit      (1)

The subscript i indexes individuals and t indexes time periods. The dependent variable yit, which is the performance measure as number of correctly solved sliders, varies across individuals and rounds. Algorithm (Alg), Medium intensity, and High intensity are dummy variables that equal 1 for the respective treatments, leaving the Human and Low intensity treatment as the baseline. All treatment variables are assigned at the individual level and are time-invariant. Control equals 1 if the agent is controlled in round t and 0 otherwise. Xi indicates a vector of individual-level demographic control variables, which are age and a female dummy in our case. δt denotes round fixed effects. Standard errors are clustered at the individual level.

TABLE 4  Pooled OLS regression of work performance with cluster-robust standard errors (rounds 1 to 5).


	Variable
	
	(1)
	(2)
	(3)





	Constant
	β1
	24.327***
	24.923***
	23.617***


 
	(2.165)
	(2.284)
	(2.673)



	Algorithm
	β2
	2.069*
	
	2.352


 
	(1.073)
	
	(2.411)



	Control
	β3
	2.355**
	1.402
	2.236


 
	(0.989)
	(1.102)
	(2.105)



	Control × Algorithm
	β4
	−2.149*
	
	−1.666


 
	(1.127)
	
	(2.286)



	Medium intensity
	β5
	
	1.449
	2.543


 
	
	(1.415)
	(2.342)



	High intensity
	β6
	
	0.624
	0.202


 
	
	(1.477)
	(2.393)



	Control × Medium intensity
	β7
	
	−1.746
	−2.646


 
	
	(1.372)
	(2.605)



	Control × High intensity
	β8
	
	1.720
	2.645


 
	
	(1.449)
	(2.519)



	Algorithm × Medium intensity
	β9
	
	
	−2.137


 
	
	
	(2.872)



	Algorithm × High intensity
	β10
	
	
	1.349


 
	
	
	(2.913)



	Algorithm × Control × Medium intensity
	β11
	
	
	1.733


 
	
	
	(2.897)



	Algorithm × Control × High intensity
	β12
	
	
	−2.308


 
	
	
	(2.859)



	Female
	
	−1.734*
	−1.759*
	−1.744*


 
	(0.985)
	(0.991)
	(0.987)



	Age
	
	0.097
	0.086
	0.089


 
	(0.070)
	(0.071)
	(0.070)



	Round dummies
	
	included



	Observations
	
	1200
	1200
	1200



	Clusters
	
	240
	240
	240



	R-squared
	
	0.038
	0.042
	0.055




Clustered standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01.



Our first research question concerns the agents' performance response to control by a minimum performance requirement. Specification (1) of Table 4 shows that control affects performance positively in the Human treatment (Control), which is opposite to our expectations formulated in Hypothesis 1.

Result 1. In the Human treatment, agents who are controlled show a higher performance than agents who are not controlled.

The negative (though only marginally) significant interaction effect Control × Algorithm indicates that the reaction to control is different in the Algorithm treatment. Indeed, the performance response to control in the Algorithm treatment is not significantly different from 0 (β3+β4 = 0, p = 0.70). We thus find no support for Hypothesis 2.

Result 2. In the Algorithm treatment, agents' performance is not affected by control.

To account for the possibility that any (disciplining) effect of control may be stronger than one round, we re-estimated our main model of Table 4 by additionally considering a lagged control variable (lag of one period). The results, reported in Supplementary Table S2 in the Supplementary material, indicate that the control decision of the previous round does not significantly affect workers' performance in the current round, while all other findings in Table 4 are qualitatively unaffected.

The second research question concerns the reaction of agents to different control intensities. For Hypotheses 3a, 3b and 4a, 4b, we look at participants who are controlled in the Human and the Algorithm treatment, respectively, and compare their performance under medium and high control intensity to the baseline of low intensity. For that, we turn to specification (3) of Table 4. In the Human treatment, we observe no difference in performance under medium and low control intensity among those who are controlled (β5+β7 = 0, p = 0.95). Similarly, there is no difference in performance across high and low control intensity (β6+β8 = 0, p = 0.14). We thus find no support for Hypotheses 3a and 3b.

Result 3. In the Human treatment, the performance of agents who are controlled is not affected by the intensity of control.

We repeat this analysis for the Algorithm treatment and find similar results. Agents who are controlled do not perform differently under medium control intensity (β5+β7+β9+β11 = 0, p = 0.75) or under high control intensity (β6+β8+β10+β12 = 0, p = 0.29) than under low intensity. Therefore, we find no support for Hypotheses 4a,b.

Result 4. In the Algorithm treatment, the performance of agents who are controlled is not affected by the intensity of control.

To test Hypotheses 5a and 5b we turn to specification (2) of Table 4. Agents' differential response to being controlled under medium compared to low intensity can be directly seen in the interaction effect Control × Medium intensity (β7). Likewise, the interaction effect Control × High intensity (β8) indicates whether agents react differently to control under high and low intensity. Both coefficients are not significantly different from zero, indicating that the different control intensities do not play a role for agents' reaction to being controlled.

Result 5. Agents' performance response to control is not affected by the control intensities.

Next, we investigate whether agents who are controlled perform differently in case the control is exerted by a human principal or an algorithm, independent of specific control intensities. To see this, we use specification (1) of Table 4. We cannot identify a performance difference between the Human and the Algorithm treatment for those who are controlled (β2+β4 = 0, p = 0.94) and thus find no support for our Hypothesis 6.

Result 6. Agents' performance when being controlled does not depend on whether the control is exerted by a human principal or an algorithm.

Hypothesis 7 concerns the differential response to control by a human principal or an algorithm. In specification (1) of Table 4, we see that the interaction effect Control × Algorithm is marginally significant and negative (β4, p = 0.058). This indicates that the observed positive response to control in the Human treatment is attenuated in the Algorithm treatment. In fact, as stated in Result 2, agents do not react positively to control by an algorithm. We therefore find weak support for Hypothesis 7 that the performance response to control is stronger in the Human than in the Algorithm treatment.

Result 7. Agents' (positive) performance response to control tends to be stronger when they are controlled by a human principal instead of an algorithm.

Remarkably, specification (1) of Table 4 shows a marginally significant and positive coefficient for the Algorithm treatment (p = 0.055). This indicates that agents who were not subjected to control show higher performance under an algorithm as principal than under a human principal. This is at odds with our initial expectation that human principals can signal trust and benevolence when deliberately abstaining from control and thus will be rewarded with higher performance of agents than an algorithm that cannot signal trust.



3.4 Behavior in the trust game

We turn now to the next set of pre-registered hypotheses to investigate the spillover effects of control decisions on subsequent interaction of the principal and the agent in the trust game. Agents, who were the trustors sent on average 56.41% of their endowment to the principal. In the following, we investigate whether agents' trusting behavior is affected by their experience of control, by the source of control and the control intensity. We analyze this question by looking at the intensive margin of trust, indicated by the amount sent, and at the extensive margin, indicated by the likelihood to send a positive amount instead of 0.

As the amount sent is censored from above (100) and below (0), Table 5 presents the results of Tobit regressions on the amount sent, i.e., the intensive margin of trust. The first three columns use the variable Control as the experience of a control decision in the first round of part 2, the second three columns alternatively use a definition of the variable Control as the number of times an agent has been controlled through all rounds of Part 2. On average, agents were controlled 2.4 times over the 5 rounds (Human: 2.2, Algorithm: 2.5). The results show that being controlled does not affect the amount agents send to principals in the trust game. Despite a negative coefficient, in neither specification is the variable Control significant. Moreover, the intensive margin of trust is not affected by the source of control [specification (2)] or the control intensity [specification (3)]. The control variable Female is significant and negative, indicating that women trust less than men.

TABLE 5  Tobit regressions of trust behavior (amount sent) on being controlled.


	Control as:
	Being controlled in first period
	Number of times controlled



	(1)
	(2)
	(3)
	(4)
	(5)
	(6)





	Constant
	104.520***
	106.492***
	116.253***
	107.924***
	109.431***
	106.147***


 
	(25.274)
	(25.656)
	(25.755)
	(26.180)
	(26.744)
	(29.165)



	Control
	−6.711
	−8.541
	−24.599
	−2.440
	−2.675
	−1.148


 
	(8.411)
	(12.593)
	(15.103)
	(2.637)
	(3.049)
	(4.922)



	Algorithm
	
	−3.943
	
	
	−4.462
	


 
	
	(10.833)
	
	
	(15.875)
	



	Control × Algorithm
	
	3.595
	
	
	1.036
	


 
	
	(16.655)
	
	
	(5.737)
	



	Medium intensity
	
	
	−19.064
	
	
	5.193


 
	
	(14.322)
	
	
	(19.754)



	High intensity
	
	
	−18.517
	
	
	−6.121


 
	
	(13.459)
	
	
	(18.453)



	Control × Medium intensity
	
	
	27.628
	
	
	−4.357


 
	
	(20.776)
	
	
	(6.786)



	Control × High intensity
	
	
	23.675
	
	
	0.160


 
	
	(19.845)
	
	
	(6.098)



	Female
	−20.616**
	−20.614**
	−19.802**
	−20.442**
	−20.521**
	−20.796**


 
	(9.764)
	(9.784)
	(9.695)
	(9.802)
	(9.731)
	(9.745)



	Age
	−0.893
	−0.891
	−0.838
	−0.931
	−0.926
	−0.830


 
	(0.999)
	(0.998)
	(0.982)
	(0.998)
	(0.998)
	(1.011)



	Observations
	240



	Left-/right-/uncensored obs.
	23/80/137



	Pseudo-R-squared
	0.004
	0.004
	0.006
	0.004
	0.004
	0.005




Dependent variable: amount sent by the agent in the trust game (0–100).

Robust standard errors in parentheses.

** p < 0.05, *** p < 0.01.



As an additional test of how control affects trusting behavior, we estimate a probit regression of whether a positive amount was sent by the agent or not, i.e., we repeat the analysis on trusting behavior at the extensive margin. Table 6 shows the results.8 The first three columns again consider Control as a dummy for being controlled in the first period, wheres the second three columns rely on a definition of Control by the number of times an agent was controlled over all 5 rounds.

TABLE 6  Probit regressions of trust behavior (positive amount sent) on being controlled.


	Control as:
	Control in first period
	Number of times controlled



	(1)
	(2)
	(3)
	(4)
	(5)
	(6)





	Constant
	2.224***
	2.327***
	2.798***
	2.443***
	2.403***
	2.568***


 
	(0.573)
	(0.598)
	(0.760)
	(0.619)
	(0.629)
	(0.708)



	Control
	−0.498**
	−0.684*
	−1.177**
	−0.178**
	−0.163*
	−0.220*


 
	(0.245)
	(0.379)
	(0.522)
	(0.075)
	(0.087)
	(0.127)



	Algorithm
	
	−0.184
	
	
	0.141
	


 
	
	(0.363)
	
	
	(0.494)
	



	Control × Algorithm
	
	0.338
	
	
	−0.049
	


 
	
	(0.485)
	
	
	(0.160)
	



	Medium intensity
	
	
	−0.774
	
	
	0.020


 
	
	
	(0.531)
	
	
	(0.586)



	High intensity
	
	
	−0.369
	
	
	−0.342


 
	
	
	(0.571)
	
	
	(0.547)



	Control × Medium intensity
	
	
	1.138*
	
	
	−0.028


 
	
	
	(0.619)
	
	
	(0.173)



	Control × High intensity
	
	
	0.637
	
	
	0.158


 
	
	
	(0.686)
	
	
	(0.174)



	Female
	0.474**
	0.479**
	0.519**
	0.503**
	0.502**
	0.501**


 
	(0.237)
	(0.232)
	(0.229)
	(0.237)
	(0.231)
	(0.223)



	Age
	−0.039*
	−0.039*
	−0.043**
	−0.040**
	−0.041**
	−0.040**


 
	(0.021)
	(0.021)
	(0.021)
	(0.020)
	(0.020)
	(0.020)



	Observations
	240
	240
	240
	240
	240
	240



	Pseudo-R-squared
	0.070
	0.074
	0.095
	0.078
	0.079
	0.087




Dependent variable: 1 = agent sent a positive amount, 0 = otherwise.

Robust standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01.



The results of specifications (1) and (4) show that trust on the extensive margin is negatively affected by control, regardless of whether it is the initial control decision by the principal (algorithm) or the sum of all control decisions. This lends some support to our Hypothesis 8, yet only on the likelihood of trusting behavior, not the extent of trust.

Result 8. Control negatively affects the likelihood that agents trust the principal.

Specifications (2) and (5) show that agents who were controlled in the Human treatment do not differ in their likelihood to trust from agents who were controlled in the Algorithm treatment (Algorithm + Control × Algorithm=0, p>0.70 for both specific.). We thus find no support for our Hypothesis 9.

Result 9. Agents exhibit similar trusting behavior regardless of whether they are controlled by a human principal or an algorithm.

For investigating the effect of the intensity of control on the trust behavior of controlled agents, we turn to specifications (3) and (6). The likelihood to trust when being controlled is neither affected by medium or high control intensity, i.e., the sum of coefficients of medium or high control intensity and the respective interaction effect of Control with medium and high intensity are never significantly different from 0 in both specifications. We thus find no support for our Hypotheses 10a and 10b.

Result 10. Agents who are controlled exhibit similar trusting behavior under different control intensities.

Summarizing the results on our hypotheses, we find that agents—contrary to our initial expectations—react positively to control if control is exerted by a human principal. Control by an algorithm does not lead to a positive performance effect of control. For those agents who are controlled, however, performance does not differ under a human principal or an algorithm. The intensity of control, i.e., the minimum performance threshold the human principal or algorithm can set when controlling, does not affect work performance. Considering subsequent trust of agents after being controlled, we can conclude that the likelihood to trust decreases when being controlled (more often), but this does not depend on whether the control was exerted by a human principal or an algorithm. Again, different minimum performance thresholds do not affect trusting behavior.



3.5 Exploratory data analysis

In this section, we present exploratory data analysis that was not pre-registered due to the fact that no clear expectations from the literature could be identified. Nevertheless, these analyses can shed some more light on a potential heterogeneity of treatment effects (by gender) and the evaluation of control (in the different treatments), in addition to the reaction to it that we have analyzed so far.


3.5.1 Heterogeneous treatment effects by gender

We start by exploring whether men and women react differently to control by a human principal vs. an algorithm, both in the domain of work performance and trust. In Table 7 we present results from re-estimating the basic specification of our pooled OLS of work performance (see Table 4), separately for men and women.9 The results show that all coefficients (except age) have the same sign for men and women, however, women tend to show stronger reactions. In particular, women show a strong and significant positive reaction to control in the Human treatment, while for men this positive reaction is not significant. Moreover, the marginally significant and negative interaction effect of Control and Algorithm indicates that women tend to respond less positively to control in the Algorithm than the Human treatment. Finally, women increase their performance over rounds while for men this is observable only for the last round. In sum, these findings align with literature that women react stronger to social stimuli than men and are more affected by the experimental conditions (Kamas and Preston, 2015).

TABLE 7  Heterogeneous treatment effects on work performance.


	Variable
	Men
	Women





	Constant
	28.298***
	20.024***


 
	(2.973)
	(2.800)



	Algorithm
	2.304
	2.146


 
	(1.770)
	(1.372)



	Control
	1.817
	2.730**


 
	(1.594)
	(1.226)



	Control × Algorithm
	−1.388
	−2.674*


 
	(1.879)
	(1.386)



	Age
	−0.053
	0.193*


 
	(0.104)
	(0.099)



	Round 2
	0.290
	1.552***


 
	(0.608)
	(0.396)



	Round 3
	1.044
	1.974***


 
	(0.747)
	(0.394)



	Round 4
	1.311
	2.663***


 
	(0.795)
	(0.447)



	Round 5
	2.550***
	2.483***


 
	(0.836)
	(0.527)



	Observations
	395
	805



	R-squared
	0.030
	0.037




Pooled OLS regression, clustered standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01.



Furthermore, we repeat the analysis of trusting behavior. In the estimations of Table 8, we focus on the main treatment variable source of control and on the principal's control decision in round 1, as considering the number of control decisions over all round does not add any further insights. Results show that men are less likely to trust the principal in the Algorithm than in the Human treatment when they have not been controlled. Being controlled by a human principal reduces mens' likelihood to trust (indicated by the negative coefficient of Control). The significant and positive interaction effect Control×Algorithm suggests that men are more likely to trust the principal if the control decision came from an algorithm than from a human. This suggests that using an algorithm to implement control decisions are less detrimental for men's trust than using control by a human principal. For women, trust decisions do not seem to depend on control or the source of control. The insights from this heterogeneity analysis can only serve as a first suggestion to where future studies may look more closely when it comes to potential gender differences. The limited number of observations of our study does not allow to draw unambiguous conclusions on gender differences in the reaction to algorithmic vs. human control.

TABLE 8  Heterogeneous treatment effects on the likelihood of trust.


	Variable
	Men
	Women





	Constant
	6.841***
	2.035***


 
	(1.093)
	(0.742)



	Control
	−5.228***
	-0.206


 
	(0.443)
	(0.411)



	Algorithm
	−4.802***
	0.519


 
	(0.353)
	(0.521)



	Control × Algorithm
	4.973***
	-0.331


 
	(0.606)
	(0.655)



	Age
	−0.042
	−0.024


 
	(0.037)
	(0.026)



	Observations
	79
	161



	Pseudo R-squared
	0.167
	0.034




Probit regression, robust standard errors in parentheses.

Dependent variable: 1 = agent sent a positive amount, 0 = otherwise.

*** p < 0.01.





3.5.2 Agents' wellbeing—subjective effort, exhaustion, and stress

In addition to studying work performance, for workplace design, it is vital to know whether agents' wellbeing is affected by being controlled and who exerts control. Therefore, after each round of working on the slider task, we asked agents to rate how much effort they subjectively have exerted, how exhausted they got, and how stressed they felt. The answer format to these three questions was a Likert scale ranging from 1 (not at all) to 7 (very much).

Table 9 gives a descriptive overview of the three different dimensions, aggregated over all five rounds and separated by the source of control. The mean evaluations after control and no control hardly differ, indicating that being controlled does not play a role for the feeling of having exerted effort, being exhausted or stressed in our task. We further explore the effects that our treatment variations and control have on agents' wellbeing by regression analysis. Since all three variables are ordinal scaled, we use orderd logit regressions on the main treatment variables (Algorithm, Medium and High intensity), including the actual work performance in this round as a control, in addition to sociodemographic controls and round dummies. The results are displayed in Table 10. The main insights can be summarized as follows: actual work performance is positively correlated to subjective effort in the task, and agents feel more exhausted in the Algorithm than in the Human treatment. Being controlled by a minimum performance threshold does not affect agents' wellbeing.

TABLE 9  Descriptive overview of subjective work experience aggregated over all rounds.


	Group
	Effort
	Exhaustion
	Stress



	Human
	Algorithm
	Human
	Algorithm
	Human
	Algorithm





	No control
	5.72 (1.60)
	5.85 (1.55)
	4.30 (1.90)
	4.40 (1.96)
	4.74 (1.80)
	4.82 (1.75)



	Control
	5.91 (1.51)
	5.94 (1.48)
	4.35 (2.12)
	4.31 (2.11)
	4.86 (1.98)
	4.89 (1.96)



	Total
	5.82 (1.54)
	5.88 (1.53)
	4.33 (2.01)
	4.35 (2.03)
	4.80 (1.88)
	4.85 (1.88)






TABLE 10  Ordered logit regressions of subjective work experience.


	Variable
	(1)
	(2)
	(3)



	Effort
	Exhaustion
	Stress





	Control
	0.185
	−0.015
	0.179


 
	(0.152)
	(0.154)
	(0.152)



	Algorithm
	−0.135
	0.484**
	0.292


 
	(0.218)
	(0.230)
	(0.217)



	Medium intensity
	−0.009
	−0.160
	−0.107


 
	(0.272)
	(0.272)
	(0.260)



	High intensity
	−0.143
	0.316
	0.333


 
	(0.265)
	(0.276)
	(0.281)



	Work performance
	0.049***
	0.009
	0.011


 
	(0.015)
	(0.012)
	(0.013)



	Female
	0.322
	0.074
	0.381*


 
	(0.222)
	(0.218)
	(0.212)



	Age
	0.002
	0.023
	0.024


 
	(0.019)
	(0.023)
	(0.023)



	Period 2
	0.182**
	0.308***
	0.033


 
	(0.087)
	(0.065)
	(0.078)



	Period 3
	0.046
	0.477***
	0.021


 
	(0.104)
	(0.093)
	(0.101)



	Period 4
	0.134
	0.593***
	0.016


 
	(0.122)
	(0.110)
	(0.108)



	Period 5
	0.223*
	0.704***
	0.061


 
	(0.120)
	(0.111)
	(0.112)



	Observations
	1200
	1200
	1200




Clustered standard errors in parentheses.

* p < 0.10, ** p < 0.05, *** p < 0.01.





3.5.3 Perception of control

In the post-experimental questionnaire, we asked agents for their view on the use or non-use of control in the specific work setting. In particular, we asked them to rate the decision of the principal (or algorithm) to control (not control) them along the following dimensions: unfair/fair, unkind/kind, malevolent/benevolent, and ungenerous/generous. Ratings were given on a slider scale and for each of the dimensions could range from 0 to 100. We can thus conduct within-subjects comparisons of how control is perceived compared to no control.

Table 11 gives a comprehensive overview of the mean perceptions of control and no control, separately for treatments Human and Algorithm and the three control intensities. The absence of control is significantly viewed more positively in all dimensions fairness, kindness, benevolence and generosity (Wilcoxon signed-rank tests: p < 0.01). The difference also holds when testing within each treatment group. This is remarkable since control does not decrease, but rather increases actual work performance (at least in the Human treatment), despite agents having a less positive view of it.

TABLE 11  Mean perceptions of control and no control use.


	Intensity
	
	Fair
	Kind
	Benevolent
	Generous



	Hum.
	Alg.
	Hum.
	Alg.
	Hum.
	Alg.
	Hum.
	Alg.





	Low
	Control
	63.0
	74.5
	54.8
	71.2
	50.9
	70.1
	53.8
	67.6


 
	No control
	77.1
	83.0
	77.5
	82.1
	71.0
	77.2
	75.3
	80.1



	Medium
	Control
	63.1
	63.8
	51.1
	55.2
	50.6
	54.7
	50.9
	57.4


 
	No control
	86.7
	79.0
	85.1
	76.5
	79.1
	68.0
	83.5
	75.1



	High
	Control
	57.1
	46.9
	50.0
	38.1
	52.2
	47.6
	48.2
	41.7


 
	No control
	79.4
	81.5
	79.5
	77.2
	72.4
	72.9
	74.4
	75.8



	Total
	Control
	60.8
	62.9
	51.9
	56.0
	51.3
	58.0
	50.8
	56.6



	No control
	80.8
	81.0
	80.5
	78.6
	73.9
	72.3
	77.4
	77.0






Moreover, aggregated over control intensity treatments (last two rows of Table 11), there is no difference in perception of the use of control between the treatments Human and Algorithm, with one exception. The use of control is perceived to be less benevolent in the Human treatment than in the Algorithm treatment (51.3 vs. 58.0, Wilcoxon rank-sum test: p = 0.04). No control is perceived to be equally fair, kind and benevolent across the Human and Algorithm treatment.

Looking at the control intensity treatments separately, there are some notable differences in the perception of control and no control across the Human and Algorithm treatment. Under low control intensity, control by a human is perceived as less kind than control by an algorithm (54.8 vs. 71.2, p = 0.03), as less benevolent (50.9 vs. 70.1, p = 0.03) and also as less generous (53.8 vs. 67.6, p = 0.03). Under medium control intensity, the decision not to control is perceived as kinder (85.1 vs. 76.5, p = 0.03) and as more benevolent (79.1 vs. 68.0, p = 0.03) if it comes from a human principal rather than an algorithm.

Comparing the perception of control across different control intensities, aggregated over the Human and Algorithm treatment, reveals that the use of control is perceived less positive in all dimensions the higher the intensity of control (Kruskal Wallis tests, p < 0.01). This contrasts with the finding that work performance is not affected by the control intensities, regardless of whether control is exerted or not.

In sum, we find some suggestive evidence that the decision to use control is viewed less positive when it comes from a human principal rather than an algorithm and, vice versa, the decision not to control is viewed as more positive when a human makes it. This aligns with our initial expectations that human principals can give social signals by deciding to control or not, which an algorithm can not. However, this effect operates in favor of involving automation in control decisions: according to our explorative findings, an automated control decision has less detrimental effects on agents' perceptions than a human control decision. Yet, this effect is sensitive to the control intensity in our study, which requires more thorough investigation in future studies.



3.5.4 Work motivation under control and no control

In the final part of our explorative data analysis, we address agents' subjective motivation to work under control or no control. Agents could state their work motivation for the case they are controlled and for the case they are not, on a five point Likert scale (1=very low motivation, 5=very high). Table 12 summarizes the mean values (and standard deviations), separated by treatments.

TABLE 12  Agents' stated motivation under control and no control by treatment.


	Control intensity
	Human
	Algorithm



	Control
	No control
	Control
	No control





	Low
	3.30 (1.08)
	3.97 (0.73)
	3.86 (0.97)
	3.77 (1.00)



	Medium
	3.47 (1.21)
	4.09 (0.93)
	3.83 (1.02)
	3.87 (0.97)



	High
	3.41 (1.11)
	3.98 (0.93)
	3.71 (1.03)
	3.85 (0.93)



	Total
	3.39 (1.12)
	4.01 (0.86)
	3.81 (1.00)
	3.83 (0.96)




Mean values (standard deviations).



Overall, agents state that their work motivation when being controlled is lower than when not controlled (3.6 vs. 3.9, Wilcoxon signed rank test: p < 0.01). Separating the analysis by the source of control reveals that only in the Human treatment do agents state lower motivation under control (3.39 vs. 4.01, p < 0.01), not in the Algorithm treatment (3.81 vs. 3.83, p = 0.86). This pattern is consistent across all control intensities. Moreover, stated work motivation when being controlled is higher in the Algorithm than in the Human treatment (3.81 vs. 3.39, Wilcoxon rank sum test: p = 0.03), while work motivation when not controlled does not differ between treatments.

In line with the findings on agents' wellbeing and perception of control, this suggests that automated control is less harmful than human control. Remarkably, the lower work motivation under control by a human principal does not translate to agents' actual performance. On the contrary, in the Human treatment, control even increases performance. Yet, that agents do not express lower motivation under control in the Algorithm treatment aligns with Result 2 that agents' performance is not affected by control if it is exerted by an algorithm.





4 Discussion

This study aims to investigate how automated workplace control affects workers' performance and trust. In our experiment, agents have to perform a real-effort task that is paid by a piece-rate and benefits a human principal. In the treatment with human control, the principal can decide to exert control over the agent by setting a minimum performance threshold that the agent has to pass to earn the wage. In the treatment with automated control, an algorithm implements a random control decision on behalf of the principal. In addition to the source of control, we vary the control intensity by three different levels of minimum performance thresholds between-subjects. Subsequent to the effort task, agents interact with the same principal in a trust game, where the agent is the trustor and the principal the trustee. We complement the analysis of behavioral data with questions on the perception of control and work motivation.

Our findings reveal various subtle patterns that enhance our understanding of algorithmic management and its behavioral effects. We find that control by a human principal significantly increases agents' work performance, while control by an algorithm does not. This contrasts with the notion that control inherently reduces intrinsic motivation (Frey, 1993; Falk and Kosfeld, 2006) and instead aligns more closely with agency theory predictions (Dickinson and Villeval, 2008). The positive performance response to human-imposed control suggests that, in our context, control was not perceived as a signal of distrust strong enough to crowd out motivation. Notably, the source of control (human vs. algorithm) does not moderate the performance of workers who are actually subjected to control. However, performance gains from control appear to be driven primarily by the human treatment, indicating that algorithmic control lacks the same motivational impact, possibly due to the absence of perceived intentionality or social interaction. Contrary to common concerns about the rigidity of algorithmic systems, we observe no detrimental effects of higher control intensity on performance in either treatment. This suggests that raising performance thresholds, when applied transparently and uniformly, does not necessarily impair effort.

When it comes to trust, our findings suggest that being subjected to control reduces the likelihood of trusting behavior in a subsequent interaction, irrespective of whether control was exerted by a human or an algorithm. However, among those who do choose to trust, the amount sent does not differ based on previous control experience. Thus, control primarily impacts the extensive margin of trust, i.e., whether trust is initiated, rather than the intensive margin, i.e., how much is entrusted. This points to a subtle but important consequence: control may erode the formation of the trust relationship without necessarily affecting its depth once formed.

Exploratory results suggest that agents perceive human control decisions more negatively than algorithmic ones. Control imposed by a human was associated with lower self-reported motivation and was rated as less fair, kind, and benevolent. Interestingly, these subjective impressions do not align with actual performance: while motivation is lower under human control, performance is higher. This disconnect raises important questions about the role of perceived fairness and emotional response in driving behavior under workplace control. We also observe some indications of gender differences. Female agents respond more positively in terms of performance to human control, while male agents exhibit reduced trust when controlled by a human rather than an algorithm. Although exploratory, these patterns align with prior evidence that men and women may differ in their social sensitivity (Kamas and Preston, 2015).

Our results add valuable insights to the ongoing discussions about algorithmic monitoring in the workplace. While algorithmic control avoids some of the negative affective responses that human control elicits, it also appears less effective at motivating effort. The erosion of trust following control, regardless of its source, indicates that any form of enforced performance can carry social costs, even when productivity is maintained or enhanced. For organizations, this highlights a trade-off between enforcing control to increase output and maintaining trust and motivation among employees. On a positive side for automating managerial decisions, our findings indicate that algorithmic control is not more harmful than human control in terms of performance or trust. However, they underscore that algorithmic systems may not unfold the same motivational effects as human control. In contrast, empirical studies of algorithmic monitoring and control in real-world settings have found substantial negative effects of algorithmic control, attributing them to reduced autonomy, opaque algorithmic decision-making and employees' perceptions of being reduced to data points and consequently dehumanized (Giermindl et al., 2022).

This study relies on a stylized experimental setting with a simple real-effort task and short-term interactions. While this allows for causal identification, it limits generalizability to complex, long-term employment relationships. The algorithm in our study was deliberately designed to be opaque and random, but the monitoring and control decision was quite simple and transparent, without the possibility of large adverse effects like the real-world equivalent of losing the job or facing reputational penalties that go beyond the loss of performance-based pay for one round. Real-world algorithms often differ in perceived legitimacy, transparency, and learning capacity, which may alter behavioral responses. Future research should investigate how these and other algorithmic design features interact with performance and trust outcomes. Some features like time pressure likely increase the perception of control (Kocher and Sutter, 2006). Gamification features like leaderboards, intended to enhance motivation, effort and learning, introduce competition, which can lead to performance increases but reduced engagement for certain groups of employees (e.g., Michinov and Michinov, 2025; Nebel et al., 2017). Longitudinal experiments could assess how repeated exposure to control—human or algorithmic—shapes trust and productivity as well as perceptions of organizational care and resistance behaviors (Sallaz, 2015; Sewell and Barker, 2006; Yam et al., 2022) and social status (Jago et al., 2024) over time. The suggestive gender differences we observe also warrant further exploration, potentially in a more diverse labor context.

Overall, in our experimental setting, automated control does not negatively impact performance, but it also does not enhance it to the extent that human control does. While control, irrespective of its source, tends to weaken trust, its effect on performance depends on who implements it. These results contribute to the expanding body of literature on the social and behavioral implications of algorithmic systems in the workplace.
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Footnotes

1This is well in line with previous literature (e.g., Falk and Kosfeld, 2006; Strobel, 2025). Any cost level—that we would have to set arbitrarily—could affect the principal's willingness to exert control, reducing observations of control decisions in the Human treatment.

2The choice of specific control intensities was guided by considerations of workers' performance in experiments that also used the slider task for a duration of 90 s with 50 sliders on one screen (e.g., Georganas et al., 2015; Greif-Winzrieth et al., 2025). The low threshold (4) was chosen such that every worker is able to fulfill it very easily. The medium threshold (13) corresponds to roughly half of the expected performance in this task [e.g., 27.5 sliders in the experiment of Georganas et al. (2015)]. The high threshold (26) is double the medium one and corresponds roughly to the average performance in the task for this duration. This control intensity makes it substantially challenging for roughly half of the workers to achieve the minimum performance requirement and thus reflects a high level of control. Note that we pre-registered only the low and medium control intensity treatment, but the high performance in a pilot session with an average of around 26 correctly placed sliders (similar to what has been found in the literature) induced us to add the high control intensity treatment.

3They were shown heart rate recordings from an unrelated experiment (in form of bars indicating deviations of a baseline heart rate) and had to evaluate the person's emotional arousal.

4These questions are similar to the ones used by Dohmen and Falk (2011) to assess how hard participants worked in their experiment.

5Evidence can be found in the Supplementary material, Supplementary Table S1

6Subjects are randomly assigned to treatments and roles (principals or agents), so that we do not expect work performance differences across treatments. However, we also used a difference-in-differences analysis on work performance in round 0 and 1, reproducing the same insights. We do not include this analysis here for the sake of parsimony in our results section.

7All findings are robust against including these 4 observations by not considering sociodemographic controls.

8The results are robust when using a linear probability model by an OLS regression.

9We also re-estimated the other two specifications separating control intensities and the full model with all interactions. We found no evidence of heterogeneous treatment effects in these two specifications and therefore omit them for the sake of brevity.
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