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Both testosterone and cortisol have major actions on financial decision-making closely related to their primary biological functions, reproductive success and response to stress, respectively. Financial risk-taking represents a particular example of strategic decisions made in the context of choice under conditions of uncertainty. Such decisions have multiple components, and this article considers how much we know of how either hormone affects risk-appetite, reward value, information processing and estimation of the costs and benefits of potential success or failure, both personal and social. It also considers how far we can map these actions on neural mechanisms underlying risk appetite and decision-making, with particular reference to areas of the brain concerned in either cognitive or emotional functions.
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INTRODUCTION

Many hormones may be able to influence financial decision-making, but two stand out as prime candidates because of their biological functions. Testosterone has well-established roles in reproduction, which embrace aggression, competitiveness and risk-taking, all essential elements of financial dealings as well as successful reproduction. Professional finance is primarily the province of males, though the situation is slowly changing; the financial world has been largely constructed by males and this reflects how hormones influence it. Cortisol is a fundamental component of the response to stress and is important for coping with unpredictable or threatening events, also a common feature or consequence of financial decisions, particularly those made under conditions of duress. Although the role of each hormone is usually considered separately, it must be recognized that under real-life conditions both will be operating together in the same individual. Because hormonal events are not apparent to the individual concerned, their influence on decision-making is covert. Furthermore, levels of hormones, the way they respond to events, and the effects these changes may have on the brain and behavior are all individually variable. So, although it is possible to define an overall action of both testosterone and cortisol on financial behavior in general, and risk-taking in particular, it is equally important to take into account those other factors, genetic or experiential, that modify endocrine responses and the effects they have in individual cases. Most of these have yet to be studied.

WHAT IS RISK?

Risk appetite is the propensity to take risks: risk-seeking is the behavior that may, or may not, follow a given level of risk appetite. Risk occurs when there is more than one outcome when pursuing a desirable goal, in which one or more of these outcomes may be lower than the safe alternative and thus result in relative or absolute loss, danger or other undesirable consequences. In the more restricted context of finance, risk as outcome variance contributes to the subjective value an individual attaches to that risky option. The subjective value derived from risk is typically determined by giving individuals a choice between a safe (i.e., risk-free) and a risky alternative. If one adjusts the magnitude of the safe alternative until the decision maker is indifferent between the two alternatives, one has determined the subjective value of the risk. Individuals who are risk averse give up money to avoid risk. That is, they are indifferent at safe magnitudes that are smaller than the expected value of the risky alternative. Conversely, individuals who are risk-seeking pay money in order to experience risk. The important point here is that it is the subjective, not the objective, value of the reward and the perceived (rather than the actual) probability of success that influences risk-taking.

Risky decision-making involves several distinct components. Information about the likelihood of success of a particular action is the first, and this depends on previous experience of similar situations, the amount and accuracy of current information, and the ability of the individual to assess that information. From this information, the risk-taker estimates the probability of success and the consequences of failure. The decision to take a given action depends on the subjective value of success or failure to the individual concerned (utility), which can include personal consequences directly related to the decision (e.g., immediate loss or gain of money) or secondary ones (social esteem, promotion, loss of job or livelihood). Major theoretical accounts of risk valuation include expected utility theory, prospect theory and the summary statistics approach to finance theory (reviewed in Schultz, 2006; D’Acremont and Bossaerts, 2008). One problem with many theories of economic risk-taking is that they attempt to cover all contexts and eventualities. But there are substantial differences between, say, a professional trader with much experience and specific training, dealing in millions of pounds every day upon which his salary and even his employment depends, and an average citizen, untrained and inexperienced in financial matters, making everyday financial decisions, some of which may have little consequence. Attempts to devise a more comprehensive theoretical base for economics continue (Orrell, 2018).

There are different types of risk, including liquidity risks, sovereign risks, insurance risks, business risks, default risks etc. Mathematical definitions of risk mostly assume that rewards fluctuate around the mean value (variance) but other patterns include situations in which high reward occurs only occasionally (positive skewness) or scanty reward occurs often (negative skewness; Genest et al., 2016). Most of the literature on the role of hormones in finance focuses on rapid decisions made under the artificial conditions of the laboratory that attempt to reproduce, to some extent, those made in real life within a narrow definition of risk (see below).

Financial decisions and assessments of associated risks are in many ways no different from other types of decisions (Kusev et al., 2017). In particular, decisions taken in contexts of violence or combat have many of the same properties (see below). Both may require rapid decisions, based on estimates of current information which may be available in rapidly changing amounts and to varying degrees of accuracy. Much of the literature on risk-taking in other contexts, particularly those that include urgent and personally-important outcomes, will therefore be highly applicable to understanding the basis of financial risk-taking, even if they have not been directly tested. It should be noted that these circumstances, historically at least, have been mostly masculine ones, a point considered further below. The major difference is that financial risks involve the loss or gain of money rather than personal danger or physical assets. But money represents both potential gain of assets and alterations in social and personal status, factors which are not so different from the more traditional objectives of personal conflict or war or assets such as territory, food supply or sexual partners (Slovic, 1964). A major difference between money and these more biological rewards (based on current or anticipated need) is that gain or loss of money does not necessarily apply to any particular primary reward, such as food, drink or sex. Furthermore, unlike these primary rewards, the rewarding nature of money has to be learnt, and varies with culture and circumstance.

Both testosterone and cortisol have central roles in these behaviors. In both situations, not only the outcome but also the actions associated with risk-taking may themselves be important, since display of such behaviors may have social implications for esteem or leadership, and may therefore contribute to the decision-making process (Eckel and Grossman, 2002). It follows that the neural and endocrine mechanisms associated with neuroeconomics will resemble those in other behavioral contexts involving evaluating risks and making decisions, and the extensive psychological literature on learning and reward assessment will also have direct relevance (Camerer, 2008).

The notion that financial decisions are always taken as a result of accurate and objective assessments of risks and benefits has long since been superseded by a more nuanced approach; in particular, psychological theory realized that risk needs to be perceived and that emotional factors as well as cognitive processes can influence this perception and the decisions that follow from it (Kahneman and Tversky, 1979). Distinctions between “emotion” and “cognition” are difficult and not always clear, and the contribution of either depend not only on the current assessment of a risky choice but on such general properties as personality, emotionality and current mood as well as experience, training, and the particular properties and circumstances of the choice to be made and how they are computed (Zuckerman, 1991). We shall need to consider which components of this manifold system are controlled or influenced by hormones. There is an extensive account of the theoretical basis of risk and decisions made under conditions of uncertainty (Starcke and Brand, 2012).

This article focusses on the roles of testosterone and cortisol in acute decisions made under such uncertainty. As outlined above, such decisions are common in finance, but also in other aspects of life. We can therefore apply some of the information on the way these two hormones affect behavior to the more particular context of finance. The choice of these two hormones rests on the knowledge that they are the ones most obviously concerned with some of the fundamental aspects of behavior that occur under conditions when rewards are only obtainable if there is an assessment of the associated risks, culminating in decisions about whether or not to take them.

SIMILARITIES AND DIFFERENCES BETWEEN TESTOSTERONE AND CORTISOL

Though both testosterone and cortisol have powerful influences on decision-making, there are important differences as well as similarities between the hormones themselves. Both are steroids, which means that the cellular action they have on neurons is similar to the extent that both act on intracellular steroid-binding molecules, receptors, which are reasonably but not entirely specific for each hormone (Claessens et al., 2017; Gray et al., 2017; Maney, 2017). There is also evidence for a second, more rapidly acting membrane-bound receptor for both steroids (Vernocchi et al., 2013; Shihan et al., 2014). Thus the neural actions of both hormones can be both rapid (within a few minutes) via the membrane-located receptors or more prolonged (hours or days), since the intracellular receptors, when activated by a bound steroid, act directly on the genome though on different elements—either glucocorticoid or androgen receptor binding sites. In each case, there are large numbers of downstream genes that are either activated or suppressed as the result of this addressing of the genome. The respective patterns of this genomic response, and how they differ between the two steroids, have not been adequately elucidated.

Access to the brain is essential if they are to influence behavior and this is regulated in a similar way for both steroids. Secreted testosterone and cortisol bind to large plasma proteins, either sex-hormone or corticoid binding globulin (SHBG, CBG). These carrier proteins limit access to the brain because only unbound (“free”) steroid can pass through the blood-brain barrier. So alterations on either the proportion of steroid binding to its respective globulin, or the levels of that globulin, will influence how much reaches the brain irrespective of blood levels. However, as blood levels rise there will come a point at which the carrier globulin is saturated: this will result in any extra steroid being immediately available for entry to the brain, and therefore a disproportionate surge of intracerebral hormone. This may have important consequences for behavior.

There are also significant differences between testosterone and cortisol. Both steroids are secreted in a series of c. 90 min (circhoral) pulses. Testosterone levels have a minor daily rhythm whose physiological significance has never been shown. Cortisol has a major rhythm, with morning levels being 4–5 higher than those in the evening (the amplitude is individually very variable; Bailey and Silver, 2014). Both the circhoral and daily rhythms of cortisol have coding properties for the expression of corticoid-sensitive genes (Russell et al., 2015; Lightman, 2016; George et al., 2017). Disturbances in the daily rhythm (e.g., during episodes of stress or depressed mood) will alter this coding property, but this can be distinct from increases in overall exposure of the brain to cortisol. Both may have neurobiological consequences (Herbert et al., 2006). There are marked gender differences in testosterone levels, but much less in cortisol, though morning cortisol levels are around 20% higher in females (Netherton et al., 2004). Adult male testosterone levels are very labile and environmental events that are very relevant to financial decisions, such as a psychological or physical challenge or success in a competitive encounter, raise levels whereas situations of persistent stress or fear lower them (Archer, 2006; Goetz et al., 2014). There is also a gradual decline with age, though this is also individually variable (O’Connor et al., 2011). Cortisol rapidly responds to stressful events, particularly those that are threatening, unpredictable and lack evident means for coping with them, including social or material support (Lucassen et al., 2014). This stress-related increase is an essential part of the response to adversity. Unlike testosterone, very low levels or absent cortisol (Addison’s disease) are life-threatening.

There are well-known genetic variations in the androgen receptor which have significant consequences for its function. The length of the CAG repeat at the N-terminal has a reciprocal effect on testosterone sensitivity, and is individually variable (Morimoto et al., 1996). This will moderate the behavioral effects of testosterone in an individual manner, but has seldom been taken into account. Other, less common, variants include some that prevent testosterone from acting on the brain, resulting in a female phenotype in an XY individual (Wisniewski et al., 2000; Jääskeläinen, 2012). Genetic variants in the glucocorticoid receptor are also known; there is no coherent account of their physiological significance, though they have been implicated in vulnerability for depression (Wüst et al., 2004; van Rossum et al., 2005; Bustamante et al., 2016). Some of the behavioral effects of testosterone depend on aromatization to estrogen (Finkelstein et al., 2013). Genetic and other moderators of aromatization will therefore affect the behavioral consequences of altered testosterone. The actions of cortisol on the brain do not depend on an equivalent mechanism, but conversion to inactive cortisone by 11β-hydroxysteroid dehydrogenase (also genetically variable) protects mineralocorticoid receptors from its action (MacLullich et al., 2012). Altered conversion of cortisol to other metabolites in the brain is another individual difference (Alikhani-Koupaei et al., 2007; Ragnarsson et al., 2014). The areas of the brain on which the two steroids act are also different and are discussed in more detail below. There are also proposed interactions between testosterone and cortisol—the behavioral effects of changes in one depending on levels of the other (Mehta and Josephs, 2010) that will also be considered further below.

LIFETIME TRAJECTORIES IN TESTOSTERONE AND CORTISOL

The lifetime trajectories of the two steroids differ. The human male brain is exposed to three successive waves of testosterone (Nieschlag and Behre, 2012). The first, beginning at around 10 weeks post-fertilization, has major effects on the organization of the brain, particularly sexual identity, preference and behavior and sensitivity to testosterone in adulthood, though other aspects of testosterone-related functions may also be affected. The second surge lasts around 4 months postnatally, and lasts about 16 weeks. Its function is still largely mysterious. The third surge is responsible for puberty and its associated physical and psychological events, and lasts for the remainder of the male’s life, though levels may decline with age (Lewis et al., 1976). Cortisol does not show these age-related surges, though adverse events early in life may alter subsequent levels or the way they respond to stress: labeled “re-programming” (Pearson et al., 2015; see below) and levels may increase with age (Wrosch et al., 2007; Lupien et al., 2009). Moreover, there may be significant sex differences in the way that cortisol affects decision-making (van den Bos et al., 2009) since males make most of the financial decisions under the conditions considered here, this will be our focus. However, changes in the financial industry in the future may alter this perspective.

ASSESSING THE ROLES OF HORMONES IN RISK-TAKING

There are several methods of assessing the roles of hormones in financial decision-making, none of them entirely satisfactory (this also applies to other studies of risk appetite). The first, essentially correlational, is to relate differences in levels of testosterone or cortisol, or changes in those levels, with liability to take risks or avoid losses. The advantages of this method are that it allows observations to be made under real-life conditions: the disadvantage is that can never establish causality. The most direct method is to give steroids (e.g., testosterone or cortisol) to those engaged in finance (e.g., daily trading) and measure the outcome. This is legally, practically and ethically impossible, as is giving androgenic steroids to competitive athletes. But steroids can be administered to subjects under experimental or laboratory conditions, in which they play games that are designed to reproduce at least some of the features of real life. However, it should not be forgotten that these experimental conditions never reproduce, entirely, the conditions and consequences of real-life financial dealings.

Levels of testosterone are only one way of assessing changes in its activity: the effect it has on behavior will vary according, for example, to genetic variance in the androgen receptor or SHBG, and the pattern of other genes with which testosterone interacts, as well as factors such as the “personality” and experience of the individual concerned. Similar reservations apply to cortisol. So far, there are no studies on the genetic make-up of professional financiers (e.g., traders) or those making everyday financial decisions, and how it might be related to performance under various conditions and relate to changes in hormone levels. Similar considerations apply to investigations in which subjects play a financial game which has some similarity to real-life conditions (though usually less complex and demanding; Cueva et al., 2015; Schipper, 2014). Under these conditions it is possible to give hormones (e.g., testosterone or cortisol), though the fact that the rewards or the consequences are seldom very significant for the subjects robs such studies of an important real-life element. Since risks are a component of other activities, it should also be possible to extrapolate from non-financial studies to yield a greater understanding of financial risk-taking, after taking any special features into account. Experimental studies on risk-taking and reward-related behavior in animals are collateral evidence, though the differential cognitive abilities of human and animal brains limit their usefulness. Nevertheless, the basic neural mechanisms may be similar, and there are greater opportunities for experimental manipulations and examination.

TESTOSTERONE AND ADOLESCENT RISK-TAKING

The surge in testosterone that occurs at puberty and during adolescence is associated with increased appetite for risks and rewards including those related to financial gain in both sexes, particularly as these affect peer relationships and social status, perhaps most prominently in boys (Morrongiello and Rennie, 1998; Steinberg, 2008; Vermeersch et al., 2008; Cardoos et al., 2017). There is increased activation of the nucleus accumbens, an area associated with reward (see below) though this was not related to individual testosterone levels (Alarcón et al., 2017). The neuroendocrine explanation for this has focused on the role of dopamine, referring to its well-known role in the neural basis of reward (Schultz, 2006). There is experimental evidence that dopamine is necessary for testosterone-induced motivated behavior, and that testosterone also moderates dopamine transporters and receptors in the substantia nigra (Bell and Sisk, 2013; Purves-Tyson et al., 2014; Morris et al., 2015).

However, in humans there is an additional factor: the maturation of the frontal lobes. Progressive reduction in the age of puberty has resulted in a mismatch between the advent of the pubertal testosterone surge and the maturation of the brain, particularly the frontal lobes (late adolescence, early 20 s). Furthermore, the frontal lobes mature later in boys than girls (Lenroot and Giedd, 2010; Raznahan et al., 2010; Mills et al., 2014). Since this part of the brain plays an established role in the evaluation of rewards and associated risks (see below), as well as in the emotional response to them, the increasing mismatch between the endocrine and neural events now occurring at puberty may well play a crucial role in adolescent risk-taking, including those associated with financial decisions. For example, pubertal testosterone increases the responses of the frontal lobe to emotional events (Tyborowska et al., 2016). It is interesting to speculate whether increases in the utility of financial gains at puberty might be secondary to the advent of sexual motivation. Testosterone (in both sexes) heightens sexual motivation (reward). This increases the utility of money, in the sense that it may promote access to sexual objectives either directly or by increasing social status. It may be one example of how hormones, through their selective action on reward value, can alter the pattern of financial risk-taking in a setting that ostensibly has no relation to the primary action of that hormone, in this case testosterone on sexual motivation. It should also be noted that the pubertal surge of testosterone in males, unlike females, acts on a brain that has already been exposed to the same hormone prenatally, an event which may sensitize it to the pubertal surge as well as influencing the nature of the behavioral response to it (Apicella et al., 2008).

TESTOSTERONE AND RISK-TAKING IN ADULTS

The impact of the basic reproductive function of testosterone and its influence on financial risk-taking is supported by other experiments on adult men. Heterosexual men exposed to opposite-sex stimuli take greater financial risks (Baker and Maner, 2008). This suggests sexual motivation, which is testosterone-dependent, accentuates risk-taking as part of the process of getting a mate (display, increased assets, etc.). However, images of physically-attractive men also increase risk-taking (also in heterosexual subjects), suggesting that this stimulus acts on the competitive element of sexual selection (Chan, 2015). As part of its widespread effects on behavior, all related to its fundamental role in reproduction, testosterone helps to maintain social status, and levels can reflect social or physical challenge as well as status (Booth et al., 1989; Mazur and Booth, 1998). This may influence risk-taking as part of the competition to sustain that status (Stanton and Schultheiss, 2009). However, there may also be a reciprocal interaction between social status and testosterone: men with lower testosterone put into a high status position showed poorer cognitive functioning that those with higher testosterone: the reverse occurred after being put into lower status positions (Josephs et al., 2006). There seems to be a variety of ways, all related to sex or its concomitants, but differing in proximal mechanisms, by which testosterone-related behavior could alter financial risk-taking.

Studies on the association between testosterone levels and financial trading in real-life contexts and have provided intriguing findings—traders made more money on days when their testosterone levels were highest (Coates and Herbert, 2008). This agrees with laboratory studies showing that subjects with higher testosterone levels made riskier bids in a financial game (Apicella et al., 2008), though this has not always been confirmed (Sapienza et al., 2009). These findings are associations, and unless there is considerably more information on individual strategies, supported by interventional studies, the level of analysis is limited. Interestingly, giving testosterone to traders playing an economic game that resembled real-life resulted in increased price offers (i.e., mispricing) and over-optimism about future changes in asset values (Nadler et al., 2017) and non-professional subjects showed similar effects, together with increased appetite for risk (Cueva et al., 2015). Thus, testosterone appears to increase individual willingness to take financial risks because it biases estimates of outcome. It is interesting to speculate that collective over-ambitious estimates may be one reason for the periodic “bubbles” that affect the stability of financial markets (see below). Whether the “winner” effect—increased levels of testosterone after a successful deal—has any effect on subsequent risk-taking has not been established, though it remains a possibility. Men playing with a gun (but not a children’s toy) showed increased testosterone, and were more willing to inflict discomfort to others (adding a hot sauce to food; Klinesmith et al., 2006), suggesting that similar “carry-over” effects may occur in a financial setting, and there are associations between acute changes in testosterone following a competitive challenge and features such as subsequent competitiveness, aggression and rating faces as trustworthy (reviewed by Apicella et al., 2015) though whether these depended upon increased testosterone or on related psychological traits independent of the actual rise in testosterone remains speculative. A recent history of receiving rewards can reset estimation of future rewards (Khaw et al., 2017), though whether the response of either testosterone or cortisol to such previous rewards contributes to this effect is not yet known. Note that there have been no substantive assessments of the role of other testosterone-related features, including genetic variants of the androgen receptor, in financial risk-taking behavior.

We should not be surprised if testosterone has manifold actions on financial decision-making. A similarly wide canvas is seen in its primary role in reproduction. In order to achieve its role, testosterone has to act on both physical features, such as the growth of horns, teeth and muscles, as well as on a range of behavioral attributes such as aggressiveness, competitiveness and willingness to take risks, in addition to primary actions on sexual motivation and attractiveness (Herbert, 2017).

GENDER DIFFERENCES IN RISK APPETITE

Gender differences in risk appetite are an indirect and incomplete way of assessing the effects of hormones, particularly testosterone. It is important to recognize that not all gender differences are testosterone-based. The Y chromosome expresses genes that directly affect behavior, and the presence of two X chromosomes in females is also important. But more significantly, environmental factors such as upbringing, expectations, opportunities and social attitudes, though directly related to gender, are an indirect effect of testosterone-dependent gender differences in the brain and its phenotype and can have potent actions on any aspect of gender-related behavior, including the perception of risk and risk-taking (Lenroot and Giedd, 2010). Nevertheless, careful assessment of gender differences in risk appetite or processing can add some information about testosterone-dependent aspects of risk-taking, though it may be difficult to separate the role of early exposure to testosterone from the action of post-pubertal hormone (see below), and to account for the effects of social attitudes and expectations.

First, the nature of the risk is important. Many studies show that males and females differ with respect to the kinds of risks they find attractive or aversive (Schubert et al., 1999; Rolison et al., 2014). A meta-analysis of risk-taking across several domains showed that males were generally more inclined to take risks than females, though the size of the effect varied with different risks. Gambling, for example, showed a greater gender difference than risky sexual behavior, but less than physical risk-taking (Bryrnes et al., 1999). More recent work has moderated this view: risky social behavior either shows no gender difference or more risks were taken by females; the greater appetite for financial risks (e.g., gambling) by males was confirmed, women being more pessimistic about a positive outcome and enjoying it less (i.e., reward value; Harris and Jenkins, 2006).

Giving testosterone to women and then assessing the effect it has on risk-taking has dubious value if it is regarded as a test of gender differences (i.e., making women more “male-like”) or a demonstration of the action of testosterone in general, since this ignores both the gender difference in early exposure to testosterone, and the presence or absence of two X or one Y chromosomes. Bearing this in mind, exogenous testosterone increases stress reactivity in women (startle reflex; Hermans et al., 2007) and decreases empathy (which is generally greater in women than men; Hermans et al., 2006). This will impact financial decisions, since stress and empathy both affect risk appetite and concepts of fairness and are examples of the interaction between stress (cortisol) and testosterone (see below). Gender differences in risk-taking have been related to corresponding differences in the 2D:4D digit ratio, proposed to be a reliable index of exposure to early testosterone in females as well as males (van Honk et al., 2011); however, there are serious questions about the information given by the digit ratio.

Since prenatal testosterone has such a powerful effect on subsequent behavior and physiology in males, there is considerable interest in estimating its action in individual cases. It should be noted that this depends not only on levels of testosterone, but also on the sensitivity of response to it, which includes genetic variation in the androgen receptor (Vermeersch et al., 2010; Hurd et al., 2011). Direct measurement of testosterone during the critical period (c.10–20 weeks) is not possible. The 2D:4D digit ratio has been used as a proxy, but this is highly dubious. The ratio is less in males than females (though there is a considerable overlap; Manning et al., 1998; Breedlove, 2010; Knickmeyer et al., 2011); XY individuals with complete androgen insensitivity have ratios in the female range (van Hemmen et al., 2017). Prenatal testosterone thus plays a role in determining the ratio (which has no known function), but this is very different from concluding that individual differences in prenatal testosterone are reflected in individual measures of the digit ratio in males, for which there is no convincing evidence (see Ventura et al., 2013). Yet the ratio, which is easily measured, continues to be used in this way (e.g., Kim et al., 2014). Lower ratios in males have been associated with higher risk taking (the opposite was found for females), though this was attributed to greater ability for abstract reasoning as well as greater risk appetite, but only in males (Brañas-Garza and Rustichini, 2011; Branas-Garza et al., 2018). There have been both negative reports and positive ones for the association of lower digit ratios with increased risk-taking within both males and females (Branas-Garza et al., 2018) as well as with greater reflective consideration of decisions in both sexes (Bosch-Domènech et al., 2014). Lower ratios have been associated with less over-confidence in males (estimate of success in a quiz) but only when success was rewarded, suggesting that this might be related to adult surges of testosterone responding to challenge and acting on a brain pre-conditioned by pre-natal testosterone—though this was not measured (Neyse et al., 2016). This seems incompatible with a report that administration of testosterone to adult males increases optimism (confidence) about outcomes (Cueva et al., 2015). Since females are not exposed to early testicular testosterone, the rationale for relating their individual digit ratios to risk-taking seems obscure. Furthermore, the variance in digit ratios for females is quite similar to males: this suggests that factors other than prenatal testosterone influences individual digit ratios; the same may apply to males. The current uncertainty about the accuracy or validity of the digit ratio as a marker of the amount of early exposure to testosterone in individual males makes interpretation of these results both difficult and tentative.

Empathy plays a role in many financial dealings, for example in the ultimatum game, and is generally greater in women than men (Auyeung et al., 2009). Generosity in this game is reduced by giving men or women testosterone (Zak et al., 2009; van Honk et al., 2011), and men with higher levels are more likely to reject low offers (Burnham, 2007). Higher testosterone is associated with less empathy and greater “utilitarianism” in decisions that require a choice that has immediate costly consequences: this would impact financial as well as other types of decisions (Carney and Mason, 2010). It should be noted that in this context, as in all others, the actions of testosterone are only one factor determining such behavior (Takahashi et al., 2012). Entrepreneurship is a form of risk-taking and challenge, in that the participant risks assets in setting up and developing his/her own business. Whether this can be related to testosterone is disputed: males setting up a new venture had higher testosterone levels, whereas those who had ever been self-employed (a different definition) did not (White et al., 2006; van der Loos et al., 2013).

THE COMPLEXITIES OF STRESS

Stress is often used as if it is a single defined concept. This is not the case. Stress is actually a generic term for a range of situations: the only commonality is that they represent an unusual demand which, if this is to be met satisfactorily, requires an adaptive response. But an inadequate or mal-adaptive response may also occur, with corresponding consequences. There is also confusion between stressors (the nature of the demand) and the reaction to the demand (the stress response). The response to stress (often abbreviated to “stress”) is also complex. The physiological response to an acute stress involves both catecholamines as well as cortisol, and there is experimental evidence that they interact in the brain (Ferry et al., 1999; McReynolds et al., 2010; Wolf et al., 2016). This will differentiate the effects of acute from chronic stress, since catecholamines play a lesser role in the latter. There is a recent report that increased loss aversion after cortisol administration only occurred when combined with simultaneous noradrenergic activation (Margittai et al., 2018).

Most laboratory studies of the effects of stress on decision-making focus on acute stress (Starcke and Brand, 2012) at a single time point, but another complication is that the effects of stress may alter with time. For example, an initial response may be to increase risk-appetite, but this may reverse at later time periods (Bendahan et al., 2017) either because of the altered interaction between catecholamines and cortisol, or because its initial membrane-dependent actions differ from the slower genomic ones. The nature of the stressor is also important: physical stressors, such as cold immersion (pressor test) are not the same either physiologically, cognitively or emotionally as psychological stressors such as the Trier test or cognitive overloading, such as simultaneous distractors (e.g., mathematical problems), and none of these capture all the features of the stress associated with incipient or current risky financial decisions. The latter incorporate emotional and cognitive reactions to the nature of the decision itself, which are not present in background stressors, unrelated to the risk. This may well have different consequences for decision-related behavior than other types of stress. A recent report describes distinct metabolic patterns in the hippocampus following either physical or psychological stress, emphasizing the difference between them (Liu et al., 2018). Yet all are often included in the single sobriquet of “stress” and interpreted as such. Stress is also more than elevated cortisol, though this is an important component of the stress response. A major reason for the inconsistency of reports on the effects of stress on decision-making is one result of insufficient attention to these important distinctions and variables. There is also, as already mentioned, the problem of modeling real-life situations in the laboratory.

CORTISOL AND RISK-TAKING

It is important to recognize the different effects of raising cortisol levels and altering the shape of the daily rhythm. Both have consequences for brain function, but they can differ (see above). Experiments that give subjects cortisol several times a day will confuse the two mechanisms (e.g., Kandasamy et al., 2014). Even though persistent stress can result in both increased cortisol and altered daily rhythms, it is important to bear this distinction in mind. In contrast to testosterone, dysregulated cortisol has been implicated in the increased susceptibility of the brain to damage by toxic agents, in heightened incidence of depression, and in the risk that depression poses for decision-making as well as for subsequent Alzheimer’s disease (Herbert et al., 2006; Herbert, 2013; Herbert and Lucassen, 2016).

Persistently high levels of cortisol, such as those in Cushing’s disease, impair cognitive function and also predispose to depressed mood (Starkman et al., 1981; Newcomer et al., 1999; Hook et al., 2007). The magnitude and duration of the cortisol response to stress in a financial context depends on many factors, of which uncertainty about market movements and their volatility are the most relevant to financial decisions (Coates and Herbert, 2008; Cueva et al., 2015). Most evidence has been on the effects of short-term cortisol administration, which is certainly relevant to real-life trading conditions. However, there will be circumstances in which subjects are experiencing more persistent stress, and therefore more prolonged elevations of cortisol, and this may have different results.

There are thus indications that acute, short-term increases in cortisol may have different effects from more long-term, chronic, ones (Lucassen et al., 2014). This would differentiate the influence that cortisol has on decisions in response to a short-term financial demand from its effect on those made during a more persistent state of stress. This separates acute responses (attention to threats, fear etc.) from those characteristic of more chronic states—which may relate to altered risk aversion (Putnam et al., 2007; van Ast et al., 2013). The intrinsic nature of the decision that has to be made is likely to be associated with a more acute cortisol response, whereas a pre-existing state, which may or may not be associated with the context of the financial risk to be taken, will result in a more prolonged cortisol reaction which may also influence that decision in a manner that is different from more acute or short-term cortisol responses (Porcelli et al., 2012). Acute administration of cortisol in other contexts increases the arousal response to stimuli, as well as enhancing the consolidation of memories of adverse events whilst reducing their recall (Abercrombie et al., 2003, 2005; Wirth et al., 2011; Wolf et al., 2016). There are similar indicators in the brain: the reaction of the amygdala (which contains profuse glucocorticoid receptors) to facial expression changes with time, an effect which has been related to its connections with the medial frontal cortex (Henckens et al., 2010). Stress has pervasive effects on cognitive functions highly relevant to finance, including selective attention, working memory, and cognitive control (Okon-Singer et al., 2015). Though it is usually assumed that the effects of stress are the result of altered corticoids, it should be recognized that there are other physiological and neurological consequences of stress that may contribute (Lucassen et al., 2014; see above). However, in one study stress increased risk-taking only in those in whom cortisol was elevated (Buckert et al., 2014), thus suggesting that it was cortisol that underpinned most of the effects of stress in this case.

Cortisol administration also impairs detection of errors (Hsu et al., 2003), a crucial element of rapid decisions made under duress. It increases appetite for risk (Cueva et al., 2015), though there is a contrary report, possibly as the result of a different regime of cortisol administration—repeated daily administration, which would alter both cortisol levels and its daily rhythm (Kandasamy et al., 2014). Note, too, that the effect of acute cortisol may be time-dependent (see above). A meta-analysis confirmed that stress increased appetite for rewards together with associated accentuated risk-taking: together, these resulted in overall disadvantageous outcomes (Starcke and Brand, 2016). Stress impairs executive functions such as attention and inhibition, task management and planning (Starcke et al., 2016). However, the exact consequences depend on the type of stress and the context in which it occurs (Starcke and Brand, 2016) since the behavioral action of cortisol is so widespread. Not all the effects of stress or cortisol are necessarily disadvantageous. Stress can be an enhancing experience, particularly if there are adequate resources for coping with it or if emotional states (e.g., anxiety) are consciously appraised (O’Connor et al., 2010; Akinola et al., 2016).

In contrast to testosterone, cortisol does not show a financial “winners” response (McCaul et al., 1992); another significant difference between the two hormones is that whilst both increased risky choices, only testosterone increased optimism about price changes; cortisol did not (Cueva et al., 2015). This suggests that while the effect of testosterone on risk-taking might be secondary to over-optimistic assessments of possible outcomes, cortisol had a more direct action on risk-appetite itself. This may be an adaptive (or mal-adaptive) response to financial situations that are unpredictable or apparently incontrollable, since cortisol responds so sensitively to such conditions. An uncontrolled stress response thus becomes a hindrance to the most advantageous courses of actions under these circumstances. It should be emphasized that nearly all these results have been obtained on male subjects and that there is no reason to assume that they might apply to females (Cueva et al., 2015).

INDIVIDUAL MODULATION OF THE RESPONSE TO CORTISOL

Although, as for testosterone, it is possible to make general statements about the effects of cortisol, either acute or chronic, or immediate or delayed, on decision-making, it is important to recognize that these effects can be moderated by individual characteristics. These include impulsivity, which tends to increase risky behavior (see below; Lempert et al., 2012) and state anxiety (Lempert et al., 2012) as well as cognitive style, such as rapid (“fast”, habitual) or slower (model-based) decision-making, and thus interactions between speed and accuracy (Kahneman, 2011) as well as other aspects of personality (Nicholson et al., 2005). For example, the accumulation of lifetime stress accentuates habitual responses to risky decisions only in those with slower cognitive styles (Friedel et al., 2017). The bases for these differences, which would likely include variation in genetic constitution and/or individual experience, has not been explored adequately. Early life stress can also have effects on decision-making in adulthood, particularly altering sensitivity to loss (Birn et al., 2017). Whilst the mechanism for such an influence is not yet known, it does recall the long-lasting epigenetic changes in the glucocorticoid receptor described in other contexts of early adversity (Mazur and Booth, 1998; Meaney et al., 2007; Herbert and Lucassen, 2016; Gray et al., 2017) which would have wide-ranging effects on the pattern of cortisol secretion.

Again, as for testosterone, cortisol can alter a number of parameters associated with financial decisions, including loss aversion, but also reward sensitivity as well as a tendency to favor short-term over longer-term gains (Canale et al., 2017). This is not surprising, given the widespread action of cortisol on the brain. However, it does mean that cortisol may have different consequences on risky behavior for those engaged in short-term decisions under duress (e.g., traders) from decisions made more deliberately for the longer term (e.g., stock investments).

IMPULSIVITY AND HERDING

The tendency to act on impulse, characterized by little reflection or consideration of possible consequences, and its influence on risky decisions, has already been mentioned. Another aspect is temporal discounting, the tendency to accept an immediate financial reward rather than a delayed, but greater, one. One measure of this is to increase the value of the delayed reward until the individual switches choices. The difference between this value and the immediate one is an index of temporal discounting, or impulsivity. This has to exclude circumstances that might make an immediate reward necessary (e.g., to settle a debt). Attention-deficient hyperactivity (ADHD) is a common developmental disorder characterized by impulsivity and is associated with greater risk-taking (Blomqvist et al., 2007).

Both cortisol and testosterone have been implicated in the control of impulsivity. Several studies show that the general trait of impulsivity—but particularly related to aggression—is associated with lower basal cortisol levels and a reduced response to stress (Blomqvist et al., 2007; Flegr et al., 2012; Lovallo, 2013; Brown et al., 2016). Lower levels of cortisol predicted temporal discounting in males, but this was opposite in women (Takahashi et al., 2010). Increased testosterone, or reduced cortisol/testosterone ratio, has been related to low impulse control (Pavlov et al., 2012), but rats treated with testosterone chose a larger, delayed reward compared to controls (Wood et al., 2013). However, higher testosterone was related to increased temporal discounting in males, though the opposite was recorded in women (Doi et al., 2015). This result in males is at odds with other reports linking higher testosterone with higher sensation-seeking, aggression and harmful risk-taking, though it has been suggested that impulsivity is actually a complex trait with different components (Reynolds et al., 2006; Bari and Robbins, 2013).

There is an extensive literature on the role of serotonin (but also dopamine) in impulsive behavior and the consequences this has for decision-making (Dalley and Roiser, 2012; Homberg, 2012; Bari and Robbins, 2013). There is an equivalent literature on the regulation of serotonin by cortisol (Chaouloff, 2000; Joels, 2011). Corticoids moderate the activity of tryptophan hydroxylase and thus the synthesis of serotonin, as well as the activity of several of its receptors (Hanley and Van de Kar, 2003; Mueller et al., 2011). There has been little study on whether genetic variants in serotonin-related genes could contribute to financial impulsivity, though low expression variants of the serotonin transporter (hSERT) or reduced cerebral concentrations of serotonin have been associated with an increased tendency for impulsive behavior in other contexts (Walderhaug et al., 2008; Pavlov et al., 2012; Cha et al., 2017).

Another example of socially-relevant behavior that influences risky economic decisions is “herding”, the tendency for individuals to follow a leader or trend without question. In situations of uncertainty, rational choices can be made following principles of statistical inference using Bayesian approaches and such explanations for herding lie in scenarios in which different individuals’ decisions are interdependent and reinforcing. However, a more complete approach takes into account a range of other factors from social psychology, neuroscience and even evolutionary biology (Baddeley, 2009). Herding is seen in many other species: deer run if one member of the group is startled without waiting to see the cause; if one bird takes off, the rest of the flock may well follow almost instantly. In these instances, herding is advantageous. There may be occasions when this is also true in financial contexts (“rational herding” (Devenow and Welch, 1996)); for example, when a small number of participants, or a prominent leader, really do have private information of value.

There are no studies on the effect of hormones on the tendency to herd in a financial context, but empirical observations suggest this is more likely to occur under conditions of stress or market uncertainty, particularly in individuals of lower cognitive ability and those susceptible to “framing” effects (Tversky and Kahneman, 1974, 1981; Kahneman and Tversky, 1979; Devenow and Welch, 1996; Baddeley, 2009; Zheng et al., 2010). These, as we have seen, are exactly the conditions that result in heightened secretion of cortisol: and the effects this might have on anxiety, risk-perception etc could easily be translated into an increased tendency for herding behavior, and hence market de-stabilization. Testosterone, it seems, might also have an action on the tendency to herd. If the digit ratio is accepted as an index of prenatal exposure (but see above) then a lower ratio (male-like) might encourage a more deliberate strategy (and less imitation), and adult levels greater abstract reasoning ability (Brañas-Garza and Rustichini, 2011; Bosch-Domènech et al., 2014). However, there is a marked tendency for the males of many species (including humans) to act collectively if their group is attacked or challenged. Thus the males of a group of monkeys will combine to repel an invasion of their territory by another group, putting aside intra-group competition or rank (Wrangham and Glowacki, 2012). This is a form of herding, though whether it is a direct consequent of the actions of testosterone remains possible but speculative. An fMRI study suggested that the amygdala, well-known as important for emotion and sensitive to both cortisol and testosterone, might be implicated in individual tendencies to herd (Baddeley et al., 2012). We should not forget that other hormones may play a role, including oxytocin, which influences “bonding” between individuals, and hence the tendency to imitate or follow an example (Panksepp, 1992; Olff et al., 2013).

The actions of both testosterone and cortisol on risk-appetite are summarized in Figure 1.
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FIGURE 1. A summary of the combined actions of testosterone and cortisol on risk appetite. In each case there is a hierarchy of effects, individually variable and context-dependent.



MAPPING THE RESPONSES IN THE BRAIN

Mapping the actions of these hormones onto the brain presents many problems. There are differences in the distribution of androgen and corticoid receptors in the brain. Androgen receptors are located mostly in limbic structures, such as the hypothalamus, amygdala and hippocampus, though there are lesser concentrations in the brainstem and deeper layers of the cerebral cortex (Simerly et al., 1990). This points to the major sites of action of testosterone on areas known to be concerned with emotion and motivation. By contrast, glucocorticoid receptors are more widely distributed, including not only limbic structures but also the cerebral and cerebellar cortices, and brain stem nuclei (e.g., those expressing serotonin or noradrenaline; Morimoto et al., 1996). This implies a different pattern of neuronal activation or inhibition which would include both emotional and cognitive functions.

It has already been pointed out that testosterone, even though its receptors are concentrated in the limbic areas, has to influence many aspects of behavior other than sexual activity in order to fulfil its primary reproductive function (e.g., aggressiveness, competitiveness, risk-taking). This variety will be reflected in the way that testosterone influences financial decisions: the effect may vary with the situation. For example, presenting sexually-related stimuli may affect decisions and their associated risks by distinct neural mechanisms, which may vary in different individuals and from situations that are more competitive or threatening (Herbert, 2017).

There is a conundrum about the role of testosterone in the brain. One way in which risk-taking varies within an individual according to context or between individuals in the same context is related to the value of the reward on offer. Most current evidence places the brain areas that respond to, anticipate, or evaluate reward in the ventral striatum, its dopaminergic innervation, or the orbital (OFC), anterior cingulate or parietal cortex (Schultz, 2004; Hsu et al., 2009; Kang et al., 2009; Kahnt et al., 2010; Louie et al., 2011; Soutschek et al., 2017). None of these forebrain areas is notable for high concentrations of androgen receptors (Rubinow and Schmidt, 1996), though they have been discerned in the midbrain dopaminergic neurons of humans and rats (Aubele and Kritzer, 2012; Morris et al., 2015). If testosterone is to bias the reward system, then there must be a link between this system and the areas of the brain (e.g., amygdala, hypothalamus, septum) responding to testosterone, and its influence on midbrain dopaminergic neurons might be one way for this to happen. There is some experimental evidence suggesting that testosterone can modulate dopaminergic activity (Purves-Tyson et al., 2014) though whether this accounts for all its actions on reward remains uncertain. This also applies to the principal action of testosterone on sexual behavior or motivation, which, as we have seen, may influence financial risk-taking. Emotion and cognition are closely interwoven, so there must be a corresponding neural representation of this association (Okon-Singer et al., 2015). Though profuse connections between, for example, the amygdala and OFC are known (Cavada et al., 2000), there is as yet no coherent account of how these bias the reward system.

The glucocorticoid receptors, having a wider distribution in the brain than androgen receptors, enable cortisol to access directly a wider neural network, hence its more general actions on cognitive and emotional functions associated with risk. But this raises questions about which particular function will predominate in a given financial situation.

A second problem is how much of the experimental work on the neural mechanisms underlying reward and choice, or the effects that stress or hormones have on these behaviors, have direct relevance to financial decisions and their associated risks humans (see above). The use of money as an asset involves cognitive and emotional processes that are not really observable in animals. Studies on the latter rely on primary rewards, such as food or palatable juice (Schultz, 2016). So much of the information on humans has to come either from studies on those with defined areas of damage to the brain, or on techniques, such as scanning, that give limited information on neural function and the way it varies both in different contexts and between individuals.

A third difficulty is that the process of risk assessment and subsequent decision-making involves a series of neural processes (as already mentioned). The perception, processing and assessment of information concerning the nature of the decision will involve several regions of the brain. Estimation of the reward value of success, or the consequences of failure involves a further process. Then comes the emotional response to the perceived risk or anticipation of success or failure. All this takes place on the background of neural states representing personality, learning, experience and knowledge of the context in which the decision is made (see above). Each stage is potentially sensitive either directly to these steroids or indirectly to their action elsewhere in the brain. Nevertheless, we would expect the actions of either testosterone or cortisol on financial decisions to reflect their primary functions: for testosterone, its central role in promoting reproductive success; for cortisol, its role in coping with stress.

The amount of information on regions of the brain involved in risk assessment and decision-making is too large to allow anything more than a summary here, with particular emphasis on whether it sheds light on the action of either testosterone or cortisol on financial risk-taking. It is generally agreed that the prefrontal cortex and its associated connections with the striatum (and its dopaminergic innervation) play a central part in recognizing risk, and deciding what action to take (Hsu et al., 2005; Holper et al., 2014; Goh et al., 2016; Ouerchefani et al., 2017). Acute stress activates a neural network that includes fronto-insular, dorsal anterior cingulate, inferio-temporal, and temporo-parietal and amygdala, thalamus, hypothalamus and midbrain (Hermans et al., 2011). The anterior insular cortex, strongly implicated in emotional expression, and with plentiful connections to the limbic brain, is also activated by risk (Mohr et al., 2010).

Risk-taking implies uncertainty about outcome. fMRI studies have suggested separate brain areas that react to uncertainty (e.g., the amygdala and orbital frontal lobe) and expected reward or its valuation (the striatum; Hsu et al., 2005, 2009; Christopoulos et al., 2009; Tobler et al., 2009; Burke and Tobler, 2011). Direct action of corticoids has been implicated in the impairment of the frontal lobes by stress (McKlveen et al., 2013, 2016); this may include alterations in dopamine release, and hence the signaling of either reward or reward errors (Butts and Phillips, 2013). Serotonin neurons also respond to reward, but differently from dopaminergic ones: dopamine may signal the relative value of a reward, whereas serotonin neurons signal its absolute value, and are inhibited by stress (Zhong et al., 2017). Though cortisol has not been directly implicated, as already mentioned there is an extensive literature on the regulation of serotonin in the brain by corticoids (Chaouloff, 2000).

Perceptual learning, and hence appraisal of risk, may also be impaired (Dinse et al., 2017). Testosterone, either acting directly or indirectly, by contrast alters the activity of the anterior insula and inferior frontal lobe (more closely associated with emotional states and the integration of risk with returns, respectively), and this is associated with increased risk taking (Tobler et al., 2009; Burke and Tobler, 2011). Both effects were moderated by genetic variants of MAOA (Wagels et al., 2017), a gene implicated in impulsivity and aggression (Dorfman et al., 2014). However, the blurred boundary between cognition and emotion is emphasized by the fact that the ventral prefrontal cortex is also concerned with reward (Juechems et al., 2017).

But the frontal lobes are not the only part of the cortex implicated in risky decision-making. The cingulate cortex, insula, temporo-parietal lobe as well as subcortical areas (e.g., ventral striatum), may respond to value according to the way it is assessed or objective features of choice alternatives (Clithero et al., 2009; Fitzgerald et al., 2010; Kahnt et al., 2010; Kahnt and Tobler, 2013). Age-related changes in the parietal cortex have been associated with age-dependent changes in risk perception (Grubb et al., 2016) and with the time-related processing of uncertain information (de Lange et al., 2010; Bode et al., 2012). All these areas (particularly the frontal lobes) have plentiful connections with subcortical structures such as the amygdala. Stress could therefore impair the process of decision-making by actions on this system, rather than on individual components of it (Maier et al., 2015).

The amygdala has been implicated in both cognitive and emotional components of risk-taking, another example of the blurred boundary between them (Bhatt et al., 2012). Since there is a profusion of androgen and glucocorticoid receptors in the amygdala, this is one avenue by which either hormone could influence financial risk-taking in a variety of ways, including the influence of testosterone on estimations of trustworthiness (in women; Bos et al., 2012). The amygdala is concerned with the regulation of loss aversion (Sokol-Hessner et al., 2013), and damage to it reduces this aversion though without impairing the ability to recognize changes in monetary value (De Martino et al., 2010). It can only be surmised that testosterone, which has a similar action, may operate though the amygdala and its connections with the orbital frontal cortex. Prediction of outcomes, and hence the risk associated with them, is also a function of this system (Dolan, 2007); there is as yet no clear evidence that either steroid alters the way this information is obtained or used, though since both alter risk appetite and, in the case of testosterone, estimates of expected outcome, it is highly likely that information processing is affected. Incidentally, although the hippocampus has high concentrations of glucocorticoid receptors (Gray et al., 2017), it has not, so far, been implicated in neural processes affecting risk appetite. Corticoids have a pronounced suppressive action on the formation of new neurons in the hippocampus (Cameron and Gould, 1994; Pinnock et al., 2007), though whether this influences financial decisions in the longer-term is also unknown.

FINANCIAL DECISIONS AS CONFLICT

As already mentioned, there are striking parallels between the modern situation in which acute and highly significant decisions have to be taken in a financial context (e.g., by day traders, who are mostly male) and an older biological one in which males are required to make equally rapid decisions in the context of personal competition (for mates) or collaborative conflict (war). In both, the outcome of a wrong decision may be either personal loss (finance: money; conflict: loss of assets, wounds, death), whereas success brings not only personal gain but social acclaim and heightened status, or gain of corporate assets (finance: profits for the company, conflict: territory, access to mates and other assets). In both situations, current information on which decisions are made or risks taken is likely to be complex, rapidly changing and incomplete. In both, experience and temperament will contribute to the behavioral response to a current acute and risk-laden situation. Whilst these considerations apply most obviously to rapid and possibly life-changing decisions in both contexts, more deliberate assessment of risks also occur in both conflicts and finance; for example, decisions on strategy, usually taken by older males (generals in war, managers in finance) than those who do the trading or the fighting. Much of the information on the factors that guide decisions made under the more primeval conditions of conflict will also apply to the more modern situations of finance. For example, testosterone reduces males’ tendency to reflect on decisions, a property which might be advantageous during fights as well as bond trading (Nave et al., 2017). It also increases confrontational decisions in a competitive financial encounter (Mehta et al., 2017). Though many studies focus on one or other steroid, it should be noted that both testosterone and cortisol do not act alone, but in the context of many factors, including interactions between the two hormones themselves. For example, the action of testosterone may depend on coincident levels or changes in cortisol, and vice versa (Mehta and Josephs, 2010; Mehta et al., 2015). Both testosterone and cortisol, the former implicated in the (male) involvement in competition, aggression and war, the latter in the stress response to urgent need and demand, and the areas of the brain on which they act, will thus play roles in finance that are foreshadowed by a more ancient biological imperative (Herbert, 2017).

Comparing physical conflicts with financial exchanges suggests another parallel: that a beneficial outcome for a group may not always be the same as for an individual, and this will affect not only processing of information, risk-assessment and decision-making, but also the individual endocrine response to a given situation. For example, in war it may be that the sacrifice of an individual works to the group’s advantage; in financial terms, risk-taking by an individual, though detrimental to that individual’s success, may provide information that benefits the group (company). This may be reflected in the function of both testosterone and cortisol. For example, since testosterone increases risk-appetite, it may be that there are situations in which this is related to in over-ambitious actions that result in individual loss, but future gain for the group. Group interactions, as well as personal characteristics, will therefore influence risk-taking. Similar ideas apply to cortisol. Excessive stress may impair individual performance, but provide corporate benefits in terms of heightened caution or inter-personal learning. It is thus difficult to define “optimal” levels of either hormone: this will depend both on the qualities of the individual and of the group of which he is a member (females will need a separate analysis). That is not to say that non-optimal levels of either cortisol or testosterone may not occur, and which contribute to disadvantageous outcomes both for the individual and the group. The lack of information on hormonal responses and correlations in real-life situations, and ignorance about the background on which they act (context, experience, personality, genetic variations etc.) means that we are currently unable to assess these factors with any certainty.

NEUROSCIENCE VS. ECONOMICS

The focus of neuroscience is primarily on the role of hormones in the way that individuals respond to financial risks. This includes a wide range of related disciplines associated with decision-making, including psychological and social factors that influence such decisions. Neuroscience is thus concerned mostly with individual variation in risk assessment and decisions consequent on this neural process. Economists, on the other hand, are primarily interested in the way this affects the price of assets, and the occurrence of bubbles and crashes (i.e., market stability). Their concern is not so much with individuals and how they might vary, but with the results that corporate decisions might have on the market. The recent realization that there is considerable overlap between the two approaches has given rise to the relatively new topic of neuroeconomics (Camerer and Fehr, 2006; Camerer, 2008).

An example is the action of either testosterone or cortisol on financial decisions. This will have a median (average) effect on individuals, but modulated by genetic constitution, early and recent experience, and social context. Whereas individual behavior is unlikely to influence asset prices, large-scale median action may well do so. This may be one result of a general effect on, say, assessment of risk or optimism about outcome, but also on socially-determined responses such as “herding” (see above). It is important to distinguish simultaneous actions, prompted by equivalent information, from concerted actions that occur in the absence of new information or even despite it, driven by imitation or false (irrational) belief in private information held by others (herding). This may result in a cascade in which progressively more members of a particular financial community (e.g., a trading floor) follow each other (Bikhchandani and Sharma, 2001).

Collective decisions made independently, but influenced overall by either testosterone or cortisol (or both), may also have a de-stabilizing effect on markets. It is therefore relevant that those concerned with trading should pay attention to the effects these two steroids (as well as the numerous other factors) have on individual or collective responses to a given market situation. Alterations in biases, emotions, risk-assessment and cognitive appraisal (Kahneman, 2011), all influenced by hormones, can be powerful drivers of markets. But they will not necessarily be the same in everyone, as repeatedly emphasized in this article. So, in addition to knowledge about the overall effects of hormones, the financial world also needs to understand how these may be moderated individually. Despite the current interest in neuroeconomics, financiers would do well to take greater interest in the way that individual decisions are made, including the powerful effects of hormones and their actions on emotion and cognition, whereas neuroscience needs to understand better the impact on the financial world of risk-laden decisions taken under duress and the consequences these may have for an economy.

CONCLUSION

Much of this review has been concerned with experimental or laboratory studies on the role of testosterone or cortisol in risky financial decisions. Though these have been, to an extent, informative, there is a great need for two further lines of enquiry: studies on the effects of either hormone in real-life situations, difficult but not impossible, and the contribution that individual genetic variations make to the effects that either hormone has in situations in which they may play a part, or to propensities for individuals to engage in risky financial behavior either as a profession or in everyday life. Although it is always possible to characterize the roles of hormones of the basis of mean or median effects, another aspect of equal interest is the extent to which the financial behavior of individuals varies in their response to their own hormones, and the ways this comes about.

AUTHOR CONTRIBUTIONS

The author confirms being the sole contributor of this work and approved it for publication.

ACKNOWLEDGMENTS

I am deeply grateful to my colleagues Phillipe Tobler (University of Zurich), Wolfram Schultz (University of Cambridge) and Raghavendra (Raghu) Rau (University of Cambridge) for their help with this article, and to several referees for some thoughtful comments.

REFERENCES

Abercrombie, H. C., Kalin, N. H., and Davidson, R. J. (2005). Acute cortisol elevations cause heightened arousal ratings of objectively nonarousing stimuli. Emotion 5, 354–359. doi: 10.1037/1528-3542.5.3.354

Abercrombie, H. C., Kalin, N. H., Thurow, M. E., Rosenkranz, M. A., and Davidson, R. J. (2003). Cortisol variation in humans affects memory for emotionally laden and neutral information. Behav. Neurosci. 117, 505–516. doi: 10.1037/0735-7044.117.3.505

Akinola, M., Fridman, I., Mor, S., Morris, M. W., and Crum, A. J. (2016). Adaptive appraisals of anxiety moderate the association between cortisol reactivity and performance in salary negotiations. PLoS One 11:e0167977. doi: 10.1371/journal.pone.0167977

Alarcón, G., Cservenka, A., and Nagel, B. J. (2017). Adolescent neural response to reward is related to participant sex and task motivation. Brain Cogn. 111, 51–62. doi: 10.1016/j.bandc.2016.10.003

Alikhani-Koupaei, R., Fouladkou, F., Fustier, P., Cenni, B., Sharma, A. M., Deter, H. C., et al. (2007). Identification of polymorphisms in the human 11β-hydroxysteroid dehydrogenase type 2 gene promoter: functional characterization and relevance for salt sensitivity. FASEB J. 21, 3618–3628. doi: 10.1096/fj.07-8140com

Apicella, C. L., Carré, J. M., and Dreber, A. (2015). Testosterone and economic risk taking: a review. Adapt. Hum. Behav. Physiol. 1, 358–385. doi: 10.1007/s40750-014-0020-2

Apicella, C. L., Dreber, A., Campbell, B., Gray, P. B., Hoffman, M., and Little, A. C. (2008). Testosterone and financial risk preferences. Evol. Hum. Behav. 29, 384–390. doi: 10.1016/j.evolhumbehav.2008.07.001

Archer, J. (2006). Testosterone and human aggression: an evaluation of the challenge hypothesis. Neurosci. Biobehav. Rev. 30, 319–345. doi: 10.1016/j.neubiorev.2004.12.007

Aubele, T., and Kritzer, M. F. (2012). Androgen influence on prefrontal dopamine systems in adult male rats: localization of cognate intracellular receptors in medial prefrontal projections to the ventral tegmental area and effects of gonadectomy and hormone replacement on glutamate-stimulated extracellular dopamine level. Cereb. Cortex 22, 1799–1812. doi: 10.1093/cercor/bhr258

Auyeung, B., Wheelwright, S., Allison, C., Atkinson, M., Samarawickrema, N., and Baron-Cohen, S. (2009). The children’s empathy quotient and systemizing quotient: sex differences in typical development and in autism spectrum conditions. J. Autism Dev. Disord. 39, 1509–1521. doi: 10.1007/s10803-009-0772-x

Baddeley, M. (2009). Herding, social influence and economic decision-making: socio-psychological and neuroscientific analyses. Philos. Trans. R. Soc. Lond. B Biol. Sci. 365, 281–290. doi: 10.1098/rstb.2009.0169


Baddeley, M., Burke, C. J., Schultz, W., and Tobler, P. N. (2012). Herding in financial behaviour: a behavioural and neuroeconomic anaysis of individual differences. Available online at: http://www.econ.cam.ac.uk/research-files/repec/cam/pdf/cwpe1225.pdf


Bailey, M., and Silver, R. (2014). Sex differences in circadian timing systems: implications for disease. Front. Neuroendocrinol. 35, 111–139. doi: 10.1016/j.yfrne.2013.11.003

Baker, M. D., and Maner, J. K. (2008). Risk-taking as a situationally sensitive male mating strategy. Evol. Hum. Behav. 29, 391–395. doi: 10.1016/j.evolhumbehav.2008.06.001

Bari, A., and Robbins, T. W. (2013). Inhibition and impulsivity: behavioral and neural basis of response control. Prog. Neurobiol. 108, 44–79. doi: 10.1016/j.pneurobio.2013.06.005

Bell, M. R., and Sisk, C. L. (2013). Dopamine mediates testosterone-induced social reward in male Syrian hamsters. Endocrinology 154, 1225–1234. doi: 10.1210/en.2012-2042

Bendahan, S., Goette, L., Thoresen, J., Loued-Khenissi, L., Hollis, F., and Sandi, C. (2017). Acute stress alters individual risk taking in a time-dependent manner and leads to anti-social risk. Eur. J. Neurosci. 45, 877–885. doi: 10.1111/ejn.13395

Bhatt, M. A., Lohrenz, T., Camerer, C. F., and Montague, P. R. (2012). Distinct contributions of the amygdala and parahippocampal gyrus to suspicion in a repeated bargaining game. Proc. Natl. Acad. Sci. U S A 109, 8728–8733. doi: 10.1073/pnas.1200738109


Bikhchandani, S., and Sharma, S. (2001). Herd behavior in financial markets. IMF Staff Pap. 47, 279–310.


Birn, R. M., Roeber, B. J., and Pollak, S. D. (2017). Early childhood stress exposure, reward pathways and adult decision making. Proc. Natl. Acad. Sci. U S A 114, 13549–13554. doi: 10.1073/pnas.1708791114

Blomqvist, M., Holmberg, K., Lindblad, F., Fernell, E., Ek, U., and Dahllöf, G. (2007). Salivary cortisol levels and dental anxiety in children with attention deficit hyperactivity disorder. Eur. J. Oral Sci. 115, 1–6. doi: 10.1111/j.1600-0722.2007.00423.x

Bode, S., Bogler, C., Soon, C. S., and Haynes, J. D. (2012). The neural encoding of guesses in the human brain. Neuroimage 59, 1924–1931. doi: 10.1016/j.neuroimage.2011.08.106

Booth, A., Shelley, G., Mazur, A., Tharp, G., and Kittock, R. (1989). Testosterone, and winning and losing in human competition. Horm. Behav. 23, 556–571. doi: 10.1016/0018-506x(89)90042-1

Bos, P. A., Hermans, E. J., Ramsey, N. F., and van Honk, J. (2012). The neural mechanisms by which testosterone acts on interpersonal trust. Neuroimage 61, 730–737. doi: 10.1016/j.neuroimage.2012.04.002

Bosch-Domènech, A., Brañas-Garza, P., and Espín, A. M. (2014). Can exposure to prenatal sex hormones (2D:4D) predict cognitive reflection? Psychoneuroendocrinology 43, 1–10. doi: 10.1016/j.psyneuen.2014.01.023


Branas-Garza, P., Galizzi, M. M., and Nieboer, J. (2018). Experimental and self-reported measures of risk taking and digit ratio (2D:4D): evidence from a large, systematic study. Int. Econ. Rev. Available online at: https://onlinelibrary.wiley.com/doi/abs/10.1111/iere.12299


Brañas-Garza, P., and Rustichini, A. (2011). Organizing effects of testosterone and economic behavior: not just risk taking. PLoS One 6:e29842. doi: 10.1371/journal.pone.0029842

Breedlove, S. M. (2010). Minireview: organizational hypothesis: instances of the fingerpost. Endocrinology 151, 4116–4122. doi: 10.1210/en.2010-0041

Brown, T. G., Ouimet, M. C., Eldeb, M., Tremblay, J., Vingilis, E., Nadeau, L., et al. (2016). Personality, executive control, and neurobiological characteristics associated with different forms of risky driving. PLoS One 11:e0150227. doi: 10.1371/journal.pone.0150227

Bryrnes, J. P., Miller, D. C., and Schafer, W. D. (1999). Gender differences in risk taking: a meta-analysis. Psychol. Bull. 125, 367–383. doi: 10.1037/0033-2909.125.3.367

Buckert, M., Schwieren, C., Kudielka, B. M., and Fiebach, C. J. (2014). Acute stress affects risk taking but not ambiguity aversion. Front. Neurosci. 8:82. doi: 10.3389/fnins.2014.00082

Burke, C. J., and Tobler, P. N. (2011). Reward skewness coding in the insula independent of probability and loss. J. Neurophysiol. 106, 2415–2422. doi: 10.1152/jn.00471.2011

Burnham, T. C. (2007). High-testosterone men reject low ultimatum game offers. Proc. Biol. Sci. 274, 2327–2330. doi: 10.1098/rspb.2007.0546

Bustamante, A. C., Aiello, A. E., Galea, S., Ratanatharathorn, A., Noronha, C., Wildman, D. E., et al. (2016). Glucocorticoid receptor DNA methylation, childhood maltreatment and major depression. J. Affect. Disord. 206, 181–188. doi: 10.1016/j.jad.2016.07.038

Butts, K. A., and Phillips, A. G. (2013). Glucocorticoid receptors in the prefrontal cortex regulate dopamine efflux to stress via descending glutamatergic feedback to the ventral tegmental area. Int. J. Neuropsychopharmacol. 16, 1799–1807. doi: 10.1017/s1461145713000187

Camerer, C. F. (2008). Neuroeconomics: opening the gray box. Neuron 60, 416–419. doi: 10.1016/j.neuron.2008.10.027

Camerer, C. F., and Fehr, E. (2006). When does “economic man” dominate social behavior? Science 311, 47–52. doi: 10.1126/science.1110600

Cameron, H. A., and Gould, E. (1994). Adult neurogenesis is regulated by adrenal steroids in the dentate gyrus. Neuroscience 61, 203–209. doi: 10.1016/0306-4522(94)90224-0

Canale, N., Rubaltelli, E., Vieno, A., Pittarello, A., and Billiieux, J. (2017). Impulsivity influences betting under stress in laboratory gambling. Sci. Rep. 7:10668. doi: 10.1038/s41598-017-10745-9

Cardoos, S. L., Ballonoff Suleiman, A., Johnson, M., van den Bos, W., Hinshaw, S. P., and Dahl, R. E. (2017). Social status strategy in early adolescent girls: testosterone and value-based decision making. Psychoneuroendocrinology 81, 14–21. doi: 10.1016/j.psyneuen.2017.03.013

Carney, D. R., and Mason, M. F. (2010). Decision making and testosterone: when the ends justify the means. J. Exp. Soc. Psychol. 46, 668–671. doi: 10.1016/j.jesp.2010.02.003

Cavada, C., Compañy, T., Tejedor, J., Cruz-Rizzolo, R. J., and Reinoso-Suárez, F. (2000). The anatomical connections of the macaque monkey orbitofrontal cortex. A review. Cereb. Cortex 10, 220–242. doi: 10.1093/cercor/10.3.220

Chan, E. Y. (2015). Physically-attractive males increase men’s financial risk-taking. Evol. Hum. Behav. 36, 407–413. doi: 10.1016/j.evolhumbehav.2015.03.005

Cha, J., Guffanti, G., Gingrich, J., Talati, A., Wickramaratne, P., Weissman, M., et al. (2017). Effects of serotonin transporter gene variation on impulsivity mediated by default mode network: a family study of depression. Cereb. Cortex doi: 10.1093/cercor/bhx097 [Epub ahead of print].

Chaouloff, F. (2000). Serotonin, stress and corticoids. J. Psychopharmacol. 14, 139–151. doi: 10.1177/026988110001400414

Christopoulos, G. I., Tobler, P. N., Bossaerts, P., Dolan, R. J., and Schultz, W. (2009). Neural correlates of value, risk and risk aversion contributing to decision making under risk. J. Neurosci. 29, 12574–12583. doi: 10.1523/JNEUROSCI.2614-09.2009

Claessens, F., Joniau, S., and Helsen, C. (2017). Comparing the rules of engagement of androgen and glucocorticoid receptors. Cell. Mol. Life Sci. 74, 2217–2228. doi: 10.1007/s00018-017-2467-3

Clithero, J. A., Carter, R. M., and Huettel, S. A. (2009). Local pattern classification differentiates processes of economic valuation. Neuroimage 45, 1329–1338. doi: 10.1016/j.neuroimage.2008.12.074

Coates, J. M., and Herbert, J. (2008). Endogenous steroids and financial risk taking on a London trading floor. Proc. Natl. Acad. Sci. U S A 105, 6167–6172. doi: 10.1073/pnas.0704025105

Cueva, C., Roberts, R. E., Spencer, T., Rani, N., Tempest, M., Tobler, P. N., et al. (2015). Cortisol and testosterone increase financial risk taking and may destabilize markets. Sci. Rep. 5:11206. doi: 10.1038/srep11206

D’Acremont, M., and Bossaerts, P. (2008). Neurobiological studies of risk assessment: a comparison of expected utility and mean-variance approaches. Cogn. Affect. Behav. Neurosci. 8, 363–374. doi: 10.3758/CABN.8.4.363

Dalley, J. W., and Roiser, J. P. (2012). Dopamine, serotonin and impulsivity. Neuroscience 215, 42–58. doi: 10.1016/j.neuroscience.2012.03.065

de Lange, F. P., Jensen, O., and Dehaene, S. (2010). Accumulation of evidence during sequential decision making: the importance of top-down factors. J. Neurosci. 30, 731–738. doi: 10.1523/JNEUROSCI.4080-09.2010

De Martino, B., Camerer, C. F., and Adolphs, R. (2010). Amygdala damage eliminates monetary loss aversion. Proc. Natl. Acad. Sci. U S A 107, 3788–3792. doi: 10.1073/pnas.0910230107

Devenow, A., and Welch, I. (1996). Rational herding in financial economics. Eur. Econ. Rev. 40, 603–615. doi: 10.1016/0014-2921(95)00073-9

Dinse, H. R., Kattenstroth, J. C., Lenz, M., Tegenthoff, M., and Wolf, O. T. (2017). The stress hormone cortisol blocks perceptual learning in humans. Psychoneuroendocrinology 77, 63–67. doi: 10.1016/j.psyneuen.2016.12.002

Doi, H., Nishitani, S., and Shinohara, K. (2015). Sex difference in the relationship between salivary testosterone and inter-temporal choice. Horm. Behav. 69, 50–58. doi: 10.1016/j.yhbeh.2014.12.005

Dolan, R. J. (2007). The human amygdala and orbital prefrontal cortex in behavioural regulation. Philos. Trans. R. Soc. Lond. B Biol. Sci. 362, 787–799. doi: 10.1098/rstb.2007.2088

Dorfman, H. M., Meyer-Lindenberg, A., and Buckholtz, J. W. (2014). Neurobiological mechanisms for impulsive-aggression: the role of MAOA. Curr. Top. Behav. Neurosci. 17, 297–313. doi: 10.1007/7854_2013_272

Eckel, C. E., and Grossman, P. J. (2002). Sex differences and statistical stereotyping in attitudes toward financial risk. Evout. Hum. Behav. 23, 281–295. doi: 10.1016/s1090-5138(02)00097-1

Ferry, B., Roozendaal, B., and McGaugh, J. L. (1999). Role of norepinephrine in mediating stress hormone regulation of long-term memory storage: a critical involvement of the amygdala. Biol. Psychiatry 46, 1140–1152. doi: 10.1016/s0006-3223(99)00157-2

Finkelstein, J. S., Yu, E. W., and Burnett-Bowie, S. A. (2013). Gonadal steroids and body composition, strength, and sexual function in men. N. Engl. J. Med. 369:2457. doi: 10.1056/NEJMc1313169

Fitzgerald, T. H., Seymour, B., Bach, D. R., and Dolan, R. J. (2010). Differentiable neural substrates for learned and described value and risk. Curr. Biol. 20, 1823–1829. doi: 10.1016/j.cub.2010.08.048


Flegr, J., Hampl, R., Černochová, D., Preiss, M., Bičíková, M., Sieger, L., et al. (2012). The relation of cortisol and sex hormone levels to results of psychological, performance, IQ and memory tests in military men and women. Neuro Endocrinol. Lett. 33, 224–235.


Friedel, E., Sebold, M., Kuitunen-Paul, S., Nebe, S., Veer, I. M., Zimmermann, U. S., et al. (2017). How accumulated real life stress experience and cognitive speed interact on decision-making processes. Front. Hum. Neurosci. 11:302. doi: 10.3389/fnhum.2017.00302

Genest, W., Stauffer, W. R., and Schultz, W. (2016). Utility functions predict variance and skewness risk preferences in monkeys. Proc. Natl. Acad. Sci. U S A 113, 8402–8407. doi: 10.1073/pnas.1602217113

George, C. L., Birnie, M. T., Flynn, B. P., Kershaw, Y. M., Lightman, S. L., and Conway-Campbell, B. L. (2017). Ultradian glucocorticoid exposure directs gene-dependent and tissue-specific mRNA expression patterns in vivo. Mol. Cell. Endocrinol. 439, 46–53. doi: 10.1016/j.mce.2016.10.019

Goetz, S. M., Tang, L., Thomason, M. E., Diamond, M. P., Hariri, A. R., and Carre, J. M. (2014). Testosterone rapidly increases neural reactivity to threat in healthy men: a novel two-step pharmacological challenge paradigm. Biol. Psychiatry 76, 324–331. doi: 10.1016/j.biopsych.2014.01.016

Goh, J. O., Su, Y. S., Tang, Y. J., McCarrey, A. C., Tereshchenko, A., Elkins, W., et al. (2016). Frontal, striatal, and medial temporal sensitivity to value distinguishes risk-taking from risk-aversive older adults during decision making. J. Neurosci. 36, 12498–12509. doi: 10.1523/JNEUROSCI.1386-16.2016

Gray, J. D., Kogan, J. F., Marrocco, J., and McEwen, B. S. (2017). Genomic and epigenomic mechanisms of glucocorticoids in the brain. Nat. Rev. Endocrinol. 13, 661–673. doi: 10.1038/nrendo.2017.97

Grubb, M. A., Tymula, A., Gilaie-Dotan, S., Glimcher, P. W., and Levy, I. (2016). Neuroanatomy accounts for age-related changes in risk preferences. Nat. Commun. 7:13822. doi: 10.1038/ncomms13822

Hanley, N. R., and Van de Kar, L. D. (2003). Serotonin and the neuroendocrine regulation of the hypothalamic—pituitary-adrenal axis in health and disease. Vitam. Horm. 66, 189–255. doi: 10.1016/s0083-6729(03)01006-9


Harris, C. R., and Jenkins, M. (2006). Gender differences in risk assessment: why do women take fewer risks than men? Judgem. Decis. Mak. 1, 48–63.


Henckens, M. J. A. G., van Wingen, G. A., Joëls, M., and Fernández, G. (2010). Time-dependent effects of corticosteroids on human amygdala processing. J. Neurosci. 30, 12725–12732. doi: 10.1523/JNEUROSCI.3112-10.2010

Herbert, J. (2013). Cortisol and depression: three questions for psychiatry. Psychol. Med. 43, 449–469. doi: 10.1017/s0033291712000955


Herbert, J. (2017). Testosterone: The Molecule Behind Power, Sex and the Will to Win. Oxford: Oxford University Press.


Herbert, J., Goodyer, I. M., Grossman, A. B., Hastings, M. H., de Kloet, E. R., Lightman, S. L., et al. (2006). Do corticosteroids damage the brain? J. Neuroendocrinol. 18, 393–411. doi: 10.1111/j.1365-2826.2006.01429.x

Herbert, J., and Lucassen, P. J. (2016). Depression as a risk factor for Alzheimer’s disease: genes, steroids, cytokines and neurogenesis—What do we need to know? Front. Neuroendocrinol. 41, 153–171. doi: 10.1016/j.yfrne.2015.12.001

Hermans, E. J., Putman, P., and van Honk, J. (2006). Testosterone administration reduces empathetic behavior: a facial mimicry study. Psychoneuroendocrinology 31, 859–866. doi: 10.1016/j.psyneuen.2006.04.002

Hermans, E. J., Putman, P., Baas, J. M., Gecks, N. M., Kenemans, J. L., and van Honk, J. (2007). Exogenous testosterone attenuates the integrated central stress response in healthy young women. Psychoneuroendocrinology 32, 1052–1061. doi: 10.1016/j.psyneuen.2007.08.006

Hermans, E. J., van Marle, H. J., Ossewaarde, L., Henckens, M. J., Qin, S., van Kesteren, M. T., et al. (2011). Stress-related noradrenergic activity prompts large-scale neural network reconfiguration. Science 334, 1151–1153. doi: 10.1126/science.1209603

Holper, L., Wolf, M., and Tobler, P. N. (2014). Comparison of functional near-infrared spectroscopy and electrodermal activity in assessing objective versus subjective risk during risky financial decisions. Neuroimage 84, 833–842. doi: 10.1016/j.neuroimage.2013.09.047

Homberg, J. R. (2012). Serotonin and decision making processes. Neurosci. Biobehav. Rev. 36, 218–236. doi: 10.1016/j.neubiorev.2011.06.001

Hook, J. N., Giordani, B., Schteingart, D. E., Guire, K., Giles, J., Ryan, K., et al. (2007). Patterns of cognitive change over time and relationship to age following successful treatment of Cushing’s disease. J. Int. Neuropsychol. Soc. 13, 21–29. doi: 10.1017/s1355617707070051

Hsu, M., Bhatt, M., Adolphs, R., Tranel, D., and Camerer, C. F. (2005). Neural systems responding to degrees of uncertainty in human decision-making. Science 310, 1680–1683. doi: 10.1126/science.1115327

Hsu, F. C., Garside, M. J., Massey, A. E., and McAllister-Williams, R. H. (2003). Effects of a single dose of cortisol on the neural correlates of episodic memory and error processing in healthy volunteers. Psychopharmacology 167, 431–442. doi: 10.1007/s00213-003-1413-2

Hsu, M., Krajbich, I., Zhao, C., and Camerer, C. F. (2009). Neural response to reward anticipation under risk is nonlinear in probabilities. J. Neurosci. 29, 2231–2237. doi: 10.1523/JNEUROSCI.5296-08.2009

Hurd, P. L., Vaillancourt, K. L., and Dinsdale, N. L. (2011). Aggression, digit ratio and variation in androgen receptor and monoamine oxidase a genes in men. Behav. Genet. 41, 543–556. doi: 10.1007/s10519-010-9404-7

Jääskeläinen, J. (2012). Molecular biology of androgen insensitivity. Mol. Cell. Endocrinol. 352, 4–12. doi: 10.1016/j.mce.2011.08.006

Joels, M. (2011). Impact of glucocorticoids on brain function: relevance for mood disorders. Psychoneuroendocrinology 36, 406–414. doi: 10.1016/j.psyneuen.2010.03.004

Josephs, R. A., Sellers, J. G., Newman, M. L., and Mehta, P. H. (2006). The mismatch effect: when testosterone and status are at odds. J. Pers. Soc. Psychol. 90, 999–1013. doi: 10.1037/0022-3514.90.6.999

Juechems, K., Balaguer, J., Ruz, M., and Summerfield, C. (2017). Ventromedial prefrontal cortex encodes a latent estimate of cumulative reward. Neuron 93, 705.e4–714.e4. doi: 10.1016/j.neuron.2016.12.038


Kahneman, D. (2011). Thinking, Fast and Slow. New York, NY: Farrar, Straus and Giroux.


Kahneman, D., and Tversky, A. (1979). Prospect theory: an analysis of decision under risk. Econometrica 47, 263–291. doi: 10.2307/1914185

Kahnt, T., Heinzle, J., Park, S. Q., and Haynes, J. D. (2010). The neural code of reward anticipation in human orbitofrontal cortex. Proc. Natl. Acad. Sci. U S A 107, 6010–6015. doi: 10.1073/pnas.0912838107

Kahnt, T., and Tobler, P. N. (2013). Salience signals in the right temporoparietal junction facilitate value-based decisions. J. Neurosci. 33, 863–869. doi: 10.1523/JNEUROSCI.3531-12.2013

Kandasamy, N., Hardy, B., Page, L., Schaffner, M., Graggaber, J., Powlson, A. S., et al. (2014). Cortisol shifts financial risk preferences. Proc. Natl. Acad. Sci. U S A 111, 3608–3613. doi: 10.1073/pnas.1317908111

Kang, M. J., Hsu, M., Krajbich, I. M., Loewenstein, G., McClure, S. M., Wang, J. T., et al. (2009). The wick in the candle of learning: epistemic curiosity activates reward circuitry and enhances memory. Psychol. Sci. 20, 963–973. doi: 10.1111/j.1467-9280.2009.02402.x

Khaw, M. W., Glimcher, P. W., and Louie, K. (2017). Normalized value coding explains dynamic adaptation in the human valuation process. Proc. Natl. Acad. Sci. U S A 114, 12696–12701. doi: 10.1073/pnas.1715293114

Kim, Y., Kim, K., and Kim, T. H. (2014). Domain specific relationships of 2D:4D digit ratio in risk perception and risk behavior. J. Gen. Psychol. 141, 373–392. doi: 10.1080/00221309.2014.950188

Klinesmith, J., Kasser, T., and McAndrew, F. T. (2006). Guns, testosterone and aggression: an experimental test of a mediational hypothesis. Psychol. Sci. 17, 568–571. doi: 10.1111/j.1467-9280.2006.01745.x

Knickmeyer, R. C., Woolson, S., Hamer, R. M., Konneker, T., and Gilmore, J. H. (2011). 2D:4D ratios in the first 2 years of life: stability and relation to testosterone exposure and sensitivity. Horm. Behav. 60, 256–263. doi: 10.1016/j.yhbeh.2011.05.009

Kusev, P., Purer, H., Hellman, R., Cooke, A. J., van Schalk, P., Baranova, V., et al. (2017). Understanding risky behavior: the influence of cognitive, emotional and hormonal factors on decision-making under risk. Front. Psychol. 8:102. doi: 10.3389/fpsyg.2017.00102

Lempert, K. M., Porcelli, A. J., Delgado, M. R., and Tricomi, E. (2012). Individual differences in delay discounting under acute stress: the role of trait perceived stress. Front. Psychol. 3, 251–263. doi: 10.3389/fpsyg.2012.00251

Lenroot, R. K., and Giedd, J. N. (2010). Sex differences in the adolescent brain. Brain Cogn. 72, 46–55. doi: 10.1016/j.bandc.2009.10.008

Lewis, J. G., Ghanadian, R., and Chisholm, G. D. (1976). Serum 5α-dihydrotestosterone and testosterone changes with age in man. Acta Endocrinol. 82, 444–448. doi: 10.1530/acta.0.0820444


Lightman, S. (2016). “Rhythms within rhythms: the importance of oscillations for glucocorticoid hormones,” in A Time for Metabolism and Hormones, eds P. Sassone-Corsi and Y. Christen (Cham: Springer International Publishing), 87–99.


Liu, L., Zhou, X., Zhang, Y., Pu, J., Yang, L., Yuan, S., et al. (2018). Hippocampal metabolic differences implicate distinctions between physical and psychological stress in four rat models of depression. Transl. Psychiatry 8:4. doi: 10.1038/s41398-017-0018-1

Louie, K., Grattan, L. E., and Glimcher, P. W. (2011). Reward value-based gain control: divisive normalization in parietal cortex. J. Neurosci. 31, 10627–10639. doi: 10.1523/JNEUROSCI.1237-11.2011

Lovallo, W. R. (2013). Early life adversity reduces stress reactivity and enhances impulsive behavior: implications for health behaviors. Int. J. Psychophysiol. 90, 8–16. doi: 10.1016/j.ijpsycho.2012.10.006

Lucassen, P. J., Pruessner, J., Sousa, N., Almeida, O. F., Van Dam, A. M., Rajkowska, G., et al. (2014). Neuropathology of stress. Acta Neuropathol. 127, 109–135. doi: 10.1007/s00401-013-1223-5

Lupien, S. J., McEwen, B. S., Gunnar, M. R., and Heim, C. (2009). Effects of stress throughout the lifespan on the brain, behaviour and cognition. Nat. Rev. Neurosci. 10, 434–445. doi: 10.1038/nrn2639

MacLullich, A. M., Ferguson, K. J., Reid, L. M., Deary, I. J., Starr, J. M., Wardlaw, J. M., et al. (2012). 11β-hydroxysteroid dehydrogenase type 1, brain atrophy and cognitive decline. Neurobiol. Aging 33, 207.e1–208.e8. doi: 10.1016/j.neurobiolaging.2010.09.010

Maier, S. U., Makwana, A. B., and Hare, T. A. (2015). Acute stress impairs self-control in goal-directed choice by altering multiple functional connections within the Brain’s decision circuits. Neuron 87, 621–631. doi: 10.1016/j.neuron.2015.07.005

Maney, D. L. (2017). Polymorphisms in sex steroid receptors: from gene sequence to behavior. Front. Neuroendocrinol. 47, 47–65. doi: 10.1016/j.yfrne.2017.07.003

Manning, J. T., Scutt, D., Wilson, J., and Lewis-Jones, D. I. (1998). The ratio of 2nd to 4th digit length: a predictor of sperm numbers and concentrations of testosterone, luteinizing hormone and oestrogen. Hum. Reprod. 13, 3000–3004. doi: 10.1093/humrep/13.11.3000

Margittai, Z., Nave, G., Van Wingerden, M., Schnitzler, A., Schwabe, L., and Kalenscher, T. (2018). Combined effects of glucocorticoid and noradrenergic activity on loss aversion. Neuropsychopharmacology 43, 334–341. doi: 10.1038/npp.2017.75

Mazur, A., and Booth, A. (1998). Testosterone and dominance in men. Behav. Brain Sci. 21, 353–363; discussion 363–397. doi: 10.1017/s0140525x98001228

McCaul, K. D., Gladue, B. A., and Joppa, M. (1992). Winning, losing, mood, and testosterone. Horm. Behav. 26, 486–504. doi: 10.1016/0018-506x(92)90016-o

McKlveen, J. M., Morano, R. L., Fitzgerald, M., Zoubovsky, S., Cassella, S. N., Scheimann, J. R., et al. (2016). Chronic stress increases prefrontal inhibition: a mechanism for stress-induced prefrontal dysfunction. Biol. Psychiatry 80, 754–764. doi: 10.1016/j.biopsych.2016.03.2101

McKlveen, J. M., Myers, B., Flak, J. N., Bundzikova, J., Solomon, M. B., Seroogy, K. B., et al. (2013). Role of prefrontal cortex glucocorticoid receptors in stress and emotion. Biol. Psychiatry 74, 672–679. doi: 10.1016/j.biopsych.2013.03.024

McReynolds, J. R., Donowho, K., Abdi, A., McGaugh, J. L., Roozendaal, B., and McIntyre, C. K. (2010). Memory-enhancing corticosterone treatment increases amygdala norepinephrine and Arc protein expression in hippocampal synaptic fractions. Neurobiol. Learn. Mem. 93, 312–321. doi: 10.1016/j.nlm.2009.11.005

Meaney, M. J., Szyf, M., and Seckl, J. R. (2007). Epigenetic mechanisms of perinatal programming of hypothalamic-pituitary-adrenal function and health. Trends Mol. Med. 13, 269–277. doi: 10.1016/j.molmed.2007.05.003

Mehta, P. H., and Josephs, R. A. (2010). Testosterone and cortisol jointly regulate dominance: evidence for a dual-hormone hypothesis. Horm. Behav. 58, 898–906. doi: 10.1016/j.yhbeh.2010.08.020

Mehta, P. H., Lawless DesJardins, N. M., van Vugt, M., and Josephs, R. A. (2017). Hormonal underpinnings of status conflict: testosterone and cortisol are related to decisions and satisfaction in the hawk-dove game. Horm. Behav. 92, 141–154. doi: 10.1016/j.yhbeh.2017.03.009

Mehta, P. H., Mor, S., Yap, A. J., and Prasad, S. (2015). Dual-hormone changes are related to bargaining performance. Psychol. Sci. 26, 866–876. doi: 10.1177/0956797615572905

Mills, K. L., Goddings, A. L., Clasen, L. S., Giedd, J. N., and Blakemore, S. J. (2014). The developmental mismatch in structural brain maturation during adolescence. Dev. Neurosci. 36, 147–160. doi: 10.1159/000362328

Mohr, P. N., Biele, G., and Heekeren, H. R. (2010). Neural processing of risk. J. Neurosci. 30, 6613–6619. doi: 10.1523/JNEUROSCI.0003-10.2010

Morimoto, M., Morita, N., Ozawa, H., Yokoyama, K., and Kawata, M. (1996). Distribution of glucocorticoid receptor immunoreactivity and mRNA in the rat brain: an immunohistochemical and in situ hybridization study. Neurosci. Res. 26, 235–269. doi: 10.1016/s0168-0102(96)01105-4

Morris, R. W., Purves-Tyson, T. D., Weickert, C. S., Rothmond, D., Lenroot, R., and Weickert, T. W. (2015). Testosterone and reward prediction-errors in healthy men and men with schizophrenia. Schizophr. Res. 168, 649–660. doi: 10.1016/j.schres.2015.06.030

Morrongiello, B. A., and Rennie, H. (1998). Why do boys engage in more risk taking than girls? The role of attributions, beliefs and risk appraisals. J. Pediatr. Psychol. 23, 33–43. doi: 10.1093/jpepsy/23.1.33

Mueller, A., Armbruster, D., Moser, D. A., Canli, T., Lesch, K. P., Brocke, B., et al. (2011). Interaction of serotonin transporter gene-linked polymorphic region and stressful life events predicts cortisol stress response. Neuropsychopharmacology 36, 1332–1339. doi: 10.1038/npp.2011.11

Nadler, A., Jiao, P., Johnson, C. J., Alexander, V., and Zak, P. J. (2017). The bull of wall street: experimental analysis of testosterone and asset trading. Manage. Sci. doi: 10.1287/mnsc.2017.2836 [Epub ahead of print].

Nave, G., Nadler, A., Zava, D., and Camerer, C. (2017). Single-dose testosterone administration impairs cognitive reflection in men. Psychol. Sci. 28, 1398–1407. doi: 10.1177/0956797617709592

Netherton, C., Goodyer, I., Tamplin, A., and Herbert, J. (2004). Salivary cortisol and dehydroepiandrosterone in relation to puberty and gender. Psychoneuroendocrinology 29, 125–140. doi: 10.1016/s0306-4530(02)00150-6

Newcomer, J. W., Selke, G., Melson, A. K., Hershey, T., Craft, S., Richards, K., et al. (1999). Decreased memory performance in healthy humans induced by stress-level cortisol treatment. Arch. Gen. Psychiatry 56, 527–533. doi: 10.1001/archpsyc.56.6.527

Neyse, L., Bosworth, S., Ring, P., and Schmidt, U. (2016). Overconfidence, incentives and digit ratio. Sci. Rep. 6:23294. doi: 10.1038/srep23294

Nicholson, N., Soane, E., Fenton-O’Creevy, M., and Willman, P. (2005). Personality and domain specific risk taking. J. Risk Res. 8, 157–176. doi: 10.1080/1366987032000123856


Nieschlag, E., and Behre, H. M. (2012). Testosterone. Action, Deficiency, Substitution. Cambridge, MA: Cambridge University Press.


O’Connor, K. M., Arnold, J. A., and Maurizio, A. M. (2010). The prospect of negotiating: stress, cognitive appraisal, and performance. J. Exp. Soc. Psychol. 46, 729–735. doi: 10.1016/j.jesp.2010.04.007

O’Connor, D. B., Lee, D. M., Corona, G., Forti, G., Tajar, A., O’Neill, T. W., et al. (2011). The relationships between sex hormones and sexual function in middle-aged and older European men. J. Clin. Endocrinol. Metab. 96, E1577–E1587. doi: 10.1210/jc.2010-2216

Okon-Singer, H., Hendler, T., Pessoa, L., and Shackman, A. J. (2015). The neurobiology of emotion-cognition interactions: fundamental questions and strategies for future research. Front. Hum. Neurosci. 9:58. doi: 10.3389/fnhum.2015.00058

Olff, M., Frijling, J. L., Kubzansky, L. D., Bradley, B., Ellenbogen, M. A., Cardoso, C., et al. (2013). The role of oxytocin in social bonding, stress regulation and mental health: an update on the moderating effects of context and interindividual differences. Psychoneuroendocrinology 38, 1883–1894. doi: 10.1016/j.psyneuen.2013.06.019


Orrell, D. (2018). Does economics need a quantum revolution? Aeon Magazine Available online at: https://aeon.co/essays/has-the-time-come-for-a-quantum-revolution-in-economics


Ouerchefani, R., Ouerchefani, N., Allain, P., Ben Rejeb, M. R., and Le Gall, D. (2017). Contribution of different regions of the prefrontal cortex and lesion laterality to deficit of decision-making on the Iowa Gambling Task. Brain Cogn. 111, 73–85. doi: 10.1016/j.bandc.2016.06.010

Panksepp, J. (1992). Oxytocin effects on emotional processes: separation distress, social bonding, and relationships to psychiatric disorders. Ann. N Y Acad. Sci. 652, 243–252. doi: 10.1111/j.1749-6632.1992.tb34359.x

Pavlov, K. A., Chistiakov, D. A., and Chekhonin, V. P. (2012). Genetic determinants of aggression and impulsivity in humans. J. Appl. Genet. 53, 61–82. doi: 10.1007/s13353-011-0069-6

Pearson, J., Tarabulsy, G. M., and Bussières, E. L. (2015). Foetal programming and cortisol secretion in early childhood: a meta-analysis of different programming variables. Infant Behav. Dev. 40, 204–215. doi: 10.1016/j.infbeh.2015.04.004

Pinnock, S. B., Balendra, R., Chan, M., Hunt, L. T., Turner-Stokes, T., and Herbert, J. (2007). Interactions between nitric oxide and corticosterone in the regulation of progenitor cell proliferation in the dentate gyrus of the adult rat. Neuropsychopharmacology 32, 493–504. doi: 10.1038/sj.npp.1301245

Porcelli, A. J., Lewis, A. H., and Delgado, M. R. (2012). Acute stress influences neural circuits of reward processing. Front. Neurosci. 6:157. doi: 10.3389/fnins.2012.00157

Purves-Tyson, T. D., Owens, S. J., Double, K. L., Desai, R., Handelsman, D. J., and Weickert, C. S. (2014). Testosterone induces molecular changes in dopamine signaling pathway molecules in the adolescent male rat nigrostriatal pathway. PLoS One 9:e91151. doi: 10.1371/journal.pone.0091151

Putnam, P., Hermans, E. J., Koppeschaar, H., van Schijndel, A., and van Honk, J. (2007). A single administration of cortisol acutely reduces preconscious attention for fear in anxious young men. Psychoneuroendocrinology 32, 793–802. doi: 10.1016/j.psyneuen.2007.05.009

Ragnarsson, O., Glad, C. A., Berglund, P., Bergthorsdottir, R., Eder, D. N., and Johannsson, G. (2014). Common genetic variants in the glucocorticoid receptor and the 11β-hydroxysteroid dehydrogenase type 1 genes influence long-term cognitive impairments in patients with Cushing’s syndrome in remission. J. Clin. Endocrinol. Metab. 99, E1803–E1807. doi: 10.1210/jc.2014-1906

Raznahan, A., Lee, Y., Stidd, R., Long, R., Greenstein, D., Clasen, L., et al. (2010). Longitudinally mapping the influence of sex and androgen signaling on the dynamics of human cortical maturation in adolescence. Proc. Natl. Acad. Sci. U S A 107, 16988–16993. doi: 10.1073/pnas.1006025107

Reynolds, B., Ortengren, A., Richards, J. B., and de Wit, H. (2006). Dimensions of impulsive behavior: personality and behavioral measures. Pers. Individ. Dif. 40, 305–315. doi: 10.1016/j.paid.2005.03.024

Rolison, J. J., Hanoch, Y., Wood, S., and Liu, P. J. (2014). Risk-taking differences across the adult life span: a question of age and domain. J. Gerontol. B Psychol. Sci. Soc. Sci. 69, 870–880. doi: 10.1093/geronb/gbt081

Rubinow, D. R., and Schmidt, P. J. (1996). Androgens, brain, and behavior. Am. J. Psychiatry 153, 974–984. doi: 10.1176/ajp.153.8.974

Russell, G. M., Kalafatakis, K., and Lightman, S. (2015). The importance of biological oscillators for hypothalamic-pituitary-adrenal activity and tissue glucocorticoid response: coordinating stress and neurobehavioural adaptation. J. Neuroendocrinol. 27, 378–388. doi: 10.1111/jne.12247

Sapienza, P., Zingales, L., and Maestripieri, D. (2009). Gender differences in financial risk aversion and career choices are affected by testosterone. Proc. Natl. Acad. Sci. U S A 106, 15268–15273. doi: 10.1073/pnas.0907352106

Schipper, B. C. (2014). Sex hormones and competitive bidding. Manage. Sci. 61, 249–266. doi: 10.1287/mnsc.2014.1959

Schubert, R., Brown, M., Gysler, M., and Brachinger, H. W. (1999). Financial decision-making: are women really more risk-averse? Am. Econ. Rev. 89, 381–385. doi: 10.1257/aer.89.2.381

Schultz, W. (2004). Neural coding of basic reward terms of animal learning theory, game theory, microeconomics and behavioural ecology. Curr. Opin. Neurobiol. 14, 139–147. doi: 10.1016/j.conb.2004.03.017

Schultz, W. (2006). Behavioral theories and the neurophysiology of reward. Annu. Rev. Psychol. 57, 87–115. doi: 10.1146/annurev.psych.56.091103.070229

Schultz, W. (2016). Reward functions of the basal ganglia. J. Neural Transm. 123, 679–693. doi: 10.1007/s00702-016-1510-0

Shihan, M., Bulldan, A., and Scheiner-Bobis, G. (2014). Non-classical testosterone signaling is mediated by a G-protein-coupled receptor interacting with Gnα11. Biochim. Biophys. Acta 1843, 1172–1181. doi: 10.1016/j.bbamcr.2014.03.002

Simerly, R. B., Chang, C., Muramatsu, M., and Swanson, L. W. (1990). Distribution of androgen and estrogen receptor mRNA-containing cells in the rat brain: an in situ hybridization study. J. Comp. Neurol. 294, 76–95. doi: 10.1002/cne.902940107

Slovic, P. (1964). Assessment of risk taking behavior. Psychol. Bull. 61, 220–233. doi: 10.1037/h0043608

Sokol-Hessner, P., Camerer, C. F., and Phelps, E. A. (2013). Emotion regulation reduces loss aversion and decreases amygdala responses to losses. Soc. Cogn. Affect. Neurosci. 8, 341–350. doi: 10.1093/scan/nss002

Soutschek, A., Burke, C. J., Beharelle, A. R., Schreiber, R., Weber, S. C., Karipidis, I. I., et al. (2017). The dopaminergic reward system underpins gender differences in social preferences. Nat. Hum. Behav. 11, 819–827. doi: 10.1038/s41562-017-0226-y

Stanton, S. J., and Schultheiss, O. C. (2009). The hormonal correlates of implicit power motivation. J. Res. Pers. 43, 942–949. doi: 10.1016/j.jrp.2009.04.001

Starcke, K., and Brand, M. (2012). Decision making under stress: a selective review. Neurosci. Biobehav. Rev. 36, 1228–1248. doi: 10.1016/j.neubiorev.2012.02.003

Starcke, K., and Brand, M. (2016). Effects of stress on decisions under uncertainty: a meta-analysis. Psychol. Bull. 142, 909–933. doi: 10.1037/bul0000068

Starcke, K., Wiesen, C., Trotzke, P., and Brand, M. (2016). Effects of acute laboratory stress on executive functions. Front. Psychol. 7:461. doi: 10.3389/fpsyg.2016.00461

Starkman, M. N., Schteingart, D. E., and Schork, M. A. (1981). Depressed mood and other psychiatric manifestations of Cushing’s syndrome: relationship to hormone levels. Psychosom. Med. 43, 3–18. doi: 10.1097/00006842-198102000-00002

Steinberg, L. (2008). A social neuroscience perspective on adolescent risk-taking. Dev. Rev. 28, 78–106. doi: 10.1016/j.dr.2007.08.002

Takahashi, H., Takano, H., Camerer, C. F., Ideno, T., Okubo, S., Matsui, H., et al. (2012). Honesty mediates the relationship between serotonin and reaction to unfairness. Proc. Natl. Acad. Sci. U S A 109, 4281–4284. doi: 10.1073/pnas.1204895109


Takahashi, T., Shinada, M., Inukai, K., Tanida, S., Takahashi, C., Mifune, N., et al. (2010). Stress hormones predict hyperbolic time-discount rates six months later in adults. Neuro Endocrinol. Lett. 31, 616–621.


Tobler, P. N., Christopoulos, G. I., O’Doherty, J. P., Dolan, R. J., and Schultz, W. (2009). Risk-dependent reward value signal in human prefrontal cortex. Proc. Natl. Acad. Sci. U S A 106, 7185–7190. doi: 10.1073/pnas.0809599106

Tversky, A., and Kahneman, D. (1974). Judgment under uncertainty: heuristics and biases. Science 185, 1124–1131. doi: 10.1126/science.185.4157.1124

Tversky, A., and Kahneman, D. (1981). The framing of decisions and the psychology of choice. Science 211, 453–458. doi: 10.1126/science.7455683

Tyborowska, A., Volman, I., Smeekens, S., Toni, I., and Roelofs, K. (2016). Testosterone during puberty shifts emotional control from pulvinar to anterior prefrontal cortex. J. Neurosci. 36, 6156–6164. doi: 10.1523/JNEUROSCI.3874-15.2016

van Ast, V. A., Cornelisse, S., Meeter, M., Joëls, M., and Kindt, M. (2013). Time-dependent effects of cortisol on the contextualization of emotional memories. Biol. Psychiatry 74, 809–816. doi: 10.1016/j.biopsych.2013.06.022

van den Bos, R., Harteveld, M., and Stoop, H. (2009). Stress and decision-making in humans: performance is related to cortisol reactivity, albeit differently in men and women. Psychoneuroendocrinology 34, 1449–1458. doi: 10.1016/j.psyneuen.2009.04.016

van der Loos, M. J., Haring, R., Rietveld, C. A., Baumeister, S. E., Groenen, P. J., Hofman, A., et al. (2013). Serum testosterone levels in males are not associated with entrepreneurial behavior in two independent observational studies. Physiol. Behav. 119, 110–114. doi: 10.1016/j.physbeh.2013.06.003

van Hemmen, J., Cohen-Kettenis, P. T., Steensma, T. D., Veltman, D. J., and Bakker, J. (2017). Do sex differences in CEOAEs and 2D:4D ratios reflect androgen exposure? A study in women with complete androgen insensitivity syndrome. Biol. Sex Differ. 8:11. doi: 10.1186/s13293-017-0132-z

van Honk, J., Schutter, D. J., Bos, P. A., Kruijt, A. W., Lentjes, E. G., and Baron-Cohen, S. (2011). Testosterone administration impairs cognitive empathy in women depending on second-to-fourth digit ratio. Proc. Natl. Acad. Sci. U S A 108, 3448–3452. doi: 10.1073/pnas.1011891108

van Rossum, E. F., Russcher, H., and Lamberts, S. W. (2005). Genetic polymorphisms and multifactorial diseases: facts and fallacies revealed by the glucocorticoid receptor gene. Trends Endocrinol. Metab. 16, 445–450. doi: 10.1016/j.tem.2005.10.009

Ventura, T., Gomes, M. C., Pita, A., Neto, M. T., and Taylor, A. (2013). Digit ratio (2D:4D) in newborns: influences of prenatal testosterone and maternal environment. Early Hum. Dev. 89, 107–112. doi: 10.1016/j.earlhumdev.2012.08.009

Vermeersch, H., T’Sjoen, G., Kaufman, J. M., and Vincke, J. (2008). The role of testosterone in aggressive and non-aggressive risk-taking in adolescent boys. Horm. Behav. 53, 463–471. doi: 10.1016/j.yhbeh.2007.11.021

Vermeersch, H., T’Sjoen, G., Kaufman, J. M., Vincke, J., and Van Houtte, M. (2010). Testosterone androgen receptor gene CAG repeat length, mood and behaviour in adolescent males. Eur. J. Endocrinol. 163, 319–328. doi: 10.1530/eje-10-0090

Vernocchi, S., Battello, N., Schmitz, S., Revets, D., Billing, A. M., Turner, J. D., et al. (2013). Membrane glucocorticoid receptor activation induces proteomic changes aligning with classical glucocorticoid effects. Mol. Cell. Proteomics 12, 1764–1779. doi: 10.1074/mcp.m112.022947

Wagels, L., Votinov, M., Radke, S., Clemens, B., Montag, C., Jung, S., et al. (2017). Blunted insula activation reflects increased risk and reward seeking as an interaction of testosterone administration and the MAOA polymorphism. Hum. Brain Mapp. 38, 4574–4593. doi: 10.1002/hbm.23685

Walderhaug, E., Landrø, N. I., and Magnusson, A. (2008). A synergic effect between lowered serotonin and novel situations on impulsivity measured by CPT. J. Clin. Exp. Neuropsychol. 30, 204–211. doi: 10.1080/13803390701346311

White, R. E., Thornhill, S., and Hampson, E. (2006). Entrepreneurs and evolutionary biology: the relationship between testosterone and new venture creation. Orag. Behav. Hum. Decis. Process. 100, 21–34. doi: 10.1016/j.obhdp.2005.11.001

Wirth, M. M., Scherer, S. M., Hoks, R. M., and Abercrombie, H. C. (2011). The effect of cortisol on emotional responses depends on order of cortisol and placebo administration in a within-subject design. Psychoneuroendocrinology 36, 945–954. doi: 10.1016/j.psyneuen.2010.11.010

Wisniewski, A. B., Migeon, C. J., Meyer-Bahlburg, H. F., Gearhart, J. P., Berkovitz, G. D., Brown, T. R., et al. (2000). Complete androgen insensitivity syndrome: long-term medical, surgical, and psychosexual outcome. J. Clin. Endocrinol. Metab. 85, 2664–2669. doi: 10.1210/jcem.85.8.6742

Wolf, O. T., Atsak, P., de Quervain, D. J., Roozendaal, B., and Wingenfeld, K. (2016). Stress and memory: a selective review on recent developments in the understanding of stress hormone effects on memory and their clinical relevance. J. Neuroendocrinol. 28:8. doi: 10.1111/jne.12353

Wood, R. I., Armstrong, A., Fridkin, V., Shah, V., Najafi, A., and Jakowec, M. (2013). Roid rage in rats? Testosterone effects on aggressive motivation, impulsivity and tyrosine hydroxylase. Physiol. Behav. 110–111, 6–12. doi: 10.1016/j.physbeh.2012.12.005

Wrangham, R. W., and Glowacki, L. (2012). Intergroup aggression in chimpanzees and war in nomadic hunter-gatherers: evaluating the chimpanzee model. Hum. Nat. 23, 5–29. doi: 10.1007/s12110-012-9132-1

Wrosch, C., Schulz, R., Miller, G. E., Lupien, S., and Dunne, E. (2007). Physical health problems, depressive mood and cortisol secretion in old age: buffer effects of health engagement control strategies. Health Psychol. 26, 341–349. doi: 10.1037/0278-6133.26.3.341

Wüst, S., Van Rossum, E. F., Federenko, I. S., Koper, J. W., Kumsta, R., and Hellhammer, D. H. (2004). Common polymorphisms in the glucocorticoid receptor gene are associated with adrenocortical responses to psychosocial stress. J. Clin. Endocrinol. Metab. 89, 565–573. doi: 10.1210/jc.2003-031148

Zak, P. J., Kurzban, R., Ahmadi, S., Swerdloff, R. S., Park, J., Efremidze, L., et al. (2009). Testosterone administration decreases generosity in the ultimatum game. PLoS One 4:e8330. doi: 10.1371/journal.pone.0008330

Zheng, H., Wang, X. T., and Zhu, L. (2010). Framing effects: behavioral dynamics and neural basis. Neuropsychologia 48, 3198–3204. doi: 10.1016/j.neuropsychologia.2010.06.031

Zhong, W., Li, Y., Feng, Q., and Luo, M. (2017). Learning and stress shape the reward response patterns of serotonin neurons. J. Neurosci. 37, 8863–8875. doi: 10.1523/JNEUROSCI.1181-17.2017


Zuckerman, M. (1991). Psychobiology of Personality. Cambridge, MA: Cambridge University Press.


Conflict of Interest Statement: The author declares that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2018 Herbert. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.

OPS/images/cover.jpg
’ frontiers _
In Behavioral Neuroscience










OPS/images/logo.jpg
’ frontiers )
in Behavioral Neuroscience





OPS/images/crossmark.jpg





OPS/images/fnbeh-12-00101-g001.gif
Sexual stimuli

Competitiveness
Social status

Optimism

Testosterone

Nature
of risk

Prenatal
testosterone?

Risk-appetite

Testosterone
levels

Variants ~ Gender
androgen differences

receptor

‘Winners
response

Attention

Working
memory

Cognitive
Control

Anxiety

Impulsivity

Cortisol
levels

Cortisol
rhythm

Cortisol

Persistent
stress

Uncertainty

Individual

genetic

differences Acute
stress





