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Introduction: Locomotor adaptation is a motor learning process used to alter spatiotemporal elements of walking that are driven by prediction errors, a discrepancy between the expected and actual outcomes of our actions. Sensory and reward prediction errors are two different types of prediction errors that can facilitate locomotor adaptation. Reward and punishment feedback generate reward prediction errors but have demonstrated mixed effects on upper extremity motor learning, with punishment enhancing adaptation, and reward supporting motor memory. However, an in-depth behavioral analysis of these distinct forms of feedback is sparse in locomotor tasks.

Methods: For this study, three groups of healthy young adults were divided into distinct feedback groups [Supervised, Reward, Punishment] and performed a novel locomotor adaptation task where each participant adapted their knee flexion to 30 degrees greater than baseline, guided by visual supervised or reinforcement feedback (Adaptation). Participants were then asked to recall the new walking pattern without feedback (Retention) and after a washout period with feedback restored (Savings).

Results: We found that all groups learned the adaptation task with external feedback. However, contrary to our initial hypothesis, enhancing sensory feedback with a visual representation of the knee angle (Supervised) accelerated the rate of learning and short-term retention in comparison to monetary reinforcement feedback. Reward and Punishment displayed similar rates of adaptation, short-term retention, and savings, suggesting both types of reinforcement feedback work similarly in locomotor adaptation. Moreover, all feedback enhanced the aftereffect of locomotor task indicating changes to implicit learning.

Discussion: These results demonstrate the multi-faceted nature of reinforcement feedback on locomotor adaptation and demonstrate the possible different neural substrates that underly reward and sensory prediction errors during different motor tasks.
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Introduction

Adaptation is fundamental to the human motor behavior system, where motor commands must be constantly updated and remain flexible to meet environmental and task demands (Wei and Körding, 2009). Motor adaptation requires the gradual reduction of errors by reducing the discrepancy of predicted and actual sensory feedback [sensory prediction error (SPE)] (Shadmehr et al., 2010; Izawa and Shadmehr, 2011; Krakauer et al., 2019). Resolving these prediction errors adjusts the internal model of movement in the cerebellum, resulting in lower error and better performance as the task progresses (Baumann et al., 2015). Motor adaptation can also be achieved by maximizing rewards or avoiding punishments [reward prediction error (RPE)] and relies on a different neural source of error computation and correction (Jocham and Ullsperger, 2009; Diederen et al., 2017). Interestingly, reward and punishment have demonstrated differential effects on motor adaptation and retention. For instance, during upper extremity reaching tasks punishment feedback enhances learning while reward facilitates increased task retention (Galea et al., 2015; Song and Smiley-Oyen, 2017; Hamel et al., 2018; Hill et al., 2020, 2021; Yin et al., 2023). Moreover, these two forms of feedback facilitate motor adaptation via different neural pathways (Wrase et al., 2007; Hester et al., 2010; Galea et al., 2011; Spampinato et al., 2019; Hill et al., 2020, 2021; Spampinato and Celnik, 2021).

Locomotor adaptation is a motor learning process used to alter either the spatial and/or temporal elements of walking and has received considerable interest in the previous decades as a method of optimizing neurorehabilitation (Roemmich and Bastian, 2018; Hinton et al., 2020; Dzewaltowski et al., 2021; Severini and Zych, 2022). Multiple methods have been developed to elicit adaptation during walking, such as using asymmetrically moving treadmill belts, which alters the kinematic relationship between the lower extremities (Reisman et al., 2005; Morton and Bastian, 2006; Reisman et al., 2010; Torres-Oviedo et al., 2011; Malone et al., 2012; Long et al., 2016; Gonzalez-Rubio et al., 2019; Hinton et al., 2020; Buurke et al., 2022; Severini and Zych, 2022). Others have utilized augmented feedback to modify joint angular kinematics or step length (Roemmich and Bastian, 2015; Roemmich et al., 2016; Statton et al., 2016; Cherry-Allen et al., 2018; Leech and Roemmich, 2018). Adaptation during these paradigms relies primarily on the cerebellum to resolve SPEs and update the internal model of the locomotor behavior (Morton and Bastian, 2006; Jayaram et al., 2012; Hoogkamer et al., 2015; Hinton et al., 2020).

Previous investigations have leveraged reinforcement feedback during locomotor adaptation paradigms (Hasson et al., 2015; Sato et al., 2022). These studies have found contrasting results to those provided during upper extremity reaching tasks. For instance, categorical reinforcement during a gait adaptation task did not provide any added benefit to adaptation or immediate retention (Hasson et al., 2015). Others have noted punishment can enhance locomotor savings and reward lowers adaptation rates compared to neutral visual feedback (Sato et al., 2022). These findings are unlike those found in the upper extremity and may suggest different neural pathways for the promotion of adaptation and retention between upper and lower extremities adaptation tasks. Hinton et al. (2020) discussed this possibility, as areas such as the primary motor cortex (M1) are more involved in locomotor adaptation rather than retention which is not the case in upper extremities (Izawa and Shadmehr, 2011; Galea et al., 2015; Quattrocchi et al., 2018; Spampinato et al., 2019; Hill et al., 2020, 2021; Spampinato and Celnik, 2021; Wu et al., 2022). These differences may stem from the differing goals in between the tasks. Unlike the discrete nature of reaching, walking is a mostly continuous skill, with significant differences in neural control, intralimb coordination, interlimb coordination, and energy optimization. In fact, there is limited generalization between upper and lower extremity tasks (Bakkum et al., 2020, 2021). These contrasting findings reveal the need for further exploration of reinforcement feedback during complex locomotion acquisition and retention.

This study’s purpose was to determine the effects of reinforcement feedback on adaptation, retention, and savings during a novel locomotor adaptation task. We hypothesized that supervised and reinforcement feedbacks will drive locomotor adaptation at similar rates, but reward will induce greater retention and savings compared to sensory and punishment feedback. To test this hypothesis, we developed a knee flexion angle adaptation task similar to that of previous studies using healthy neurological intact subjects (Statton et al., 2016) and persons with stroke (Cherry-Allen et al., 2018), and provided either visual or graded reinforcement feedback during a walking bout with different conditions to assess both the adaptation, retention, and savings. Our results suggest that reinforcement feedback (reward and punishment) is detrimental to the processes that induce fast locomotor adaptation and encoding robust motor memories.



Methodology


Participants

All procedures were approved by the Northern Illinois University Institutional Review Board [protocol number HS21-0399] and align to the principles expressed in the Declaration of Helsinki. All participants provided written informed consent prior to participating. Recruitment occurred between 15 June 2022 and 15 September 2022. Thirty-three young healthy adults participated in this study [age range: 19–34 years, mean age ± standard deviation (SD): 24.61 ± 3.97 years, body height: 170.66 ± 34.32 cm, body weight: 77.28 ± 15.57 kg, males: 16, females: 17]. Participants were classified as right-handed using the Edinburgh Handedness Inventory (EHI) (>50 = right-handed, mean handedness score ± SD: 94.74 ± 10.40) and were free of major physiological (musculoskeletal, neurological, cardiovascular) and psychological (drug abuse, depression, generalized anxiety) disorders. The derived sample size is based on an a priori power calculation conducted in G*power 3.1.9.4 software using the effect size of a previous study investigating behavioral effects of reinforcement feedback on task error during walking (Sato et al., 2022). From this study, we calculated an effect size (Cohen’s f) of 0.47 and using α = 0.05 and β = 0.8. Participants were recruited from the local population of the University and the surrounding communities using word of mouth, electronic announcements, and posted flyers. Each participant was randomly allocated to one of three feedback groups [Reward (n = 11), Punishment (n = 11), Supervised (n = 11)]. Descriptive data of each group can be found in Table 1. The Behavioral Avoidance/Inhibition scales (BAS/BIS) were used to score sensitivity to reinforcement which is divided into four subcomponents (BAS FUN, BAS DRIVE, BAS REWARD RESPONSIVENESS, BIS). Additional information regarding these scales is available elsewhere (Aluja and Blanch, 2011).



TABLE 1 Participant descriptive data.
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Data collection

Each participant adapted to a new walking pattern on a treadmill (Woodway, Waukesha, WI) with a different type of visual feedback in five distinct task conditions. All participants were informed of the nature of the task and the task goals by being read aloud a script before the start of the experiment, after which participants were asked to recall the task goals and the meaning of their assigned feedback to ensure understanding of the procedures. Questions from the participants concerning procedures and goals were addressed by the experimenters. To begin the protocol, participants began walking on the treadmill in a dimly lit room, to minimize external distractions and to increase the saliency of the presented feedback (Reisman et al., 2005), at a calculated treadmill speed based on each participant’s step length (two-thirds of the leg length (m)) multiplied by a cadence constant of 1.33 (90 steps/60 s) (Baseline). Leg length was determined as the distance from the greater trochanter to the lateral malleolus for each leg, and then averaged across both limbs. This method of calculating treadmill speed accounts for different heights among individuals and has been used in other studies using a similar population as in this study (Choi et al., 2016; Sato et al., 2022). The calculated speed of the treadmill was held constant throughout the experiment. Participants were instructed to walk as normally as possible while looking at the mounted screen in front of them. Lower limb angular kinematics of the segment of the lower right extremity was acquired by using two XSENS Mti-2 inertial measurement units (IMUs) affixed to the participant’s thigh and shank. IMU data was streamed into MATLAB (Natick, MA, United States) and custom script derived the participant’s knee flexion angle from the difference in the IMUs angular positions in reference to a world coordinate system (Baranek, 2012; Doan and Pham, 2019). Subsequently, participants were then provided real-time visual feedback in the form of blue line which numerically corresponded to their knee flexion angle during walking. This blue line would change in height based as participants increased or decreased their knee joint flexion (Figure 1A). After this steady-state walking bout, participants were visually cued with either visual feedback or reinforcement feedback to learn a new walking pattern by adapting their right knee’s movement during the swing phase to match a desired knee angle (Adaptation). The desired knee flexion angle was calculated as a 30-degree increase in the mean knee flexion angle during Baseline walking (Statton et al., 2016; Cherry-Allen et al., 2018). The task is a modified version of what was completed in Statton et al. (2016) and Cherry-Allen et al. (2018). Next, an errorless immediate retention phase occurred via removal of the group assigned feedback and replaced with null uninformative feedback (Retention). A washout period instructed participants to begin walking normally to return behavior to baseline levels (Washout). Subsequently, participants reengaged the adaptation task with the group feedback restored, to quantify task savings (Readaptation). All conditions were continuously collected and each participant will progressively go through each task condition with the number of steps dictate the duration (Figure 1B).

[image: Figure 1]

FIGURE 1
 Locomotor learning task. (A) Visual feedback presented on a screen during the locomotor task. Blue line represents the current knee flexion angle, a mean of the previous two stride cycles. This blue line would change in height based as participants increased or decreased their knee joint flexion (B) Progression of task conditions. Duration is dictated by number steps. Created with BioRender.com.


Visual feedback was displayed on a 60 cm screen, 85 cm in front of the participant, after every two steps with the right leg, completing a stride cycle. Adaptation and Readaptation used one of three feedbacks based on group assignment. The Reward and Punishment groups used a monetary scoring feedback system based on the difference between current and desired knee flexion angle. Participants were shown a number corresponding to a monetary gain or loss. The magnitude of scoring feedback was dependent on the amount of error in the previous stride cycle and followed these criteria:

• Reward: +4 points: meets desired angle; +3 points: within 10°; +2 points: within 20°; +1 point: within 30°; 0 points: exceeds or fewer than 30°.

• Punishment: 0 points: meets desired angle; −1 point: within 10°; −2 points: within 20°; −3 points: within 30°; −4 points: exceeds or fewer than 30°.

All groups started with a total of zero points. Those in the Reward group earned positive points (Figure 2A), while those in the Punishment group accrued negative points (Figure 2B). The Reward group was instructed that they begin with USD 0.00 and earn money based on their performance. The Punishment group was instructed that they began with USD 30.00 and lost money based on their performance. Additionally, participants in the Supervised group were given the instructions of either the Reward or Punishment groups, to control the effects of the script. The Supervised group were provided a vertical scale with their current and target line representing a desired peak knee flexion angle. This target line remained in the same location throughout the experiment (Figure 2C). To ensure equity in compensation, all participants were compensated, despite group assignments, with the full USD 30.00 at the end of the study, regardless of performance.

[image: Figure 2]

FIGURE 2
 Feedback presentation by group. (A) Representative feedback during all task conditions for the Reward group. (B) Representative feedback during all task conditions for the Punishment group. (C) Representative feedback during all task conditions for the Supervised group.


The task goal was to minimize error by matching the current knee flexion angle with the desired knee flexion angle. The 30-degree increase was chosen to allow for a wider exploration of the task space. Previous studies have outlined that a wider task space facilitates greater rates of adaptation with reinforcement, by allowing participants to freely explore multiple movements to find the optimal action that meets task demands (Nikooyan and Ahmed, 2015; Cashaback et al., 2019). Retention featured null feedback in the form a filled vertical scale (Supervised) or null scoring feedback (Reward and Punishment). Feedback presentation followed the same timing latency, ten milliseconds after completing a stride cycle.



Data analysis

Task error magnitude was calculated during Adaptation, Retention, and Readaptation. Task error is defined as the difference between the current and desired knee flexion angle relative to the mean baseline knee flexion angle. Adaptation, retention, and savings patterns were characterized by averaging task error magnitude values in 7 task epochs: Early Adaptation (first 10 steps of Adaptation), Mid-Adaptation (mean error between steps 100–200), Adaptation Plateau (last 100 steps of Adaptation), Early Retention (first 10 steps of Retention), Retention Plateau (last 100 steps of Retention) Early Readaptation (first 10 steps of Readaptation), Readaptation Plateau (last 100 steps of Readaptation) (Statton et al., 2016; Cherry-Allen et al., 2018). The analysis is a modified version of what was completed in Statton et al. (2016) and Cherry-Allen et al. (2018). To quantify the amount of implicit adaptation resulting from the protocol, movement aftereffects were examined as the difference between in baseline-corrected peak flexion angle during the Washout and Baseline walking conditions. Aftereffects are defined as the persistence of a motor behavior when the perturbation is removed and reflects a change in the internal representation of a movement.



Statistical analysis

Participant descriptive data and BAS/BIS subscales were evaluated with separate One-way ANOVAs (analysis of variances) to determine differences between the three feedback groups (Supervised, Reward, Punishment). Task error magnitude was compared across feedback groups (Supervised, Reward, Punishment), and conditions (Adaptation, Retention, and Readaptation) using linear mixed models for repeated measures (Boisgontier and Cheval, 2016; Giboin et al., 2020; Kumari et al., 2020). Task error magnitude was held as the dependent variable, Feedback Group (Reward, Punishment, Supervised) and Task Epoch (Early Adaptation, Adaptation Plateau, Early Retention, Retention Plateau, Early Readaptation, Readaptation Plateau) were held as fixed effects and individual subjects were held as random factors. Differences in locomotor adaptation were assessed by comparing task error magnitude Early Adaptation and Adaptation Plateau. Changes to locomotor memory were assessed by comparing Adaptation Plateau, Early Retention, and Retention Plateau task error magnitude. Locomotor savings were assessed by comparing Early Adaptation, Early Readaptation, and Readaptation Plateau task error magnitude. Aftereffect was accessed with linear mixed models for repeated measures with baseline-corrected peak knee flexion angle held as the dependent variable, Feedback Group (Reward, Punishment, Supervised) and Task Epoch (Baseline, Washout) were held as fixed effects and individual subjects were held as random factors. The advantages associated with linear mixed models, as opposed to conventional statistical methodologies, encompass the capability to account for measurements nested within individual subjects, the accommodation of missing and unbalanced data, prevention of information loss attributable to data averaging, and the facilitation of enhanced parameter estimation through the implementation of a partial pooling strategy (Boisgontier and Cheval, 2016; Giboin et al., 2020; Kumari et al., 2020). Differences in Mid-adaptation task error magnitude was compared using a One-way ANOVA (analysis of variances) to determine differences between Reward, Punishment, and Supervised groups. p-values less than 0.05 were considered statistically significant. All follow-up analysis for main effects and interactions were performed with a Sidak correction. All statistical analysis was conducted in SPSS v26 (IBM Corp., Armonk, NY, United States).




Results


Participant characteristics

All groups demonstrated similar descriptive characteristics. A One-way ANOVA revealed there was no significant differences among the three testing groups for EHI (F(2, 30) = 2.857, p = 0.073), Age (F(2, 30) = 0.116, p = 0.891), Height (F(2, 30) = 0.082, p = 0.921), Body Weight (F(2, 30) = 0.320, p = 0.729), and Step Length (F(2, 30) = 0.144, p = 0.866). Moreover, all participants walked with similar treadmill speeds during the task (F(2, 30) = 0.144, p = 0.866). All groups demonstrated similar sensitivities to reinforcement feedback (Table 2). A One-way ANOVA revealed there was no significant difference among the three testing groups on the four subscales within the BAS/BIS scale [BAS Drive p = 0.354, BAS FUN p = 0.419, BAS Reward Responsiveness p = 0.823, BIS p = 0.896].



TABLE 2 BAS/BIS scores.
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Locomotor performance


Adaptation

A representation of the time course of locomotor performance is presented in Figure 3. During Adaptation, all groups gradually reduced error as the task progressed, but the feedback affected task performance differently in certain task epochs (Figure 4). The Supervised feedback group showed faster learning during Early Adaptation compared to both Reward and Punishment groups. A significant Group × Condition interaction (F(2,30) = 4.226, p = 0.024) was found where the Supervised group displayed lower error during Early Adaptation compared to Reward [mean difference (MD): 10.812, p = 0.002, 95% confidence intervals (CIs) = 3.396–18.227] and Punishment [MD: 11.829, p = 0.001, 95% CIs = 4.414–19.224] groups, indicating supervised feedback created faster adaptation than reinforcement. No significant differences were found between groups (p > 0.05) when examining the Adaptation Plateau.
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FIGURE 3
 Locomotor performance time course. Mean ± standard error (SE) change in knee flexion angle over the time course of the five conditions relative to mean baseline walking for the Supervised (blue), Reward (green), and Punishment (red) groups. Data are smoothed with a running average by 2 strides and expressed relative to baseline. Shaded areas around each line represent SE.
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FIGURE 4
 Adaptation. Mean task error magnitude for all groups during the Adaptation (Early Adaptation and Adaptation Plateau) condition. ∗p < 0.05 compared to Early Adaptation. #p < 0.05 compared to Reward and Punishment. Bars represent mean and dots represent the individual responses.


However, all groups demonstrated a similar level of error 200 steps into Adaptation. No significant differences were noted between groups during Mid-adaptation (F(2,30) = 1.071, p = 0.356). Moreover, all groups learned as they progressed from Early Adaptation to the Adaptation Plateau. Significantly lower error was found during the Adaptation Plateau compared to Early Adaptation for Reward (MD: 19.804, p < 0.001, 95% CIs = 14.548–25.060), Punishment (MD: 19.980, p < 0.001, 95% CIs = 14.724–25.236) and Supervised (MD: 10.730, p < 0.001, 95% CIs = 5.474–15.986) groups. There were no significant differences found between groups during the Adaptation Plateau. Supervised feedback demonstrated similar error compared to Reward (MD: 1.738, p = 0.918, 95% CIs = −9.153-5.678) and Punishment (MD: 2.579, p = 0.779, 95% CIs = −9.995-4.836) feedback.



Retention

Punishment and Reward feedback displayed an increase in task error during the errorless retention period. Moreover, supervised feedback enhanced locomotor retention in comparison to Punishment, but was like Reward feedback (Figure 5). A significant Group × Condition interaction (F(4,60) = 3.623, p = 0.010) where an increased task error was found during Retention Plateau for the Punishment group in comparison to the Adaptation Plateau [MD: −13.598, p < 0.001, 95% CIs = 7.559–19.639] and Early Retention [MD: 8.358236, p = 0.004 95% CIs = 2.318–14.399]. Similarly, the Reward group demonstrated increased task error during the Retention Plateau in comparison to the Adaptation Plateau [MD: 7.121, p = 0.016, 95% CIs = 1.081–13.162]. Task error magnitude was similar across all conditions for the Supervised feedback group (p > 0.05). Upon closer examination of the group differences within conditions, all groups demonstrated a similar level of error during Early Retention (p > 0.05). However, during Retention Plateau, Punishment had an increased task error in comparison to supervised feedback [MD: 14.223, p < 0.001, 95% CIs = 6.0202–22.426] but not Reward [MD: 7.319, p = 0.094, 95% CIs = 0.883–15.522].
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FIGURE 5
 Retention. Mean task error magnitude for all groups during the Adaptation Plateau and the Retention (Early Retention and Retention Plateau) conditions. ∗p < 0.05 compared to Adaptation Plateau. #p < 0.05 compared to Control. Bars represent mean and dots represent the individual responses.




Aftereffect

After the retention phase, all groups were told to return to normal walking; however, an increase in knee flexion was found during the Washout condition compared to Baseline (Figure 6). A significant main effect was found for condition (F(1,30) = 19.282, p < 0.001). Washout demonstrated a significantly higher knee flexion angle compared to Baseline [MD: 2.900, p < 0.001, 95% CIs = 1.551–4.249]. No significant interactions or main effects for group were found for the aftereffects (p > 0.05). These findings signify some adaptation is carried over as result of repeated performance and not mediated by feedback type.

[image: Figure 6]

FIGURE 6
 Aftereffect. Mean knee flexion angle for all groups during the Baseline and Washout conditions. ∗p < 0.05 compared to Baseline. Bars represent mean and dots represent the individual responses.




Savings

All groups exhibited locomotor savings, by having lower error upon re-exposure to the knee flexion adaptation task during Early Readaptation (Figure 7). However, there were no significant differences found between groups suggesting no effect of feedback type on locomotor savings. A significant main effect was found for Condition (F(1,30) = 102.027, p < 0.001) where Early Readaptation displayed lower error in comparison to Early Adaptation. No significant differences were observed between groups (p > 0.05). However, error magnitude decreased as the Readaptation conditioned progressed [MD: 14.669, p < 0.001, 95% CIs = 11.703–17.634]. A significant main effect was found for Condition (F(1,30) = 9.002, p = 0.005) where the Readaptation Plateau displayed a lower task error in comparison to Early Readaptation [MD: 2.461, p = 0.005, 95% CIs = 0.786–4.136]. No significant interactions or main effects for group were found during locomotor savings (p > 0.05).
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FIGURE 7
 Savings. Mean task error magnitude for all groups during Early Adaptation, and Readaptation (Early Readaptation and Readaptation Plateau). ∗p < 0.05 compared to Early Adaptation. ‡p < 0.05 compared to Early Readaptation. Bars represent mean and dots represent the individual responses.





Discussion

This study sought to disassociate the roles of supervised and reinforcement feedback in a novel locomotor adaptation task. We found that the participants learned the adaptation task with all types of external feedback provided. However, contrary to our initial hypothesis, enhancing sensory feedback with a visual representation of the knee angle accelerated early adaptation and preserved the movement late into retention testing. In comparison, reinforcement feedback (i.e., reward and punishment) did not enhance the rate of adaptation, retention, and savings. Specifically, Reward and Punishment displayed lower early adaptation and Punishment diminished retention in comparison to supervised feedback. Moreover, all feedback enhanced the aftereffect of locomotor task indicating changes to implicit learning.

We found that enhancing sensory feedback by visually representing the participant’s knee flexion angle enhanced locomotor adaptation compared to reinforcement during the task’s early phases. Our findings confirm and contrast previous studies examining adaptation in the upper and lower extremities. First, our findings are like a previous study which demonstrated that providing supervised feedback of an error drives changes to locomotor behavior (Roemmich et al., 2016). This study provided a visual discrepancy of step lengths with treadmill belts moving at different speeds and found quicker adaptation in comparison to no feedback (Roemmich et al., 2016). By providing visual feedback of the errors, it simultaneously enhances voluntary correction and unconscious visuomotor remapping, resulting in increased adaptive behavior in response to a visual perturbation (Torres-Oviedo and Bastian, 2010; Roemmich et al., 2016; Statton et al., 2016). Sato et al. (2022) observed increased error with reward feedback during virtual split-belt walking in comparison to punishment and a no feedback group (Sato et al., 2022). Our findings partially agree with this study, in that reward feedback slows adaptation compared to supervised feedback. We further suggest that punishment is similarly detrimental to early adaptation and is like reward feedback. One possibility for this behavioral difference between the enhanced supervised and reinforcement feedback is the motor exploration of the task space. By providing graded reinforcement rather than binary (correct/incorrect), the Reward and Punishment groups may have explored different movements to optimize motor actions and thus limited monetary loss or increase monetary gains. However, by exploring the task space this slowed the rate of adaptation in comparison to the Supervised group. It is also important to highlight methodological differences between this study and Sato et al. (2022), specifically task used (step asymmetry) and the manner feedback was administered, which may affect the outcomes and interpretation of this study.

Interestingly this does contrast other previous work in the upper extremity where motor exploration increased the rate of adaptation, especially for Punishment (Song and Smiley-Oyen, 2017; Hill et al., 2020; Song et al., 2020). However, locomotor adaptation is complex as more task goals are present in comparison to upper extremity reaching. It should also be noted that all groups similarly adapted their movement pattern by the middle (Mid-Adaptation) and end of Adaptation (Adaptation Plateau), and the deficit is only during the Early Adaptation. This finding matches well with other studies in the locomotor and reaching domains, where adaptation to task demands can be achieved by leveraging sensory prediction (SPE) and reward prediction errors (RPE) to update to the sensory motor mapping over time.

Our results suggest that reward and punishment feedback impaired locomotor retention in comparison to their late adaptation performance. This result aligns well with a recent upper extremity reaching study demonstrating both reward and punishment feedback decreased performance during a similar errorless retention period (Huang et al., 2018; Hamel et al., 2021). Other studies have noted similar deficits, specifically with reward feedback, in the formation of motor memory (Steel et al., 2016, 2019; Van der Kooij et al., 2018). Our findings do contrast Hasson et al. (2015), where reward feedback demonstrated similar retention in comparison to a visual feedback group after a locomotor adaptation task (Hasson et al., 2015). These differences are expected since our learning paradigm is not identical to the one utilized by this study. Here we used a knee flexion task and numeric reinforcement in comparison to ankle inversion/eversion and categorical reinforcement, which may play a role in the differing findings.

These studies, along with others, suggest that motor adaptation and memory are mediated by different neural pathways. We propose the findings of this study that reinforcement utilizes different brain pathways and that the pathways used are task dependent. This idea would match the findings of Steel et al. (2016, 2019) where changes in functional connectivity were different depending on the task and type of feedback received. In the current study’s case, reward and punishment may operate on different neural pathways that do not support the formation of robust motor memories of knee flexion angle task (Steel et al., 2016, 2019). It has also been found that generating an RPE during adaptation interferes with cerebellum’s ability to resolve SPE, thus reducing the implicit contribution to motor memory (Hamel et al., 2021). The current study provides credence to this claim given the known involvement of the cerebellum during locomotor adaptation paradigms; thus, it is possible that during locomotor adaptation tasks, RPEs disrupt cerebellar processes leading to lower motor retention (Hinton et al., 2020; Sato and Choi, 2021). In summary, it can be inferred that the impact of punishments and rewards on motor memory is intricate, and their mere presence alone is insufficient to improve memory formation when performing the task in a new context.

Interestingly, the distribution among the errors during Retention for Reward and Punishment appears bimodal in nature, suggesting individual differences in the ability to retain the new walking pattern. This suggests the presence of reinforcement and non-reinforcement learners, within these groups. Previous research has demonstrated behavioral individual differences in reinforcement learning paradigms (Grunitzki et al., 2014; Aberg et al., 2016). Moreover, differences in neurophysiological responses have also been noted between reinforcement and non-reinforcement learners (Smillie et al., 2011; Kaiser et al., 2018; Le et al., 2024). In the case of this study, reinforcement learners (i.e., those who maintain their performance) may have a greater overall ability to integrate the abstracted numerical feedback and may utilize different neural mechanisms to modify motor behavior, thus resulting in better retention compared to others within their group. Though this study attempted to monitor this group level sensitivity to reinforcement with BAS/BIS scales, future studies in this domain should consider identifying these individual differences when implementing reinforcement to learning paradigms. Moreover, this underscores the need for future research to observe the neural correlates of reinforcement processing during locomotor adaptation. Thereby illuminating distinct neurophysiological patterns that can further differentiate reinforcement and non-reinforcement learners.

A large aftereffect is thought to be indicative of the amount of implicit adaptation achieved during the task and reflects a change in the internal representation of a movement. During Washout, all groups experienced an increase to their normal walking knee flexion angle in comparison to their baseline walking. This finding suggests that all groups were not simply relying on conscious adjustments to meet the task demands, instead some amount of adaptation experienced by the participants is implicit in nature. This agrees with a previous study using a similar knee flexion paradigm in healthy young adults (Statton et al., 2016), where participants displayed large aftereffects following an adaptation period and was the result of resolving the sensory prediction errors during the adaptation phase. Taken together, we propose that both reward and sensory prediction errors, generated by feedback received during adaptation, facilitate implicit locomotor adaptation similarly. This may be important to neurologically impaired populations, like persons with stroke, who previously demonstrated limited movement aftereffects following a knee flexion task with visually guided feedback (Cherry-Allen et al., 2018). In this case, reinforcement feedback may serve as an additional tool to leverage during similar interventions, but this is speculative and requires further investigation with this specific population.

To quantify the amount of task savings, all groups reengaged the knee flexion task with feedback restored following Washout. We found no difference between the groups during the Readaptation phase, and all groups displayed faster readaptation to the task compared to their previous exposure. Previous studies in the upper extremity demonstrate mixed results where reward and punishment similarly enhance savings (Quattrocchi et al., 2017) or have no differences with reward feedback compared to a neutral feedback control (Palidis et al., 2021). Punishment feedback was found to increase locomotor savings of a split belt walking task, while no feedback and reward failed to induce a robust pattern of locomotor savings (Sato et al., 2022). The authors posited that punishment induced more value to the newly learned pattern, resulting in more savings. We were not able to replicate these findings in our task, which may be related to differences in the task utilized (step asymmetry vs. knee flexion adaptation). Our results most closely resemble those of Leech and Roemmich (2018), who demonstrated that despite the type of feedback received during initial adaptation, they resulted in similar levels of savings (Leech and Roemmich, 2018). Taken together with our findings, we propose that the mechanisms governing savings are independent from adaptation and that reinforcement does not impact locomotor task savings. Alternatively, it is possible that the groups were able to more quickly implement a previously used strategy that was bolstered by changes to the task sensorimotor mapping to achieve a faster adaptation. However, this is speculative as we did not measure the usage of an explicit strategy during Readaptation.

The findings of this study may hold significance in understanding the potential outcomes of rehabilitation. Specifically, the current findings suggest using supervised feedback can enhance memory and acquisition of a joint-angle adaptation task. In scenarios where disease symptoms affect control of knee movement, such as stiff-knee gait (common in chronic stroke patients), enhanced supervised feedback could be utilized to modify knee flexion movements. However, in a situation where sensory feedback is attenuated by disease, reinforcement may be used to supplement motor performance. Reinforcement could be used to help with certain aspects of memory, such as savings.



Limitations and future directions

Although this work provides valuable insight into the underlying learning processes occurring during a locomotor adaptation task with reward and punishment, it is not without limitations. We did not test if participants were utilizing an explicit strategy during the locomotor task which has been shown to impact behavioral performance (Codol et al., 2020). Though the sample size is comparable to previous studies in this domain (Hasson et al., 2015; Sato et al., 2022), studies of this nature benefit from larger sample sizes and this study has a limited sample size (n = 33). Due to limitations in equipment, we were unable to examine the kinematics of the hip during the locomotor adaptation task, which changed in compensation to the new knee flexion pattern (Statton et al., 2016; Cherry-Allen et al., 2018). While we believe this study has implications for neurological disease and rehabilitation, it was nevertheless conducted with neurologically intact, healthy young adults, which limits generalizability of its findings to aged and clinical populations.

Future studies should integrate measures of brain and muscle activity to provide a better understanding of the neural processes underlying these changes in behavior seen with supervised and reinforcement feedback during locomotion. This study focused on the short-term effects of reinforcement feedback, leaving the long-term difference as a subject of future experiments. Moreover, previous upper extremity studies have shown that reinforcement works differently in older adults and persons with stroke, thus providing an additional avenue for study in population with potentially less sensory feedback modulation (Quattrocchi et al., 2017; Huang et al., 2018).



Conclusion

In conclusion, we demonstrate effects of reinforcement and enhanced sensory feedback on various aspects of locomotor adaptation and retention. Specifically, we demonstrated the deficits of providing reinforcement (reward or punishment) during a locomotor adaptation task, as it decreases the rate of adaptation and impairs retention. However, despite the feedback type, engaging in the knee flexion adaptation induced a movement aftereffect and task savings, suggesting changes to the neuromotor plasticity. Our results expand on previous studies by proposing the effects of reinforcement may be highly task dependent and a comparison of upper and lower extremity adaptation should be done with caution.
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