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For over a century, the neuro- and pathophysiological, behavioral, and cognitive correlates of consciousness have been an active field of theoretical considerations and empirical research in a wide range of modern disciplines. Conscious cognitive processing of information cannot be observed directly, but might be inferred from step-like discontinuities in learning performance or sudden insight-based improvements in problem solving behavior. It is assumed that a sudden step of knowledge associated with insight requires a creative reorganization of mental representations of task- or problem-relevant information and the restructuration of the task, respectively problem to overcome an cognitive dead-end or impasse. Discontinuities in learning performance or problem solving after an insight event can be used as time-tags to capture the time window in which conscious cognitive information processing must have taken place. According to the platform theory of conscious cognitive information processing, the reorganization and restructuration processes, require the maintenance of task- or problem-relevant information in working memory for the operation of executive functions on these mental representations. Electrophysiological evidence suggests that the reorganization and restructuration processes in working memory, that precede insight-based problem solutions are accompanied by an increase in the power of gamma oscillations in cortical areas including the prefrontal cortex. Empirical evidence and theoretical assumptions argue for an involvement of gap junction channels and connexin hemichannels in cortical gamma-oscillations and working memory processes. Discontinuities in learning or problem solving performance might be used as time-tags to investigate the implication of gap junction channels and hemichannels in conscious cognitive processing.
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Conceptual issues with consciousness

Detailed information on the neurophysiological and molecular mechanisms, as well as regarding the behavioral correlates of consciousness is still scarce (Dere et al., 2021; Zlomuzica and Dere, 2022). This gap of knowledge is even more astonishing in that the keyword “consciousness” entered into the online scientific publication database PubMed returns more than 59.000 hits. Nevertheless, there is no general definition in sight that would be unanimously accepted by all the different disciplines (Dere et al., 2021; Zlomuzica and Dere, 2022). Owed to this conceptual vacuum, the measurement of cognitive, behavioral and neurophysiological correlates of consciousness in animals and humans has been an extremely challenging task. This an untenable situation, if one considers that altered consciousness (e.g., lack of insight into illness, tunnel vision, altered attention, perception and biased processing of disease-relevant stimuli) is a frequent symptom (and sometimes obstacle for successful treatment) among mental, neurological, and psychiatric diseases (Bob et al., 2016; Dere et al., 2021; Zlomuzica et al., 2022; Zlomuzica and Dere, 2022; Martin, 2023; Stefanelli, 2023). However, due to the conceptual difficulty indicated above, alterations in consciousness as a clinical symptom is usually neglected (except in severe cases subsumed under the term disorders of consciousness) where the patient is no longer responsive or oriented in terms of time, location and personal information (Edlow et al., 2021).



Conscious cognitive information processing

In order to resolve the definition issue and to pave the way to an empiric approach to this phenomenon, one should focus on the adaptive function of consciousness in everyday life and ask, which situations would probably induce a conscious cognitive information processing in the brain. It is reasonable to assume that people engage in conscious cognitive information processing when they are confronted with novel situations in which they cannot apply learned behavior, habits or scripts to master the situation. Such situations can occur, when a problem emerges (for example when environmental reinforcement contingencies suddenly change) and there is no masterplan at hand to cope with such an irregularity.

In contrast, one does not necessarily need conscious cognitive information processing to drive a car, prepare a meal or take a shower. Here, a mental autopilot driven by scripts, habits, reflexive and genetically predetermined behavior, and automatic motor programs would be sufficient to maintain such “unconscious” behavior. However, when something unexpected happens, a new problem is posed, conscious cognitive information processing is required to resolve the situation. Another situation that is likely to require conscious cognitive information processing is mental time travel (Breeden et al., 2016; Dere et al., 2019). People engage in mental time travel to plan for the future, anticipate difficulties and problems and prepare effective coping strategies for such anticipated or imagined problems. Mental time travel into an anticipated or imagined future cannot be successfully implemented without conscious cognitive information processing.

An operational definition of conscious cognitive information processing has been proposed by Dere et al. (2021). The central statement of this definition is that conscious cognitive information processing is initiated, whenever novel situations or problems are encountered that need to be resolved, or when mental time travel is performed to reconstruct past experiences that can be exploited to anticipate, imagine and prepare for future events in order to maximize the probability to experience rewarding situations and to minimize the probability of experiencing aversive situations (Dere et al., 2021).

During conscious cognitive information processing, representations of perceived interoceptive and/or exteroceptive stimuli, as well as related semantic concepts, memories, and experiences are effortfully maintained in working memory to be actively manipulated (e.g., reorganized or restructured) in order to generate a novel creative output. According to this definition conscious cognitive information processing critically depends on the complexity of the situation with which the brain is dealing with and the complexity of the information that is actively manipulated on the working memory workbench (Dere et al., 2021).



Platform theory of conscious cognitive information processing

The above definition is part of a larger theoretical framework, designed as the platform theory of conscious cognitive information processing, that attempts to explain how conscious cognitive information processing guides and controls flexible, respectively, adaptive behavior in humans and probably animals (Dere et al., 2019, 2021; Zlomuzica and Dere, 2022). The platform theory of conscious cognitive information processing proposes a hierarchical model of perception, memory, cognition and conscious cognitive information processing that is composed of a central executive/online processing platform that serves as a conscious cognitive operation control center that organizes, monitors and orchestrates subordinate operation and storage units called platforms (see Figure 1 for a summary of the platform functions). Conscious cognitive information processing requires the maintenance of mental representations of internal and external stimuli as well as related semantic concepts, memories, and experiences on a working memory platform that is endowed with a multitude of sophisticated executive functions (Breeden et al., 2016; Dere et al., 2019, 2021; Zlomuzica and Dere, 2022). The subordinate platforms serve, for example, as storage media for semantic and episodic knowledge or planned actions, activities, and the working-off of daily agendas.
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FIGURE 1
 Scheme of the different components of the platform theory of conscious cognitive information processing. The central executive/online platform is a consciousness control center that organizes and monitors conscious mental operations by the orchestration of subordinated operation and storage units called “platforms.” The main function of the central executive/online platform is the generation of a daily schedule or agenda with goals to archive and the allocation of different grades of consciousness to mental representations or contents that are required to accomplish these tasks. The central executive/online platform selects mental representations (internal or external stimuli, stored content from the off-line memory platform) to be maintained, used, manipulated, or to be placed on the steady-state or stand-by platforms. The steady-state, stand-by, and off-line memory platforms do not execute cognitive operations, but rather provide information and content that is important to accomplish tasks or solve problems. The contents of declarative and non-declarative memory including episodic, semantic, and procedural information are stored in the off-line memory platform and are accessible to the central executive/online and mental time travel platforms. The central executive/online platform controls and presets attentional stimuli filters and receives input from sensory systems, as well as from motivation, emotion, vegetative, and motor systems. Intense stimuli can by-pass the attentional filters and directly access the central executive/online platform. The central executive/online platform recruits the mental time travel platform to re-construct past experiences, anticipate future events, or simulate and calculate the outcomes of different actions in imagined scenarios by feeding this platform with information from external and internal perceptions, as well as stored content from the off-line memory platform (Breeden et al., 2016; Dere et al., 2019, 2021; Zlomuzica and Dere, 2022).


It has been proposed that the stream of consciousness including conscious perception, conscious processing of information and metacognition relies on the synchronization of neuronal network activity across distant cortical regions (Alkire et al., 2008; Koch et al., 2016; Tian et al., 2020; Valencia and Froese, 2020). These far-reaching synchronization processes are always neuronal mass phenomena with large amplitudes (otherwise the signal could not be filtered out from the background noise), that only vary by the oscillation frequency (Meador et al., 2002; Northoff, 2017). It is difficult to believe that such mass phenomena can represent specific content or cognitive processes. It is more reasonable to assume that they represent more global network synchronization states that enable specific conscious cognitive information processing in local neuronal circuits which in contrast are likely to have an neuronal activity pattern that is sequential, reverberatory, and asynchronous to the global neuronal network synchronization in which these local neuronal circuits are embedded (Singer, 1998; Dere et al., 2021; Zlomuzica and Dere, 2022; Zlomuzica et al., 2023). The activity of local neuronal circuits as singular phenomena cannot be detected with electrophysiological methods such as the EEG and MEG or neuroimaging approaches and require intracerebral and intracellular recordings.

According to the platform theory of conscious cognitive information processing, conscious cognitive information processing and adaptive behavior is supported by local neuronal circuit and neuronal network oscillations shaped by gap junction channels and connexin hemichannels (Dere et al., 2021; Zlomuzica et al., 2022, 2023; Zlomuzica and Dere, 2022). The platform theory of conscious cognitive information processing also proposes a molecular mechanism for conscious cognitive operations in everyday life, including the execution of planned actions, and the accomplishment of behavioral goals and agendas. Specifically, it is proposed that pacemaker cells or neural circuit pulsars embedded into local neuronal circuits and more far-reaching networks (Le Bon-Jego and Yuste, 2007; Wittner and Miles, 2007; Kocsis et al., 2022), connexin hemichannels, and gap junctions jointly generate local neural circuit (and network) oscillations (Draguhn et al., 1998; Coulon and Landisman, 2017; Mäkinen et al., 2018; Traub et al., 2018), which are the basis for the maintenance of mental representations in working memory (Allen et al., 2011), to enable the performance of conscious cognitive operations on these mental representations, and the initiation of behavioral changes, as consequences of these conscious cognitive operations (Dere et al., 2021).



What is the “added value” of the platform theory of conscious cognitive information processing compared to other empirical and theoretical approaches to consciousness?

There is a great deal of research that attempts to correlate very general “states” of consciousness with corresponding “levels” of consciousness. These states include coma, vegetative state (unresponsive wakefulness syndrome), minimally conscious state, sleep and the awake state (Laureys et al., 2010). However, since coma and vegetative state are usually the consequence of a severe disease, injury or poisoning, they are essentially manifestations of brain dysfunction or breakdown, rather than states of consciousness. The inability to maintain consciousness after brain damage or the absence of consciousness in a diseased brain should not be considered as a state of consciousness or a condition that should be investigated to understand the nature of consciousness in an intact and operational brain. If one follows such a rationale until its end, death could be also regarded as a state of consciousness that is associated with an “absolute zero” level of consciousness.

Attempts have also been made to determine the neural basis of consciousness through imaging and electrophysiological measurements during the regaining or recovery of consciousness, for example after anesthesia or upon awakening (Edlow et al., 2021). The regaining of consciousness has been related to the “re-boot” of resting state networks including the default mode network, fronto-parietal network, and the salience network (Li et al., 2023). At most, these measurements can be used to distinguish between a waking receptive state (and the brain networks required) and a non-receptive state, but they do not say much about brain processes that are associated with conscious cognitive information processing (see also Chenot et al., 2024). To use a metaphor, it’s like measuring the lowering of a rolled up ceiling recessed projector screen to project content onto it. It does not give much information about the projector or the content that is being projected.

Yet, another line of research probes the awake brain to tease apart conscious and unconscious processing. This seems to be a more convincing and promising approach which is also followed by the platform theory of conscious cognitive information processing. According to this line of research, conditions, respectively, experimental situations have to be created, in which conscious cognitive information processing is likely to be initiated and therefore can be measured. In other words, the “brain” can be actively put in a situation which “inevitably” initiates conscious cognitive information processing and can be “observed” or “measured” during conscious cognitive information processing. In the context of the platform theory of conscious cognitive information processing, consciousness is treated as an observable variable and it is proposed that conscious cognitive information processing is initiated in situations where the owner of the brain is confronted with a novel problem for which there is no prefabricated solution available. Consequently, it is assumed that, at the moment of an insight-based solution, the brain was engaged with conscious cognitive information processing, which is different from unconscious information processing. In other words, the changes in the electro- and neurochemical activity of different areas of the brain that accompany this special moment of insight will certainly tell us much more about the neurophysiological mechanisms of conscious cognitive information processing than the comparison of functional network activity during pathological brain states including the unresponsive wakefulness syndrome and minimally conscious state (Panda et al., 2022).

Furthermore, there are reductionist approaches that attempt to identify electrophysiological correlates for the conscious subjective perception of visual stimuli (in contrast to basic activity that is evoked by mere sensory stimulation) in order to gain insight into neurophysiological mechanisms and principles which might also help to understand more complex phenomena, including conscious cognitive information processing. Animal research in this area has suggested that visual awareness is reflected by power modulation of high-frequency local field potentials (in the gamma oscillation range) in the lateral prefrontal cortex, temporal and parietal cortex, where spiking activity is found to be perceptually modulated (Panagiotaropoulos et al., 2012; Tseng et al., 2016). The gamma oscillations in this brain network might be related to the maintenance of “conscious visual perceptions” in working memory (or online platform) for further conscious cognitive information processing in order to generate a novel creative output. In this regard these visual consciousness approaches emphasize the importance of working memory for the generation and maintenance of conscious cognitive information processing, in a similar way to the platform theory of conscious cognitive information processing (Dere et al., 2021).

One of the most influential theories of consciousness is Bernhard J. Baars’ Global Workspace theory (updated in Baars et al., 2021). It attempts to explain how a serial, integrated and very limited stream of consciousness emerges from a system of specialized “receiving processes” that are “unconsciously” working in parallel. The most peripheral “receiving processes” transmit information from primarily sensory pathways to downstream “receiving processes” that process and interpret these sensory information. The content entering the global workspace is then projected to secondary cortical sensory association areas. It is proposed that only the most significant information is allowed to enter the global workspace, which in turn can be regarded as a fleeting memory area with a limited storage capacity (in the range of seconds). It is assumed that only information that is passively stored (for a few seconds only) within the global workspace is conscious. “Consciousness” is regarded as a passive response (the information in the global workspace is not subject to cognitive operations) to a significant and intense sensorial stimulation. Formulated pointedly, the global workspace theory merely describes a sensory gripping reflex without specifying the neuronal or molecular mechanisms that underlie this function (Zlomuzica and Dere, 2022). The global workspace is therefore not well suited to maintain a larger amount of information which might be required to solve complex problems. It is therefore not clear how this model can explain conscious cognitive information processing, complex problem solving or mental time travel into the past and future in any way better that the platform theory of conscious cognitive information processing (see also Zlomuzica and Dere, 2022).

Another popular theory of consciousness is the integrated information theory, since it provides a mathematical model to actually measure the level of consciousness in any neuronal network or other system that is potentially capable to generate consciousness (Tononi et al., 2016). In the framework of this theory it is assumed that consciousness is a subjective, immediate, direct, and unified process. It further attempts to define the basic properties of a physical system capable of generating consciousness. According to this theory, consciousness necessities an interconnected set of elements with reentrant feed-back loops, in which the single elements have a mutual physical cause-effect powers on each other leading to the integration of information. The integrated information theory equates integrated information with consciousness, suggests that the degree of consciousness (in both quantity and quality) is measurable by determining the amount of intrinsic cause-effect power via phi metrics and extends its claims beyond human consciousness to animal and artificial consciousness. The integrated information theory attempts to define the necessities and operation mode of physical substrates of consciousness in the process of generation of integrated information and system-immanent intrinsic modulation. Testing the compatibility of this theory with the platform theory of conscious cognitive information processing would require measuring the postulated cause-effect system-immanent intrinsic-modulation during the execution of a conscious cognitive information processing or insight event. It is currently difficult to imagine what such a proof-of-principle experiment should look like. In a first step, one could try to detect corresponding cause-effect activity patterns or self-modulating systems in an organic model system such as brain slice preparations from animals or brain organoids. As promising and intuitively plausible as this theory may seem at first glance, the essential assumptions of the theory are essentially claims that have no empirical basis and are hardly amenable to experimental verification in a healthy, intact and awake brain.


Conscious cognitive information processing in animals

Despite the importance of conscious cognitive processing for the mental life and adaptive behavior of humans (and with limitations in animals), and in view of the devastating consequences of impaired conscious cognitive processing in patients with mental disorders and neuropsychiatric diseases, there is no valid animal model of conscious cognitive information processing available, that could be exploited for psychopharmacological, comparative and translational research (Zlomuzica et al., 2022, 2023; Dere and Zlomuzica, 2023). Animal models of conscious cognitive information processing have to deal with important issues of construct, face and predictive validity (Dere et al., 2021; Zlomuzica and Dere, 2022). In a recent review, the few available paradigms to measure animal consciousness have been reviewed and the conclusion was reached, that all available tests have major shortcomings and are not well suited to serve as routine tests for neurobiological and pre-clinical research (Zlomuzica and Dere, 2022). Instead the combination of a number of sophisticated cognitive tests in a behavioral test battery and the calculation of individual composite performance scores might be a better approximation to the measurement of conscious cognitive information processing. However, the proposed test battery is very time consuming, requires considerable equipment, training, and expertise with behavioral testing. These factors will probably hinder the application this test battery on a larger scale. There might be an “cheaper” and more direct path to conscious cognitive information processing in animals and humans.



Insight

Classic and contemporary definitions of the insight phenomenon by cognitive psychologists conceptualize insight as a sudden comprehension, realization, or creative problem solution that is based on a reorganization of mental representations of relevant information that is opposed to incremental trial-and-error learning (Hebb, 1949; Thorpe, 1956; Kounios and Beeman, 2014; but see Bowden et al., 2005 for a different view). A sudden insight into the nature of a problem that leads to an instantaneous step of knowledge is likely to be accompanied by a sudden and strong emotional arousal (Shen et al., 2017) resulting in the formation of an episodic memory (Dere et al., 2006, 2010; Kinugawa et al., 2013; Pause et al., 2013), which probably from this point on is the mnemonic basis of the persisting improvement in task performance.

In Wolfgang Köhler’s insight learning theory (Köhler, 1917, 1925), insight is defined as an instantaneous type of understanding of relations and reinforcement contingencies that can emerge without prior trial-and-error learning and that leads to a solution to a current problem. Learning success based on insight has been proposed to be conceptually incompatible with learning based on operant conditioning or reinforcement learning which is associated with a gradual buildup of a reward value or reinforcement signal for the correct response or sequence of responses accumulated through experiences (Thorndike, 1911; Schultz et al., 1997).



Insight and conscious cognitive information processing

Event-related potential studies suggest that complex perceptions and cognitive processes can occur in the range of milliseconds. It has been proposed that a sudden step of knowledge might also be the result of a latent process that that runs unconsciously in the background and suddenly reaches consciousness while escaping metacognitive monitoring up to this point of time (see Tolman, 1948; Qiu et al., 2008).

There is an ongoing debate on whether insight is the result of conscious information processing (in the form of progress monitoring) after it has been realized that conventional solution attempts will not create the goal configuration or attenuate the problem space, e.g., in the 9-dot problem (MacGregor et al., 2001) or an unconscious process in which self-imposed constraints on a problem or misleading presuppositions are discarded, and chunked items in the problem are decomposed and redistributed (Knoblich et al., 2001).

There are also many anecdotical stories of sudden “inspirations” of how great researchers and scholars suddenly had an idea which immediately solved a problem that they had been trying to solve for a long time (think of the apple falling on Newton’s head or Archimedes idea to calculate material density through water displacement). The truth content of these romanticized stories of great scientists and inventors might be questionable. Nevertheless, many people report similar experiences of “inspiration” defined as a non-religious or mystical thought or idea that suddenly arises, is recognized as a solution to a problem, and seems to be detached from the actual context and current stream of thoughts or thinking.

It is not plausible to assume that an inspiration comes out of “nothing,” i.e., without preparatory cognitions. It seems for example more plausible to assume that conscious cognitive processing of information took place in advance, but the end product of this reasoning has not been recognized as the solution (and therefore has been “put aside”). It is also possible that in the course of reasoning, initially a small fragment of the solution was missing, but has been added at a later point in time. Phenomenologically, these processes might be felt as a flash of inspiration propelled by an metacognitive illusion (Dere et al., 2021). Therefore, it seems to be more reasonable to assume that an “inspiration” is probably the intrusion of an insight-based solution (or promising part of the solution after a period of “incubation”), that has not been acknowledged as such by the time it was generated. For the remainder of this article insight is defined as the end product of an ongoing conscious cognitive information process, which should not be equated with the term “inspiration.”



Examples for insight-based problem solving in humans, non-human primates, and laboratory rats and mice

Robert W. Weisberg proposed in his integrated theory of insight in problem solving, that insight depends on conscious cognitive operations that aim to restructure problem-relevant information, in a way that the new information structure (comparable to individual puzzle pieces that have been put together), enables a direct solution to the problem (Weisberg, 2015). Insight can be regarded as the endpoint or manifestation of a hidden problem solving mechanism and has been studied, for example, with ill-structured innovation tasks, including the hook bending paradigm or the tower of Hanoi. These tasks have in common that they require a multi-step solution, whereby the solution path is unknown and only information about the goal or target configuration is provided. Children who were at least 7 years old usually arrived suddenly at the solution to the hook bending problem, suggesting an insight-like problem solving mechanism (Defeyter and German, 2003; Cutting et al., 2014). The hook bending problem has also been posed to non-human primates and large brained birds, which both showed task performance (e.g., very few failures after the task has been solved for the first time) that was interpreted in the sense of tool innovation that was made possible through sudden insight into the problem (Weir, 2002; Bird and Emery, 2009; Laumer et al., 2018).

The Gestalt- and comparative psychologist Wolfgang Köhler investigated the phenomenon of insight in nonhuman primates (Köhler, 1917, 1925). The food-deprived chimpanzee Sultan had to realize that two small sticks in the cage could be inserted into each other to be able to pull a banana within reach that had been placed outside the cage. After several unsuccessful attempts to reach the banana with one of the two sticks, Sultan managed to put the two small sticks together by accident. Sultan immediately took the stick and pulled the banana towards him. However, this behavior cannot be clearly interpreted as insight because the solution was found more or less by chance. Nevertheless, Sultan understood that he needed a longer stick and when he saw it, he considered the problem solved and went straight to implementing it (Köhler, 1917). However, it must be noted that the experiment was probably not designed in an ecologically valid way. In the wild, respectively, nature there are usually no sticks that can be stuck together, just like there are no magic wands. Therefore, Sultan would possibly not have been able to find the solution right away through prior conscious cognitive processing of all the information available. However, it is quite possible that Sultan, as a result of conscious cognitive processing of information, came to the conclusion that only a stick twice as long would make it possible to pull the banana.

As previously mentioned, insight can emerge from reorganizing or restructuring information (MacGregor et al., 2001; Weisberg, 2015). However, this cognitive process can be impaired if a so-called functional fixation is present (McCaffrey, 2012). This means, for example, that a tool is very strongly associated with a certain type of use or activity, so that a potential unconventional use of it to solve a problem is masked. Consequently, it has been shown that great apes have difficulties to find a solution to a new problem, when the available tools have been strongly associated with a different type of use or the solution of another problem (Ebel et al., 2020). Again task design seems to be highly critical for the usefulness or sensitivity of a task or paradigm to detect problem solving based on insight.

The first study into the question of whether lower mammals such as rats are able to solve problems through insight was published by Helson (1927). In the first phase of an elegant discrimination learning experiment, Helson trained one pair of rats (first pair) to prefer a food-rewarded light (60 W illumination) over a non-rewarded dark compartment (15 W illumination) and another pair of rats (second pair) to show the opposite preference. In the second phase of the experiment the illumination intensity of the two compartments was changed to 150 W and 60 W for the first pair of rats and to 15 W and 1 cd for the second pair of rats, while the reward contingency or task rule was not changed. The first pair would receive a reward for choosing the lighter compartment, while the second pair would receive a reward for the darker compartment. After the change of the intensity values of the stimuli presented the rats continued to prefer the light, respectively, dark compartment, suggesting that their decision was guided by structure–function relationships rather than simple stimulus–reward associations. The latter would require the rats to stay with the initially rewarded stimulus rather than to switch immediately to a novel stimulus that has not been paired with a reward. Helson concluded that the adaptive behavior of the rats was based on insight into the structure or general rule of the task (Helson, 1927).



Behavioral correlates of insight as a manifestation of conscious cognitive information processing

Insight is a singular phenomenon that cannot be reliably reproduced over multiple teaching sessions and it can only be examined at the level of an individual and not in groups (but see Zlomuzica and Dere, 2022). Conscious cognitive processing of information cannot be observed directly but can perhaps be inferred from discontinuities in learning or problem solving behavior. As indicated above conscious cognitive information processing is initiated whenever a novel problem is posed that cannot be solved through learned, instinctive, or reflective behavior (Dere et al., 2021; Zlomuzica and Dere, 2022) and it is realized that there is no ready-made solution available.

A new problem might be initially addressed through trial-and-error learning (Thorndike, 1911). This type of problem solving strategy depends on randomly generated actions or sequences of actions. One of which happens to be correct and brings about the desired solution to the problem. Trial-and-error learning is generally characterized by gradual, incremental or continuous learning (Thorndike, 1911). Even after a correct action or sequence of actions has been executed and the problem has been temporarily solved, it is possible that the correct response to the problem is not remembered shortly after. Just imagine that you incidentally managed to solve a “computer or software problem,” there is no guarantee that you will remember the sequence of actions that you have performed the next time when you are confronted with the same or a similar problem. The trial-and-error learning process may thus be more tedious than a quicker solution based on insight. The latter by definition is characterized by discontinuous or step-like learning and a sudden “step of knowledge” which stamps in permanently the correct response to the problem. The main point of this review is the hypothesis that learning and associated abrupt changes in performance through insight are likely to be the consequence of previous conscious cognitive information processing and that sudden and persistent changes in learning performance (discontinuities in learning performance) can be used as time tags indicating the time windows in which conscious cognitive information processing must have taken place. Equally, it can be assumed that an individual who exhibits merely continuous learning without abrupt increases in performance has not initiated conscious cognitive information processing to solve the problem.

Translated into an experimental learning paradigm this sudden insight would be reflected by an equally sudden and stable improvement in performance (Gallistel et al., 2004). The analysis of the performance dynamics of individual participants or experimental animals during the acquisition of a task can help to identify the time point of this discontinuity in performance and thus the time point when conscious cognitive processing has been initiated. On the other hand the analysis of performance dynamics can also differentiate between slow and fast incremental continuous learning, that is the distinction between superior and inferior learners that do not engage in conscious cognitive processing and thus do not show discontinuities in learning performance (Figure 2).
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FIGURE 2
 Discontinuous and continuous learning performance. (A) Schematic drawing of a simple spatial working memory test to identify continuous and discontinuous learning performance. Depicted is a food-rewarded radial eight-arm maze. Red circles represent food rewards. The test starts with a free choice trial, in which a food deprived animal is allowed to make 4 choices. An example of a sequence of choices is indicated by the numbers. After the 4th choice the animal is trapped at the central platform for a retention interval (e.g., 10 s). Thereafter all doors are unblocked and the animal is allowed to make 4 more choices. The number of correct choices in 4-choice bins (target choices of arms which are still baited) is recorded. (B) Line and scatter plots represent idealized learning curves (discontinuous learning, fast and slow incremental learning) of individual mice. Discontinuous learning is characterized by a sudden and stable improvement in the number of correct target choices within 4-choice or corner visit bins. Continuous learning is characterized by gradual incremental improvements in performance. The speed of learning equals the slope of the curve while a learning impairment is indicated by low asymptotic performance.


In a recent experiment by Rosenberg and colleagues, mice that had to solve a complex labyrinth navigation problem showed “sudden insight” that is a sharp discontinuity during learning, when the mice figured out to take a long but direct path with more than 6 correct binary choices to the goal. This sudden improvement in task performance persisted for the remainder of the experiment (Rosenberg et al., 2021). Rosenberg et al. (2021) developed a “sudden insight statistics” procedure with which the slope of an individual learning curve can be analyzed in a way that enables the distinction between individuals that show a discontinuous learning curve from those that show continuous or incremental learning. This work demonstrates that the insight phenomenon can be quantified at the level of individual behavior and statistically analyzed (see also Reddy, 2022).

In conclusion, insight and associated discontinuities in learning or problem solving behavior can be regarded as the successful endpoint, respectively, outcome of conscious cognitive information processing, that might be used to time tag conscious cognitive processing and to investigate the underlying neurophysiological processes and substrates. This is especially relevant for experiments where learning behavior and electrophysiological readouts are measured simultaneously and continuously. It should be noted that has also been suggested that discontinuities in learning behavior do not necessarily reflect insight-based problem solving, but might be the consequence of other cognitive processes (Van Steenburgh et al., 2012). However, this uncertainty might be eliminated by demonstrating the specificity of a putative neuro- or electrophysiological readout or correlate of discontinuous learning. For example, in the context of electrophysiological measurements, one could identify neuronal oscillations of certain frequency bands and power that correlate temporally with jumps in performance and that are not found in a comparable form or intensity during continuous learning. Future research will determine whether the neurobiological basis of conscious cognitive processing can be tackled by the simultaneous measurement of insight-like discontinuities in learning performance and in-vivo electrophysiological recordings and/or optogenetic manipulations with high temporal resolution.



The neurophysiological basis of discontinuous learning based on sudden insight

In a visual face and place recognition experiment with non-human primates, it has been found that discontinuous learning performance or sudden steps of knowledge coincides with a transient peak in neuronal network synchronization between the reward-sensitive areas of the prefrontal cortex and inferotemporal cortex known for the processing of images (Csorba et al., 2022). However, the authors also reported that the amplitude of cross-region synchronization increased gradually across task performance, so that the maximal synchronization was build up slowly and not suddenly. These findings suggest that discontinuous or step-like learning performance based on insight might require the synchronization of neuronal activity in the brain areas that are involved in the processing of task-relevant information. Given that the synchronization of cross-regional neuronal activity was build up gradually, it is tempting to speculate whether conscious cognitive information processing that eventually leads to an sudden improvement in task performance is reflected by a gradual and cumulative increase in the synchronization of neuronal activity in the brain regions involved in the mental representation, maintenance and processing of task-relevant information.

Further evidence for the involvement of the prefrontal cortex in discontinuous learning performance that might be based on an insight-like decision process comes from a rule-shifting task with rats (Durstewitz et al., 2010). In this experiment, rats were first trained to acquire a cue-based response strategy to obtain rewards in an operant chamber. Thereafter, the rats experienced a change in the reinforcement contingencies that required them to abandon the old strategy and gradually acquire a different egocentric response strategy by gathering evidence through trial-and-error. The authors suggested that novel rule learning can be regarded as an evidence-based decision process, that might be accompanied by moments of sudden insight at the instant, when there is enough information gathered that undoubtedly indicates that the reinforcement contingencies in the learning situation have changed permanently (a similar interpretation can be found in Bowden et al., 2005). It was found that transitions in behavioral performance of rats during rule learning in a set-shifting task were temporally correlated with abrupt transitions in the firing activity of “rule-selective” neural ensembles in the prefrontal cortex (Durstewitz et al., 2010). This study suggests that behavioral and neural dynamics can be correlated in gradual or incremental learning situations, where an inefficient response gradually decreases, while an efficient response gradually increases. However, it remains to be determined whether the detected correlation between behavioral and neural dynamics in this experiment indeed reflects an insight-like cognitive process, or whether it is the manifestation of the execution of different responses, respectively the active inhibition of the inefficient response. It should be also considered that, one important criterion for the appreciation that a change in behavior occurred after insight, is that the performance leap is permanent, illustrated by a step-like learning curve (without a transition phase), which was probably not the case in the study by Durstewitz et al. (2010).

A combined scalp electroencephalogram and functional magnetic resonance imaging study by Jung-Beeman and colleagues searched for the neural correlates of insight-like verbal problem solving. In this experiment, participants had to state whether the correct solutions were reached by insight or not. Insight-based solutions were found to be preceded (0.3 s prior to insight solutions) by a sudden burst of neural oscillations in the gamma-frequency range in the anterior superior temporal gyrus of the right hemisphere. Insight solutions also associated with increased neuronal activation in the anterior superior temporal gyrus as compared to non-insight solutions (Jung-Beeman et al., 2004).

Further support for the implication of gamma-frequency neuronal oscillations in insight-like problem solving was provided by an electroencephalogram study by Rosen and Reiner (2017). Here, participants were asked to solve a spatial puzzle (which can be solved either incrementally or by insight), and had to indicate whether they found the solution by sudden insight or in another way. Participants who have reported solutions based on insight showed an increase in gamma and beta frequency activity in frontal areas and with respect to alpha frequency activity in right temporal areas as compared to participants who reported an solution based on incremental learning (Rosen and Reiner, 2017). Interestingly, the incremental group exhibited a decrease in gamma and beta activity during the task performance as compared to baseline recordings, suggesting that different solution strategies are mediated by different neuronal network operations rather than on the basis of a gradual difference. The latter alternative would mean that both an insight-based solution and a solution based on incremental learning would require gamma activity, but an insightful solution would be of example only possible if a certain intensity or power threshold is exceeded. In conclusion, these findings suggest that the assumed reorganization of information and the restructuration of the spatial puzzle problem prior to the insight-based solution was associated with gamma frequency neural oscillations in the right frontal cortex.

Another electroencephalographic study searched for neural activity that might be specific for different phases of insight-based problem solving, including a mental impasse (when it is realized that routine solutions are useless), the reorganization of the relevant information to have a different access to the problem, and, finally the sudden insight into the problem and its solution based on subjective ratings (Sandkühler and Bhattacharya, 2008). According to the authors the states of mental impasse or sudden insight were correlated with the power of gamma-frequency activity at parietal-occipital regions, while the reorganization of task-relevant information seemed to be associated with a decreased power in the alpha-frequency range in the right prefrontal area (Sandkühler and Bhattacharya, 2008).

In the studies reported above, the categorization of insight vs. non-insight solutions has been made by subjective or introspective reports requiring metacognition (hereinafter referred to as insight-like problem solving), rather than on the basis of more objective criterions, such as discontinuous learning performance as suggested above. Therefore, it remains to be determined whether the findings reported above can be replicated when a behavioral criterion for insight-like problem solving is used as a specifier for problem solving based on insight.

The studies discussed so far suggest an involvement of cortical brain regions in insight-like problem solving (prefrontal cortex, anterior superior temporal gyrus, parieto-occipital regions showing neural activity in the gamma-frequency range). However, there is also evidence for a subcortical contribution to insight-like problem solving. In an functional magnetic resonance experiment, participants signaled correct solutions in a remote associates task (inferring the commonality in word triplets) with a button press, which has been used as a time-tag for sudden insight-like solutions (Tik et al., 2018). Insight-like solutions were not only accompanied by neuronal activation in the left anterior middle temporal gyrus, but also by bilateral activations in the thalamus, hippocampus, ventral tegmental area, nucleus accumbens, and caudate nucleus. The authors conclude that the subjective feeling of relief and the emotional arousal induced after the sudden emergence of the solution is accompanied by a reward signal in the mesolimbic dopamine system (Tik et al., 2018). It would be interesting to know, whether insight-based solutions of more complex problem configurations (e.g., after conscious cognitive information processing) would likewise be accompanied by a subcortical dopaminergic reward signal. Such a reward signal is normally associated with strong emotional arousal, that is known to be required to trigger episodic memory formation for the preservation of the correct solution (Dere et al., 2006, 2008, 2010; Pause et al., 2013). This episodic memory for the problem solving event is very likely the mnemonic basis for the persistent improvement in task performance that follows after problem solving based on insight.



The role of gap junction channels and hemichannels for discontinuous learning based on insight

Electrophysiological evidence suggests that the reorganization and restructuration processes in working memory, that precede insight-based problem solutions are accompanied by an increase in the power of gamma oscillations in cortical areas including the prefrontal cortex. In the following, I will review evidence for the involvement of gap junction channels and connexin hemichannels in cortical gamma-oscillations (Cunningham et al., 2004; Traub and Whittington, 2010, 2022; Traub et al., 2020) and working memory processes.

Gap junction channels composed of connexin proteins allow an intercellular coupling between neighboring cells. The connexins Cx36 and Cx45 are expressed in neurons, while Cx43 and Cx30 are expressed in astrocytes (see Dere, 2013 for an overview). Intercellular electrotonic and metabolic coupling allows the bidirectional diffusion of ions, cations, metabolites, second messengers, cyclic nucleotides, oligonucleotides, and small molecules with a molecular mass up to 1–2 kDa (Dere, 2013). Coupling and uncoupling of adjacent cells via gap junctions is activity-dependent, shows plasticity similar to the modulation of synaptic strength, and is not restricted to cells of the same type (Yang et al., 1990; Landisman et al., 2002; Alev et al., 2008). In this way, neuronal depolarization can theoretically directly propagate across neurons and generate action potentials. Intercellular communication and signal transmission via gap junctions operates almost without a temporal delay and is therefore much faster as compared to synaptic neurotransmission that operates at least in the order of milliseconds (Dere and Zlomuzica, 2012; Dere, 2013).

Connexin hemichannels and gap junctions have been shown to shape neuronal network oscillations throughout the brain (Coulon and Landisman, 2017). These network oscillations appear to be critically involved in working memory, cognition, and behavior (Allen et al., 2011; Maciunas et al., 2016; Walrave et al., 2016; Tao et al., 2021; Linsambarth et al., 2022). There is evidence that theta and gamma oscillations in hippocampal neuronal networks are mediated by gap junction channels composed of Cx36, Cx45, or both (Hormuzdi et al., 2001; Schmitz et al., 2001; Meier et al., 2002; Buhl et al., 2003; Zlomuzica et al., 2010). Electrophysiological studies with Cx36 deficient mice revealed slower hippocampal theta oscillations (Allen et al., 2011), reduced overall power, and synchrony of hippocampal gamma oscillations in vitro (Hormuzdi et al., 2001), and in vivo (Buhl et al., 2003). Furthermore, the administration of gap junction blockers induced a complete suppression of hippocampal gamma oscillations in Cx36-deficient mice (Buhl et al., 2003). Furthermore, Cx45-deficent mice showed changes in kainite-induced gamma oscillation in the CA1 and CA3 region together with impaired performance in an object recognition task (Zlomuzica et al., 2010).

The behavioral phenotyping mCx36 deficient mice in our lab revealed changes in motor coordination and balancing performance, increased locomotion and running speed in a novel environment, changes in Y-maze exploration, increased anxiety-related behavior; changes in novel object exploration and impaired delay-dependent object and object-place recognition (Frisch et al., 2005; Zlomuzica et al., 2012). The behavioral phenotypes of Cx36 and Cx45 deficient mice suggest altered learning and memory performance (including behavioral and emotional habituation to normal environments in Cx36-deficient mice) that might be related to changes in theta and gamma oscillations and conscious cognitive information processing.

Given that intercellular communication via gap junctions shows activity-dependent plasticity and might contribute to contribute to the formation of functional cell assemblies (Traub et al., 2020), it would be extremely interesting to find a way that would allow the monitoring of the cellular coupling/uncoupling status of cells in the prefrontal cortex, before and after behavioral discontinuities during learning performance and problem solving. It is tempting to speculate that the reorganization of information and restructuration of the problem faced, might be associated with the sudden coupling or uncoupling of neuronal circuits and/or networks via gap junctions that ultimately leads out of an impasse or cognitive dead end and towards a sudden insight.

The platform theory of conscious cognitive information processing holds that the conscious experience of a mental representation requires working memory. The neuronal mechanism underlying working memory is thought to be a sustained reverberatory neuronal activity in the neural circuit that contains the mental representation. This maintained mental representation can then be used and manipulated by the central executive/online platform (Dere et al., 2021). The platform theory of conscious cognitive information processing further proposes that the reverberation in the neuronal circuits could be maintained by the help of gap junction channels between neurons, astrocytes, as well as undocked connexin hemichannels (Rash et al., 2001; Nagy et al., 2004; Dere et al., 2021). Successive neurons in the neural circuit can be either directly coupled via gap junctions or might be both coupled to the same astrocyte. Continuous reverberation and sustained excitability in neuronal circuits depends on the fast redistribution of ions and metabolites between the cytoplasm and extracellular space. These adjustments might be ensured by connexin hemichannels (Dere et al., 2021). Connexin hemichannels are undocked connexin channels in the plasma membrane that are involved in paracrine communication. They provide a conduit between the intracellular and extracellular space, allowing the passage and exchange of ions and metabolites between the cytosol and extracellular milieu (Dere and Zlomuzica, 2012; Dere, 2013). Therefore, gap junctions and connexin hemichannels have biophysical characteristics that are well suited to support working memory through fast and continuous propagation of neuronal depolarization between neurons in the neuronal circuit (probably mediated via gap junction channels with astrocytes) and via the preservation of excitability of the individual neurons for prolonged periods through the regulation of intra and extracellular ion homeostasis (ensured by the unopposed hemichannels; Dere et al., 2021).




Conclusion

The empirical evidence and theories presented so far can be summarized into 10 basic assumptions which might be helpful for future research into the neurophysiological mechanisms of conscious cognitive information processing.

1. Insight is the endpoint of conscious cognitive information processing, and, at the behavioral level, leads to a sudden step-like discontinuity in learning or problem solving performance.

2. Insight is based on a creative reorganization of mental representations of task-relevant information and the restructuration of the problem to overcome an impasse.

3. The reorganization and restructuration process requires the maintenance of task-relevant information in working memory and the operation of executive functions on these mental representations (ensured the central executive on the online platform).

4. The reorganization and restructuration processes, which precede sudden insight are correlated with an increase in the power of gamma oscillations in the prefrontal cortex, anterior superior temporal gyrus, parieto-occipital regions.

5. Gap junctions and connexin hemichannels have been implicated in cortical network oscillations and might be involved in the oscillation changes that are associated with conscious cognitive processing and insight.

6. On a subjective level, insight is perceived as a sudden comprehension, realization, or creative problem solution.

7. The subjective feeling of relief and the emotional arousal experienced by the sudden emergence of the solution might be accompanied by a reward signal in the mesolimbic dopamine system.

8. Insight is associated with strong emotional arousal that triggers episodic memory formation creating a memory for the insight event that includes context and content (solution path) information.

9. The generated insight memory is the basis of the persistent improvement in task or problem performance that is recollected whenever the same or similar problems are encountered.

10. Discontinuities in learning or problem solving performance might be used as time-tags to investigate the implication of gap junction channels and hemichannels in conscious cognitive processing.
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